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A B S T R A C T

Arterial hypertension (HT) is a common cardiovascular disease and, if not treated at an early stage, can lead to
serious complications. It is difficult to precisely describe because it is a dynamic physiological state. Monitoring
of HT is subjective and prone to mistakes. Therefore, various computer-assisted diagnostic methods have been
designed. The proposed work is based on ballistocardiography (BCG) signals for the diagnosis of healthy control
(HC) and HT subjects. The identification of HT based on BCG signals of 30-s duration using empirical mode
decomposition (EMD) and wavelet transform (WT) with nonlinear techniques is proposed in this work. The
BCG signal is decomposed into five sub-bands (SBs) using WT and five-level of intrinsic mode functions (IMFs)
using EMD. Then, the various non-linear features are calculated for all five-level wavelet decomposition and
IMFs. The non-linear features are extracted from the SBs of WT and IMFs of EMD. These features are fed
to ensemble gentleboost (EGB) classifier with 10-fold cross-validation strategy for automated detection of HC
and HT groups. In this study, the performance of WT and EMD techniques are compared. The proposed HT
identification model accomplished the highest average classification accuracy of 89% using WT method. In
future, we plan to extend this work using more BCG data.
1. Introduction

The systolic blood pressure (SBP) more than or equal to 140 mmHg,
or diastolic blood pressure (DBP) more than or equal to 90 mmHg, is
considered as hypertension (HT) [1,2]. Classification of hypertension in
to several groups is shown in Table 1 [1]. HT increases the force exerted
by blood against the walls of arteries that transport oxygen-rich blood
from the heart to the rest of the body [2–4].

Risky cardiovascular diseases are on the rise and HT has become
more prevalent. HT is usually diagnosed through a prolonged period of
elevated arterial blood pressure. A recent report from the World Health
Organization (WHO) suggests that more than 40% of adults (aged 25
and over) are affected by HT; thereby signifying that globally, more
than 1 billion people would suffer from the related diseases [5,6]. HT
causes serious complications such as stroke, heart attack, kidney failure
and many more in the absence of proper treatment [5]. Consequently,
the recent WHO report states that HT leads to 9.4 million deaths
annually [5,6]. Many people not even realize that, they are suffering
from the silent disease (HT). Therefore, it is crucial to detect HT in the
early stage to ease the problem and avoid further complications [5,6].
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The traditional method to measure blood pressure is the cuff based
mercury sphygmomanometer [6]. The drawback of this method is the
need for specialists to obtain the accurate readings. It is also uncomfort-
able and unsuitable for usage in a home environment [5]. Moreover,
HT is a complex condition, may lead to unpredictable fluctuations
in blood pressure of an individual [5]. Analyzing the disease status
via sphygmomanometer measurements may not be accurate, since the
instrument only provides discrete results [5]. Therefore, novel method
which can overcome the above problems is needed.

One such novel method is the ballistocardiography (BCG), which is
a noninvasive technique. BCG analyzes the heartbeat induced repeated
motions of the human body and creates a graphical representation of
the same [6].

Generation of BCG signal- Rapid acceleration of the blood during
its movement in the blood vessels of the body from the diastolic and
systolic periods gives rise to the repeated motions [5,7]. BCG picks
these repeated motions, analyzes it and provides information about the
mass of circulating blood and heart during the cardiac cycle [6]. In
the atrial systolic cycle, when blood is pumped into the blood vessels,
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Table 1
Hypertension classification based on blood pressure readings taken in the clinic [1].

Classification SBP DBP

Healthy BP <130 <85
Pre-HT BP 130–139 85–89
Stage 1 HT BP 140–149 90–99
Stage 2 HT BP ≥160 ≥100

Fig. 1. BCG signal generated from database.

the body’s center of mass moves towards the head [7]. Conversely,
as the blood moves away from the heart and towards the peripheral
vessels, the center of mass moves towards the feet [7]. Cardiac activity,
respiration, body movements all contribute to this shifting of center
of mass, which then generates the BCG waveform, analyzed as blood
distribution changes during the cardiac cycle [7].

It is possible to embed BCG sensors in households without the need
for specialized personnel. As a result, it would have a positive impact
on the current e-health systems [7]. This would also reduce a patient’s
stress and emotion levels during checkups and increase their attention
responses. Fig. 1 represents the typical example of a BCG signal with
the letters designating the waves [5,7]. However, Fig. 1 represents the
relationship between blood pressure and systolic and diastolic cycles of
the heart [5,7].

In Fig. 1, the waveforms starting from G wave till K wave represent
the systolic cycle of the heart and it is same as QRS wave in ECG signal.
The diastolic cycle’s blood pressure is represented by the proceeding K
wave till the end of M wave. Hence, using systole (G to K wave) and
diastole cycle (K wave to end of M wave), we can measure the heart
rate, heart rate variability, body movement, and respiratory system of
patients using BCG signal. These waves are present in the normal BCG
signal [5,7].

Related works done on HT and BP detection using BCG signal:
Y. Song et al. [8] used heart rate variability (HRV) signal to identify
hypertension and health control BCG signals. The maximum classifica-
tion accuracy of 74.5% is obtained with Naive Bayes classifier using
non-linear features. Similarly, Liu et al. [5] extracted HRV signals from
BCG signal and yielded maximum classification accuracy of 84.5% in
detecting HT and normal BCG signals.

Chen et al. [9] obtained SBP and DBP from the BCG and PPG signal
using linear regression technique. Authors reported an error (9 ± −5
of mean and standard deviation) for SBP and 1.8 ± −1.3 for DBP. Lee
et al. [10] diagnosed the SBP and DBP from BCG signal using ANN.
The mean and standard deviation errors obtained for SBP and DBP
are 0.0123 ± 6.7542, and 0.0532 ± 5.8317, respectively. In another study
Seok et al. [11] used CNN for the diagnosis of SBP and DBP using BCG
signals. The two channel BCG signal have been recorded at the resting
state and during exercise. In the resting state, SBP and DBP errors are
0.93 ± 6.24, and 0.21 ± 5.42, respectively. On the other hand, the SBP
and DBP errors for exercise session are −1.12 ± 8.74, and −0.728 ± 4.87,
respectively. Hence, very few works have been done on detecting HT
using BCG signals.

Although electrocardiography (ECG) and photoplethysmography
(PPG), BCG is a non-contact approach which does not require skin
contact [9–11]. In addition to this BCG can capture information about
2

Table 2
Details of BCG database used in this study.

Parameter HT subjects HC subject

Number of subjects 61 67
Gender (Female/Male) 38/33 32/35
Age in years 55.630 ± 7.930 53.265 ± 9.198
HR 77.132 ± 9.210 73.602 ± 8.301
BMI 24.303 ± 3.599 23.699 ± 3.301
SBP 155.612 ± 11.199 112.101 ± 15.699
DBP 103.631 ± 11.210 74.432 ± 6.321

HR = Heart Rate, BMI = Body Mass Index, SBP = Systolic Blood Pressure(mmHg), SBP
= Di-systolic Blood Pressure (mmHg).

heartbeats without bothering patients and is ideal for long-term assess-
ment and monitoring [9–12]. However, the BCG-based pulse transient
time (PTT) is significantly correlated with blood pressure [9–11].
Additionally, if the signal quality declines, peak value of PPG or ECG
cannot be identified, which may reduce the classification accuracy.

The limitation of the BCG signals are as follows. The definition of
BCG signal in the literature is still not clear [7,12]. The physiological
significance of BCG displacements and its clinical significance are not
annotated yet. The signal quality gets affected during breathing, pos-
ture, and sensor adherence [7,12]. Signals from healthy and diseased
subjects, as well as a variety of body types/sizes and ages, can be
obtained for analysis [7,12].

The proposed HT identification model accomplished the highest
average classification accuracy of 89% using WT method. In this study,
we proposed an automated diagnosis of HT using BCG signals. We did
not extract HRV from BCG signal as authors did in the literature [5].
We reported high detection accuracy and features extraction from BCG
signals is fast as requires less computation time. To the best of our
knowledge, we are the first group to develop the automated system to
detect HT using BCG signals.

In this study, we have decomposed the BCG signal into five sub-
bands (SBs) using wavelet transform and five IMFs with EMD method.
A non-linear SFD, SHN, and LE features are extracted from all IMFs
and wavelet SBs. All extracted features are fed to various classifiers for
automated detection of HT class.

Using conventional approaches, well-trained and skilled humans
may be able to identify HT-associated complications using BCG signals,
but may find it difficult to infer information about BP measurement
from visual analysis of BCG signals. Using an automated CAD system,
it is possible to diagnose HT from BCG signals accurately, rapidly, and
with little pre-processing.

Rest of the paper is organized as follows: Section 2 described the
database used in this study. Section 3 explained the methods used,
followed by results in Section 4. Section 5 discussed in detail the results
obtained and summary of the paper is given in Section 6.

2. Database

The BCG signal was recorded for the entire night when subjects
were sleeping. A total of 128 BCG signals have been recorded [5].
The sampling frequency of the BCG signal is 100 Hz. In this work,
we have used BCG signals from 67 HC and 61 HT subjects [5]. The
lengthy (13 h) BCG signals were segmented into 30 s epochs. Hence,
we obtained 61525 and 71413 BCG epochs of HT and HC subjects,
respectively. Hence, we have a total of 132938 BCG signal epochs.
Figs. 2–3 shows the sample HC and HT BCG signals obtained from the
database, respectively. Similarly, Table 2 represents the details of BCG
database used in this study. The BCG database can be accessed from
this link: https://doi.org/10.6084/m9.figshare.7594433.v2.

https://doi.org/10.6084/m9.figshare.7594433.v2
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Fig. 2. Typical normal BCG signal.
Fig. 3. Typical HT BCG signal.
3. Methodology

The flow of methodology employed in this study is shown in Fig. 4.
The BCG signals are downloaded from the public database. Then BCG
signals are segmented into the 30 s of epochs. Hence, we have obtained
132938 BCG signal epochs. In addition to this, we implemented WT
and EMD on these segmented BCG signal epochs. Then the BCG signals
are decomposed in to five-levels by WT (DB8) method. Hence, we
have obtained six sub-bands from each 30 s BCG epochs. Similarly,
on the other hand, each BCG signal epochs are decomposed into the
five-intrinsic mode function (IMF) using EMD method. Various features
(SFD, SHN, and LE) are extracted from the sub-bands and IMF of each
BCG signal. The SFD, SHN, LE features computed from various sub-
bands and IMF are applied to the various machine learning classifiers.
Proposed block diagram of automated detection of HT using BCG
signals is shown in Fig. 4.

3.1. Pre-processing of BCG signal

3.1.1. Segmentation
To increase the computation speed and performance of the classifier

13hr BCG signal recording are segmented into the 30 s signals.

3.1.2. Z-score normalization
Z-score normalization was used to eliminate the problem of ampli-

tude scaling [4,13,14]. Each BCG signal’s mean and standard deviation
were calculated. The z-score can be computed using below mentioned
formula:

𝑍 = 𝑋 −𝐾
𝜎

where X is the values of the BCG signal to be normalized. K is the mean
of BCG signal, and 𝜎 is a standard deviation of BCG signals.

3.2. Wavelet transform method

The BCG signal epochs are decomposed in to six SBs (five-level)
using the Daubechies wavelet (DB8) mother wavelet function [15–19].

Out of six sub-bands, five SBs (SB2-SB6) are detailed and one
(SB1) is approximated as shown in Fig. 5. Additionally, the frequency
components having an important characteristic can be withheld using
the five-level decomposition. Hence, we have chosen five-level wavelet
decomposition. Fig. 5 depicts the original BCG signal (top) epoch and
its wavelet decomposition for normal (HC) and hypertension (HT) class.
3

3.3. Empirical mode decomposition method (EMD)

It is a simple, direct, versatile, and data-dependent nonlinear analy-
sis tool used widely for the classification of physiological signals [3,20].
The IMF decomposed large amounts of complex data into a manageable
number of IMFs, based on the local time and scale characteristics of the
data. Hence, for decomposition, every IMF meets two basic key criteria:
(1) The total number of extrema and zero crossings in the entire data
segment must be identical or differ by no more than one. (2) The
envelope defined by the local maxima and minima must have a mean
value of zero. The more details of EMD decomposition of data into IMF
are described in [20]. In the proposed study we have produced IMF-1 to
IMF-5 for the HT and HC classes using EMD method as shown in Fig. 6.
We have obtained optimum and highest results using IMF1-IMF5 levels.

3.4. Features used

In supervised machine learning, optimum feature selection is based
on trial and error methods. Similarly, we have obtained the optimum
features are Shannon entropy (SHE) [21], signal fractal dimension
(SFD) [22,23] , and log energy (LE) [16,24,25] for the classification
of HC and HT BCG signal after the trial of n number of features. All
three features were computed from each sub-bands (SBs) produced by
WT and IMFs of EMD methods.

3.4.1. Shannon entropy (SHN)
It is a measurement of disorder, uncertainty, or unpredictability in

a given set of BCG signal epochs [26–31]. To discriminate HC and HT
classes SEN is found to be very effective. The SHN can be defined as :

𝑆𝐻𝑁 = −
∑

𝑖<0
𝑥𝑖𝑙𝑜𝑔2(𝑥𝑖) (1)

The 𝑖th sample of the wavelet coefficient sequence 𝑥(𝑛) of length 𝑁
is represented by 𝑥𝑖.

3.4.2. Log Energy (LE)
Log energy of a signal is computed by evaluating the logarithm of

energy of the BCG signal [22,24]. It is defined as [16,24,25,32]

𝐿𝐸𝑙𝑒 =
∑

𝑛𝜖𝑍
ln(|𝑥(𝑛)|)2 (2)

In Eq. (2), 𝐿𝐸𝑙𝑒 is LE with respect to sub-band, and 𝑥(𝑛) is the wavelet
time series corresponding to sub-band 𝑛, for 𝑛 ∈ 1, 2, 3, 4, 5, 6.
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Fig. 4. Proposed block diagram of automated detection of HT using BCG signals.
Fig. 5. Different sub-bands obtained using wavelet transform with BCG signals. SB2-SB6: detailed and SB1: approximate sub-band. (a) HT, and (b) Normal subject.
Fig. 6. Five levels of IMFs obtained using EMD with BCG signals: (a) HT, and (b) Normal subject.
3.4.3. Signal Fractal Dimension (SFD)

It is mostly used to compare the similarity and complexity of BCG
epochs [22,23,33]. Mathematical representation of SFD is given below:

𝑆𝐹𝐷 =
𝑙𝑜𝑔(𝑃𝑗 )

1
(3)
4

𝑙𝑜𝑔( 𝑗 )
In Eq. (3), the number of fractals/patterns are represented by 𝑃𝑗 . The
inverse of the factor that was used to break down the object into 𝑃𝑗 is
𝑗.

The extracted features (SHN, SFD, and LE) are arranged to form a
feature matrix. Finally resulting feature matrix is labeled (0 for HC and
1 for HT class) and supplied into the classification process to classify
HC and HT BCG signals.
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Table 3
Summary of results obtained for WT and EMD methods.

Parameter WT % EMD% Classifier

Accuracy 89 78.7

EGB
Sensitivity 86.95 77
Specificity 90.84 80.16
F1-score 88.28 77
Precision 89.66 76.97

Table 4
Confusion matrix obtained for WT method using EGB classifier.

HT HC

HT 55161 6364
HC 8276 63137

Table 5
Confusion matrix obtained for EMD method using EBT classifier.

HT HC

HT 47351 14171
HC 14140 57265

3.5. Performance parameters of classifiers used

In the proposed study, we have used the ensemble gentleboost
(EGB), ensemble bagged tree (EBT), support vector machine (SVM),
K-nearest neighbor (KNN), and tree (TR) classifiers. However, the
best classification accuracy is obtained using ensemble GentleBoost
classifier. The optimum classification accuracy of 89% was obtained
in the proposed work, using a 10-fold cross-validation approach. The
following parameters are considered while training the EGB classifier:
Learners = 71, Splits = 131255, Learning rate = 0.2745.

3.6. Ensemble GentleBoost classifier

It has been utilized in computer vision and machine learning, where
it outperformed conventional target detection methods, detection and
prediction of audio, video, images, and 1D signal results [34]. It uses a
quadratic objective function of margin, which increases more slowly
than the exponential function of margin used by AdaBoost, to give
less weight to misclassified samples [35]. Importantly, GentleBoost is a
method used to reduce exponential loss that uses decision trees as base
5

Table 8
Summary of highest accuracy obtained using various classifier.

S no. EMD (accuracy %) WT (accuracy %) Classifier

1 78.70 89 EGB
2 76.70 87.1 EBT
3 72.39 86.77 KNN
4 71.31 84.35 SVM
5 68.33 73.11 TR

Table 9
Comparisons of highest accuracy obtained using various classifiers and methods.

S no. EMD (Acc%) WT (Acc%) (Acc%) Classifier

1 78.70 89 – EGB
2 – – 56 ANN
3 63.6 69.79 – LSSVM
4 71.31 84.35 – SVM

learners. However, it is found to have a lower ensemble error than the
other ensemble techniques [36].

4. Results

The proposed work classified HT and HC BCG signals using WT and
EMD decomposition methods. SFD, LE, and SHN features yielded the
optimum performance with the EGB classifier. A total of 132938 BCG
signal epochs were obtained from 128 BCG signals. Out of which 61525
are from HT and 71413 belonged to the HC BCG signal class.

Experimental work has been computed on a personal computer
using MATLAB 2016b software licensed version (9.10). In addition to
this, the hardware configuration of a personal computer is as follows:
RAM (16GB), HDD (1TB), Processor (Intel Xenon 𝑖7), Graphics card
(4GB).

It can be noted Table 3, that the WT method obtained the highest
classification accuracy of 89%, while EMD obtained 78.7% using an
EGB classifier.

Tables 4–7 represents the individual confusion matrix for HC and
HT classes, as well as performance parameters obtained using WT and
EMD methods with 10-fold CV approach.

The highest performance obtained by other classifiers SVM, KNN,
TR, and EBT classifier are mentioned in Table 8.
Table 6
Performance of various features obtained for EMD method using EGB classifier.
Feature Class Acc % Pre % Sen % Spe% F1% Overall Acc % kappa Training Time Prediction speed

SFD HT 60.96 61.7 60.96 67.41 61.33 64.4 0.284 1118.2 s 11000 obs/sHC 67.46 66.71 67.41 60.96 67.05

SHN HT 61.74 64.94 61.74 71.28 63.3 66.9 0.331 1053 s 10000 obs/sHC 71.25 68.38 71.28 61.74 69.8

LE HT 62.93 65.89 62.93 71.94 64.38 67.8 0.35 921.61 s 11000 obs/sHC 71.94 69.25 71.94 62.93 70.57

SFD+SHN+LE HC 76.97 86.95 89.66 88.41 88.28 78.7 0.57 1278.5 s 17000 obs/sHT 80.23 90.84 88.41 89.66 89.61
Table 7
Performance of various features obtained for WT method using EGB classifier.
Feature Class Acc % Pre % Sen % Spe% F1% Overall Acc % kappa Training Time Prediction speed

SFD HT 68.56 69.9 68.56 74.56 69.22 71.8 0.432 879.48 s 12000 obs/sHC 74.56 73.35 74.56 68.56 73.95

SHN HT 77.86 79.62 77.78 82.85 78.69 80.5 0.607 1738.9 s 11000 obs/sHC 82.65 81.23 82.85 77.78 82.03

LE HT 82 80.34 82 82.72 81.16 82.4 0.646 865.85 s 14000 obs/sHC 82.72 84.21 82.72 82 83.46

SFD+SHN+LE HC 89.66 86.95 89.66 88.41 88.28 89 0.78 1549.38 s 20000 obs/sHT 88.41 90.84 88.41 89.66 89.61
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Fig. 7. Receiver operating characteristics obtained for WT method using EGB classifier.

Fig. 8. Receiver operating characteristics obtained for EMD method using EGB
classifier.

Table 9 compares the classification performance obtained using
EGB, SVM, least-square support vector machine (LSSVM), and artificial
neural network (ANN) classifiers.

Additionally, mean and standard deviation of SFD, SHN, and LE
features obtained using WT and EMD methods are mentioned in the
Tables 10–12.

The highest AUC = 0.96 and 0.88 obtained by WT and EMD
methods are shown in the Figs. 7–8, respectively.

5. Discussion

In this study, we have used the open-source database of BCG signals
consisting of 61 HT and 67 HC subjects with approximately 13 h of
recording. Further, to reduce the computation time, the database is
segmented in to epochs of 30 s. Following segmentation, we have
obtained 71413 epochs of HC and 61525 epochs of HT. The proposed
6

work has used direct BCG signal and decomposed it in to six SBs
(five-level) using WT, and five-IMFs using EMD method.

This work is carried out using MATLAB software. However, the
prediction speed and training time of the EMD method taken is 1700
obs/sec, 1278 s, respectively. Similarly, the WT method has taken
1549 s for training time and 2000 obs/sec for prediction speed. Im-
portantly, the proposed work is based on a diagnosis of HT and HC
BCG signals using WT and EMD methods. The WT (five-level) method
yielded the highest classification accuracy of 89%, the sensitivity of
86.95%, specificity of 90.84%, and precision of 89.66%, respectively.
Similarly, the EMD (five-level-IMF) method obtained the classification
accuracy of 78.7%, the sensitivity of 77%, specificity of 80.66%, and
precision of 76.97%, respectively. In addition to this, both methods
(WT and EMD), have the same level of decomposition, and same
features are extracted (SFD, SHN, and LE). Hence, the wavelet-based
method obtained the highest performance as compared to the EMD.

The Table 10 representing the SB5 of WT method have a larger
difference between HC and HT classes, while SB1 has obtained smaller
differences in terms of mean and standard deviation values obtained
from SFD feature computation. Similarly, IMF1 of EMD decomposition
have the larger difference, while IMF5 have smaller differences. On the
other hand, Tables 11 and 12 represents the distinct difference (WT and
EMD method) among the SBs and IMFs of HC and HT classes of BCG
signals using LE and SHN features. The classification results are higher
as compare to the SFD feature as shown in the Tables 6–7. Hence,
the combined classification results obtained from SFD, SHN, and LE
features are optimum and highest as compare to the other non-linear
features. However, it can be noted from Table 8 that, an EGB classifier
yielded highest classification accuracy of 89% (using WT) and 78.70%
(using EMD). Figs. 7–8 representing the area under the curve (AUC) of
0.96 and 0.88 for WT and EMD methods, respectively.

The performance comparison using LSSVM, SVM, ANN, and EGB
classifiers is shown in Table 9. ANN obtained the highest classification
accuracy of 56%. On the other hand, the classification speed of LSSVM
classifier is slow and the highest accuracy of 69.79% is obtained.
However, SVM classifier obtained a classification accuracy of 84.35%
using WT method. The classification accuracy of 89% is obtained using
EGB classifier which is the highest for this study.

It can be noted from Table 13 that Liu et al. [5] used HRV signal
extracted from BCG signal to classify HC and HT class. Authors obtained
the accuracy of 84.45% using various linear, non-linear, time domain,
and frequency domain features. They proposed the class association
rule (CAR) method, which provided the physiological status of the
patients. The CAR method combined different classifiers using some
specific rules as designed by authors for the classification of HT and
HC BCG signals. They have used large number of features, but we have
used fewer number of features and obtained a classification accuracy
of 89% using the same database.

Y. song et al. [8] applied ensemble empirical mode decomposition
(EEMD) method on HRV signal for the classification of cardiovascular
disease. The authors extracted various linear, non-linear, time, and
frequency domain features from HRV signals and classified them using
Naive Bayes classifier. They obtained 74.35% classification accuracy
using various non-linear features. However, the authors used a small
and balanced database. On the other hand, in this study, we have
used few nonlinear features and obtained higher classification accuracy
using EGB classifier.

The advantages of the proposed work are given below:
The proposed method has obtained the optimum performance (89%

accuracy) using the WT method. In the literature, this may be the
first paper to detect HT from BCG signals using WT and non-linear
features. For this purpose, we have used a 30-sec epoch of BCG signal.
As a result, our method is faster and does not require expensive pre-
processing techniques. Correspondingly, the HT may be diagnosed
from BCG signal-based systems, that are non-invasive, robust, and
accurate without direct BP measurement. The developed system is
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Table 10
Statistical parameters (mean (M) and standard deviation (STD)) calculated for SFD feature obtained from EMD and WT methods.

WT - 5 level EMD - IMF - 5

HT HC HT HC

M STD M STD M STD M STD

SFD

SB1 1.0131 0.0025 1.0134 0.0025 1.4513 0.1387 1.3792 0.1681
SB2 2.0846 0.0283 2.0788 0.0281 1.0881 0.0439 1.0753 0.0526
SB3 1.909 0.0073 1.9074 0.0075 1.0132 0.0057 1.0121 0.0078
SB4 1.5582 0.0661 1.5694 0.0671 1.003 0.0019 1.0028 0.0022
SB5 1.2184 0.0335 1.1968 0.0363 1.0011 0.0015 1.0011 0.0015
SB6 1.0422 0.0079 1.0446 0.0084
Table 11
Statistical parameters (mean (M) and standard deviation (STD)) calculated for SHN feature obtained from EMD and WT
methods.

WT - 5 level EMD - IMF - 5

HT HC HT HC

M STD M STD M STD M STD

SHN

SB1 2778.067 15195.27 2379.743 11468.18 2810.161 20096.44 2568.514 17575.08
SB2 −0.5682 2.3777 −0.6773 4.3088 3223.753 21439.51 2532.915 14844.57
SB3 −1.1165 29.6834 0.4277 134.273 375.678 3330.576 287.9045 2807.771
SB4 16.0809 262.7132 5.7641 225.5014 16.4414 581.4723 2.0128 555.1168
SB5 215.4766 1558.047 205.02 1428.302 −8.1868 181.1595 −12.5455 193.4318
SB6 1125.727 6887.929 968.5325 5124.709
Table 12
Statistical parameters (mean (M) and standard deviation (STD)) calculated for LE feature obtained from EMD and WT methods.

WT - 5 level EMD - IMF - 5

HT HC HT HC

M STD M STD M STD M STD

LE

SB1 −7070.99 2415.091 −6793.74 2799.963 −8971.64 1692.448 −8413.95 2151.292
SB2 −16645.8 1474.562 −16860.5 1663.159 −8108.93 2112.1 −7538.75 2433.392
SB3 −12889.3 1122.569 −13238.7 1532.718 −8029.15 1999.762 −7916.51 2432.219
SB4 −9691.83 1379.299 −9806.66 1674.689 −9963.09 2166.934 −9953.8 2588.704
SB5 −8873.26 1646.877 −8286.6 2191.616 −11690.6 2508.929 −11491.3 2918.19
SB6 −8254.43 2162.676 −7782.69 2633.485
Table 13
Comparison with literature.
S.No. Author/Year Used Signal Used Feature Technique Size Type of Database Performance %

1 Y.Song et al. [8] HRV Nonlinear EEMD 18 Private Acc = 74.35
2 Liu et al. [5] HRV HRV, linear,

nonlinear, time,
frequency domain

CAR 128 Public Acc = 84.45

3 Proposed BCG Nonlinear WT, EMD 128 Public Acc = 89(WT),
78.78(EMD)

EEMD = Empirical Ensemble Mode Decomposition, CAR = Classification Association Rule, Acc = Accuracy.
8
h
t
l
a

D
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R

ccurate and robust as we employed a 10-fold cross-validation method.
ubsequently, there is no possibility of an overfitting problem.

The limitation of the proposed work are give below:
The drawback of the smart mattress-based BCG data recording is

hat it limits the activity of the subjects and hence may not be able
o record high-quality BCG signals. Additionally, the recording of BCG
ignals during daytime activities of subjects is not possible as it is not
ossible to use a smart mattress-based system. To obtain the high-
uality BCG signal Smartwatches, wearable gadgets, and smart chairs
re ideal methods to record the BCG signal in the daytime also.

The BCG-based systems yield the best performance. The latter may
e more useful as it requires a smaller bandwidth. Using cutting-edge
achine learning, deep learning methodologies, the performance of
CG-based systems, can be improved [37–39].

. Conclusion

An automated system for the detection of HT is proposed using WT
nd nonlinear features. We have obtained the detection accuracy of
7

9% using EGB classifier. The main drawback of this system is that, we
ave used a small database to develop this prototype. In future, we plan
o use bigger diverse database to extend this work and also use deep
earning techniques. Also, other nonlinear features like higher spectra
nd entropies can be employed to boost the classification performance.
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