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Abstract
Language classification using speeches is a complex issue in machine learning and pattern recognition. Various text and

image-based language classification methods have been presented. But there are limited speech-based language classifi-

cation methods in the literature. Also, the previously presented models classified limited numbers of languages, and few are

accents. This work presents an automated handcrafted language classification model. The novel pyramid pattern is pre-

sented to extract the features extraction. Also, statistical features and maximum pooling are used to generate the features.

We have developed our speech-language classification model using two datasets: (i) created a new big speech dataset

containing 14,500 speeches in 29 languages, and (ii) used the VoxForge dataset. The neighborhood component analysis

method is used to select the most informative 1000 features from the generated features, and these features are classified

using a quadratic support vector machine classifier (QSVM). Our developed method yielded 98.87 ± 0.30% and

97.12 ± 1.27% accuracies for our and VoxForge datasets, respectively. Also, geometric mean, average precision, and F1-

score evaluation parameters are calculated, and they are presented in the results section. This paper presents an accurate

language classification model developed using two big speech-language datasets. Our results indicate the success of the

proposed pyramid pattern-based language classification method in classifying various speech languages accurately.
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1 Introduction

Speech is the basic component of communication. There

are variable societies in the world that have developed their

own language for communication. Communication cannot

be established if someone is speaking an unknown lan-

guage. In such cases, a translation process should be per-

formed to provide communication by using a translator/

interpreter [1]. Humans are the best system for language

identification [2]. However, there are many languages in

the world. Hence it is very difficult to determine which

language the speaker speaking. In addition, each language

consists of different accents and dialects.

Language identification and classification identify the

target language with high accuracy using the acoustic

properties of speech signals [3]. The language identifica-

tion process is different from the speech or speaker

recognition process. The purpose of language identification

using speech is to use the characteristics of sounds using

the text-based features of the language [4]. Speech has

acoustic, phonetic, and prosodic features of the language.

In addition, the alphabet, words, morphology, syntax, and

grammatical structure are factors affecting speech [5].

Therefore, languages show different acoustic properties

regardless of speaker and computer-aided automatic lan-

guage identification systems (ALIS) [6].

ALIS performs automatic language identification based

on the features extracted from the speech signal of each

language and used for different purposes [7]. In deter-

mining the languages of refugees caught by law enforce-

ment, it is essential to determine the language of the person

with communication problems that may occur during bor-

der crossings. Language identification with manual meth-

ods is challenging and taxing [8]. Identifying the target

language can take days. In forensics, there is a need to

identify the language of the speech content using the audio

files. Many different audio files need to be examined for

digital evidence. Analysis of evidence for the content in the

unknown language depends on language identification [9].

In addition, language detection is needed in many appli-

cations, such as speech recognition systems and speech-to-

speech translation [10–12]. According to the results

obtained from the automatic language identification sys-

tem, speech translation systems ensure that the speech is

translated into the target language. This feature is used as a

preliminary step in telephone call systems and automatic

translation systems.

Acoustic properties are extracted from raw speech sig-

nals using feature extraction methods [13]. The most

commonly used feature extraction methods are linear pre-

dictive coefficients (LPC) [14], linear predictive cepstral

coefficients LPCC [15], Mel frequency cepstral coefficients

(MFCC) [16, 17], perceptual linear prediction features

(PLP) [18], Gaussian mixture models (GMM) [19], and

hidden Markov model (HMM) [20]. The classifiers used for

the automated classification of speech are neural network

[21], k-nearest neighbors (KNN) [22], linear discriminant

analysis (LDA) [23], deep neural network (DNN) [24], and

recurrent neural network (RNN) [25]. The machine learn-

ing models are more popular due to their low computa-

tional cost and high-performance results. Therefore, studies

on smart systems and machine learning have been pre-

sented in many different fields in the literature [26–28].

1.1 Motivation and our method

This research focuses on two primary problems in language

classification. These are the construction of a huge database

of speech signals and presenting highly accurate automated

language identification/classification methods. Language

classification is one of the hot-topic in the research. Many

image processing and text classification methods have been

presented to achieve high classification accuracy using

images and texts. The presented many speeches based

models aimed to detect the limited number of languages or

accents of a language. This research focuses on the need

for the testbed for speech-based language classification.

Therefore, an extensive database is collected from You-

tube, and the second aim of this work is to obtain high

classification accuracy using more classes. The literature

states that a highly accurate learning model should have an

efficient feature generation/method. Therefore, a multi-

level generation method is presented. This model uses

pooling decomposition (maximum pooling) [29] for gen-

erating levels to extract high-level features. Also, statistical

and textural features are generated by applying statistical

moments and the proposed pyramid pattern. As seen from

the literature review (see previous section/Sect. 1), con-

ventional/shallow sound descriptors like LPCC, MFCC,

PLP, GMM, and HMM have been used. These feature

extractors have limited speech classification ability. Thus, a

sensitive and robust feature extraction model should be

presented. To realize this purpose, a new 3D shape-based

feature extraction function has been proposed and this

extractor is named pyramid pattern. The introduced pyra-

mid pattern can detect speech differences and is a 3D

graph-based descriptor. Our feature extraction motivation

is to investigate the feature vector generation ability of a

graph-based local feature extractor and evaluate the clas-

sification ability of this feature extractor for the language

identification problem. Using the presented pyramid pat-

tern, statistical pattern, and maximum pooling, both tex-

tural (pyramid pattern extracts textural features), and

statistical (using statistical moments) features are

extracted.
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Furthermore, deep learning models have high classifi-

cation performance since they used more levels and can

learn features at the higher abstract level than hand-mod-

eled methods but they are expensive models since their

time complexity is generally exponential. By mimicking

deep learning architecture, a highly accurate model with

linear time complexity (the time complexity of the pro-

posed feature extraction model is OðnlognÞ) have been

presented. The recommended pyramid pattern based lan-

guage classification model inspired by the deep learning

network such as AlexNet [30], and GoogLeNet [31]. These

networks can be used to generate a large number of fea-

tures. Then, neighborhood component analysis (NCA) [32]

is applied to developed features to select clinically signif-

icant features and finally fed to the quadratic SVM clas-

sifier for automated classification.

1.2 Literature review

Many studies on language identification are concentrated

on four areas: language identification, language classifica-

tion, language diarization, and voice activity detection

[33]. Language identification is aimed to determine whe-

ther there is a single language in a speech signal [34–36].

Language classification aims to determine whether the

language in the sound signal belongs to a certain language

class [2, 36–38] and can be classified with a high accuracy

rate. The language diarization is aimed to diarization the

languages in speech files containing multiple languages

[39–41]. Voice activity detection aims to identify human

speech sounds among different environmental sounds.

Target speech can be identified by separating speech and

environmental noise [42–45]. These systems can be used as

a preliminary module for language identification, classifi-

cation, and diarization studies using techniques such as Mel

frequency cepstral coefficients (MFCC) [46], autocorrela-

tion function analysis [47], Gaussian mixture model [42],

multilayer perceptron [42] and linear predictive coding

[48]. The most concentrated areas among these four areas

are language identification and voice activity detection.

Because identifying a single language or speech from an

audio file is an easier task than language diarization and

classification [33]. It is more difficult to obtain high

accuracy in classification and diarization studies performed

with multiple languages [49]. Our proposed study is more

difficult as it is automated language classification. There is

the limited number of studies in the literature on language

classification. Reference [3] proposed a model for classi-

fying four languages: Tamil, Malayalam, Hindi, and Eng-

lish. Feedforward back-propagation neural network is used.

By using perceptual linear prediction, Mel frequency cep-

stral coefficients (MFCC), and relative spectral transform

perceptual linear prediction hybrid feature extractors, a

maximum accuracy rate of 94.6% is achieved. Reference

[50] proposed a method to classify the northeast Indian

languages. Experiments conducted using two databases

consisting of 11 and 7 languages obtained a maximum

accuracy rate of 80%.Reference [51] presented a model

using a GMM classifier with MFCC and PLP hybrid fea-

ture extractors. It has been shown that a maximum accu-

racy of 88.75% is obtained using a database with three

different Indian languages. Reference [52] presented a

method using a graph-based feature extractor. Tests are

conducted on three other sound-based speech databases.

They have achieved the classification performance between

87.7 and 91.23%. Authors in [53] proposed a method for

language identification using speech sounds with HMM,

SVM, and neural networks. The tests performed on four

languages obtained the highest classification accuracy of

70%. The best performance is obtained with the HMM as it

uses temporal properties. Reference [54] presented a

method for detecting three different indigenous Indonesian

languages from their speech sounds. They obtained the

accuracy of 77.42 and 75.94% using phonotactics methods.

Reference [55] proposed a forensic speaker recognition

system using MFCC feature extractor and deep learning

methods. They obtained the detection accuracy of 95.1% in

identifying the Urdu language.

1.3 Novelties

The novelties of our proposed method are given below:

• A new big database is used as a testbed for our

proposed speech-based language classification model.

• A novel pyramid pattern textural feature generation

function is proposed in this work.

1.4 Key contributions

Our key contributions are;

• The used databases for language classification corpora

include a limited number of languages. To assess the

performance of our learning model with a wide

spectrum, a big speech database is collected from the

Youtube of various languages of male and female

speakers.

• An efficient and highly accurate language classification

method is presented. This method uses handcrafted

features, and hence there is no need to set millions of

parameters like deep learning methods.
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2 Dataset collection

Two different speech datasets were used in our study. The

first data set (DSa) is collected from youtube, which con-

sists of 29 different languages. The second dataset (DSb) is

VoxForge [56], which consists of 16 different languages.

The details of these two datasets’ are given below.

DSa: In our study, scenario speakers and texts were not

used to provide the usability of the proposed method in real-

time systems. A new dataset is created with only audios

(speeches) by language learning and listening videos on

YouTube [57]. These videos feature a formal speaking

accent of all languages. There are various speakers of dif-

ferent genders in the used records. In addition, the recordings

have different environmental noise and sound recorder fea-

tures. Thus, it is aimed to obtain performance measurement

of algorithm independent of environment, speaker, and text.

Herein, a hand-modeled learning model has been tested on

the acquired dataset. Deep learning models like convolu-

tional neural network (CNN)s inspire this model. In this

model, both textural (using a proposed 3D graph-based local

feature extractor), and statistical features have been extrac-

ted in each level, and levels are created using maximum

pooling like CNN. Using this strategy, both low and high-

level features have been extracted, and the feature selector

has selected the most appropriate features. In this aspect, we

proposed a multileveled hand-modeled speech classification

model and is a feature engineering model. To create and

appropriate speech dataset, these steps were conducted.

First, non-speaking voices in the recordings were cleaned

manually. Windows operating system and NHC WavePad

[58] program were used for manual cleaning. Then, the

recordings were divided into pieces of 8–15 s duration. Ten

different sound recordings were used for each language.

Thus, 500 sample speech files were created for each lan-

guage. The file formats of the sample speech files are m4a

and wav, and the sampling frequency is 48 kHz. The data-

base consists of 14,500 speech files with 29 languages and a

total of 2856.75 min. The details of the speech signal data-

base used database is demonstrated in Table 1. Furthermore,

our collected dataset was publicly published, and this dataset

can be downloaded from http://web.firat.edu.tr/turkertuncer/

lang_data.rar URL.

DSb: This dataset consists of the speech of the speakers

on Voxforge and has been used in different studies

[52, 59, 60]. Voxforge has speaker speech from 16 dif-

ferent languages. These languages are Albanian, Croatian,

English, Spanish, French, German, Greek, Hebrew, Italian,

Catalan, Netherlands, Persian, Portuguese, Russian, Turk-

ish, and Ukrainian. The DSb dataset consists of 16 lan-

guages, 300 samples for each language, and 4800 samples.

Samples have wav file extension and 16 kHz frequency.

3 The proposed pyramid pattern

In this work/research, a novel 3D graph-based textural

feature extractor has been proposed, and this pattern is a

histogram-based textural feature extractor. Details of the

proposed pyramid pattern is given in below.

1. Divide one-dimensional into 25-sized blocks.

windowi jð Þ ¼ S iþ j� 1ð Þ; j ¼ 1; 2; . . .; 25f g; i
¼ 1; 2; . . .;Len � 24f g ð1Þ

where windowi describes ith window/block with a

length of 25.

2. Employ vector to matrix transformation to divided

windows.

Pi k; lð Þ ¼ S jð Þ; k ¼ 1; 2; . . .; 5f g; l ¼ 1; 2; . . .; 5f g
ð2Þ

where Pi is the ith matrix with a size of 5 9 5.

3. Deploy signum function to determine values by

assigning the presented pyramid pattern (see Fig. 1)

and extracting binary features.

The red circles are utilized as nodes and the

relationship of the edge of the value. The center value

(Pð3,3Þ) is considered as the top point of the pyramid.

The mid 3 9 3 sized matrix of the used 5 9 5 matrix is

used as the first floor of the pyramid. The rest values

consist of the floor of the pyramid.

Mathematical definitions of the bit extraction pro-

cess of the proposed pyramid pattern are given in

Eqs. (3)–(6).
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signum a; bð Þ ¼ 0; a� b\0

1; a� b� 0

�

ð6Þ

As stated in Eqs. (10)–(13), three bits groups are

generated by deploying signum function, and they are

named b1; b2; and b3. Each group has eight bits, and

the map signals are calculated by using these bits.

4. Use binary to decimal conversion for calculating map

signal.

map1 ið Þ ¼
X8

j¼1

b1 jð Þ � 2j�1 ð7Þ

map2 ið Þ ¼
X8

j¼1

b2 jð Þ � 2j�1 ð8Þ

map3 ið Þ ¼
X8

j¼1

b3 jð Þ � 2j�1 ð9Þ

where map1, map2; and map3 are generated by three

map signals.

5. Calculate the histograms of the map signals. As can be

seen from Eqs. (7)–(9), these map signals are coded

with eight bits. Therefore, the generated histograms

have 256 elements/values.

In the first step of the histogram generation, the

initial values of the histogram are assigned as zero.

Table 1 Summary of the

collected DSa speech sound

dataset

No Name of language Number of samples Total duration (minutes)

1 Arabic 500 96.07

2 Bulgarian 500 88.85

3 Cantonese 500 91.23

4 China 500 92.67

5 Danish 500 98.59

6 Dutch 500 99.66

7 English 500 97.45

8 Filipino 500 119.28

9 Finnish 500 107.96

10 French 500 104.39

11 German 500 63.57

12 Greek 500 104.44

13 Hebrew 500 105.83

14 Hindi 500 109.06

15 Hungarian 500 102.89

16 Indonesian 500 104.67

17 Italian 500 97.95

18 Japan 500 104.96

19 Korean 500 85.40

20 Polish 500 100.87

21 Portuguese 500 89.17

22 Romanian 500 104.28

23 Russian 500 87.85

24 Spanish 500 101.33

25 Swahili 500 101.58

26 Swedish 500 100.55

27 Thai 500 109.12

28 Turkish 500 89.56

29 Urdu 500 97.52

Total 14,500 2856.75
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hist1 tð Þ ¼ 0; t ¼ 1; 2; . . .; 28
� �

ð10Þ

hist2 tð Þ ¼ 0 ð11Þ

hist2 tð Þ ¼ 0 ð12Þ

where hist1; hist2 and hist3 are the histograms of the

map1, map2 and map3 signals consecutively. The

histogram extraction process is demonstrated in

Eqs. (13)–(15) mathematically.

hist1 map1 ið Þ þ 1ð Þ ¼ hist1 map1 ið Þ þ 1ð Þ þ 1 ð13Þ

hist2 map3 ið Þ þ 1ð Þ ¼ hist2 map2 ið Þ þ 1ð Þ þ 1 ð14Þ

hist3 map3 ið Þ þ 1ð Þ ¼ hist3 map3 ið Þ þ 1ð Þ þ 1 ð15Þ

6. Merge the calculated/extracted histograms and obtain

the final feature (feat) vector with a size of 768.

feat k � 1ð Þ � 256 þ jð Þ ¼ histk jð Þ; j
¼ 1; 2; . . .; 256f g; k
¼ 1; 2; 3f g ð16Þ

The steps 1–6 comprises of the PPð:Þ feature gen-

eration function. PPð:Þ function has been used to define

the proposed multileveled feature generation model.

4 The presented pyramid pattern-based
language classification model

The primary objective of the pyramid pattern-based iden-

tification model is to yield high accuracy database using

this big database involving 29 languages. In this work,

traditional statistical and textural feature generators are

used. The statistical feature generation methods used linear

and nonlinear statistical moments, and 18 statistical

Fig. 1 Graphical demonstration of recommended pyramid pattern.

The red circles are used as nodes, and the edges relationship of the

value. The center value (Pð3,3Þ) is considered as the top point of the

pyramid. The mid 3 9 3 sized matrix used 5 9 5 matrix as the first

floor of the pyramid. The rest values are the floor of the pyramid
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features are generated. A new pyramid pattern (it is a

microstructure) is used to extract textural features. The

recommended pyramid pattern uses 5 9 5 size matrix to

create a pattern like a pyramid and generates 768 features.

Also, the used statistical generator is deployed to generate

18 features. Therefore, 768 þ 18 þ 18 ¼ 804 features are

generated by employing the feature generation functions.

However, these functions are generated by low-level fea-

tures from the speech. A decomposition model must be

used like deep learning methods to generate high-level

features. Thus, maximum pooling is utilized as a decom-

position method, and ten leveled generation network is

created. And this network generates 804 � 10 ¼ 8040 fea-

tures. The NCA is applied to the 8040 features to obtain the

1000 most informative features. For automated classifica-

tion, these features are fed to Quadratic SVM [62]. The

graphical layout of the suggested pyramid pattern-based

language classification model is demonstrated/depicted in

Fig. 2.

The presented model has ten leveled feature generation

network. The levels are created by maximum pooling

decomposition. The used main feature generation functions

are the suggested pyramid pattern and statistical feature

generator. NCA chooses the generated features from the

created ten levels. These features are classified using

QSVM.

The pseudo-code of the presented pyramid pattern-based

method is given in Algorithm 1.

The method comprises three main phases: feature gen-

eration, feature selection, and classification. These phases

are demonstrated in Algorithm 1. Lines 01–08 denote

feature generation, line 09 shows NCA-based feature

selection, and the classification phase is shown in line 10.

4.1 Feature generation method

It is the first phase of the presented model, which uses ten

levels (features are extracted from ten signals, and these are

a raw speech signal and nine decomposed signals). This

phase extracts two feature generation functions: statistical

and textural features. Steps of the suggested generation

method are given below;

Step 1: Generate nine decomposed signals by applying

maximum pooling decomposition.

We have used the maximum pooling method to

decompose signals using two-sized non-overlapping

blocks.

D1 jð Þ ¼ max S ið Þ; S iþ 1ð Þð Þ; j ¼ 1; 2; . . .;
Len

2

� �

;

i ¼ 1; 3; . . .Len � 1f g
ð17Þ

Dk jð Þ ¼ max Dk�1 ið Þ; Dk�1 iþ 1ð Þ
� �

; k ¼ 2; 3; . . .; 9f g
ð18Þ

max a; bð Þ ¼ a; a� b
b; a\b

�

ð19Þ
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where Dk is kth level decomposed signal, S represents input

signal, maxð:; :Þ expresses maximum value calculation

function, Len denotes the length of the signal, a; and b

define input parameters of the maxð:; :Þ function.

The Eqs. (1)–(3) defines the used maximum pooling

method used (it is shown in Line 05 of Algorithm 1)

mathematically.

Step 2: Generate statistical features (featSt) of the speech

signal and decomposed signal by using a statistical feature

generator (St :ð Þ).
featSt jð Þ ¼ St Sð Þ; j ¼ 1; 2; . . .; 18f g ð20Þ

featSt jþ k � 18ð Þ ¼ St Dk
� �

; k ¼ 1; 2; . . .; 9f g ð21Þ

The moments which are consisted of the St :ð Þ are listed

in Table 2 [61].

Step 3: Generate 768 textural features deploying the

presented pyramid pattern. In this step, the pyramid pattern

has been detailed and explained.

featt jð Þ ¼ PP Sð Þ; j ¼ 1; 2; . . .; 768f g ð22Þ

featt jþ k � 768ð Þ ¼ PP Dk
� �

; k ¼ 1; 2; . . .; 9f g ð23Þ

where featt describes textural features, and PPð:Þ is a

pyramid pattern feature generation function (see Sect. 3 for

details).

Step 4: Extract the statistical features of the generated

textural features. These features are named statistical fea-

tures of the textural features (featts).

featts jð Þ ¼ St PP Sð Þð Þ; j ¼ 1; 2; . . .; 18f g ð24Þ

featts jþ k � 18ð Þ ¼ St PP Dk
� �� �

; k ¼ 1; 2; . . .; 9f g ð25Þ

Step 5: Merge the generated features to calculate the

concatenated features (X) with a size of 8040.

X ¼ conc featSt; featt; featts
� �

ð26Þ

where concð:Þ is the concatenation function.

4.2 Feature selection with NCA

Feature selection is one of the critical steps in machine

learning. It helps to improve the performance and reduce

the execution time of the classifier. In this work, NCA [32]

is used to perform the feature selection. It measures

Fig. 2 Block diagram of pyramid pattern-based speech identification model. The presented model has ten leveled feature generation network
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distances to calculate the weights of the features. It com-

putes the weights step by step and uses regularization

parameters. It generates non-negative weights using

stochastic gradient descent or ADAM optimizers [62, 63].

Therefore, it is a back-propagation method. The generated

weights are sorted in descending order, and the most

valuable features are selected by using the indices of the

sorted features of the weights.

The NCA selector has selected 1000 features from

generated 8040 features in this work. The steps of the

feature selection are;

Step 6: Employ NCA to generate 8040 features and

calculated indices (idx).

idx ¼ NCA X; targetð Þ ð27Þ

Step 7: Select 1000 of the most informative/valuable

features using the calculated idx.

last d; jð Þ ¼ X d; idx jð Þð Þ; d ¼ 1; 2; . . .; nOBf g; j
¼ 1; 2; . . .; 1000f g ð28Þ

where last represents the selected 1000 features and nOB is

the number of instances/observations.

4.3 Classification

This is the last phase of the proposed work. In this phase,

quadratic SVM is employed as a classifier. Various kernels

are used for SVM. The second-degree polynomial order

kernel is used for the SVM classifier. The MATLAB

classification learner tool is used to implement this classi-

fier, and it is named Quadratic SVM in this tool. The set

parameters of the used quadratic SVM are [64];

Kernel: Polynomial.

Polynomial order: Two.

Kernel Scale: Auto.

C value (Box constraint): One.

Coding: One-vs-all.

Training and testing: Hold-out validation, 90:10.

The last step of the presented pyramid pattern-based

language classification model is given below.

Step 8: Classify the selected 1000 features using the

quadratic SVM classifier.

5 Results

This section provides the performance matrices of the

proposed pyramid pattern-based language classification

method using new big database. We have presented a novel

handcrafted features-based classification model. In this

work, we have employed the hold-out validation method to

develop the model, with 90% of the database used for

training and 10% for testing the developed model. The

presented model is implemented using a desktop computer

with a simple system configuration (Intel i9-9900 K

microprocessor, 64 GB main memory, and Windows 10.1

operating system). MATLAB 2020 is utilized as a pro-

gramming environment [65]. Accuracy, geometric mean,

F1-score, and average precision values are calculated to

evaluate the presented pyramid pattern-based model. The

calculated results are listed in Table 3, and the developed

Quadratic SVM classifier is executed 100 times to obtain

robust results.

As shown in Table 3, the presented pyramid based

model yielded 98.87 ± 0.30%(average ± standard devia-

tion) classification accuracy, 98.88 ± 0.29% average pre-

cision, 98.87 ± 0.29% F1-score, and 98.83 ± 0.29%

geometric mean values. The highest accuracy of 99.52%

Table 2 Mathematical

definitions of the used statistical

moments used in this work

Num Equation Num Equation

1 1
Ln

PLen
j¼1 SðjÞ 10 max Sð Þ � medianðSÞ

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPLen

i¼1
ðS ið Þ� 1

Len

PLen

j¼1
SðjÞÞ

Len�1

r
11 1

Len

PLen
j¼1 jS jð Þj

3 maxðSÞ 12 �
PLen

j¼1 log prob S jð Þð Þð Þ2

4 minðSÞ 13 max Sj jð Þ � minðjSjÞ
5 median Sð Þ 14 minðjSjÞ
6 1

Len

PLen
i¼1ðS ið Þ � 1

Len

PLen
j¼1 SðjÞÞ


 �2 15
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPLen

i¼1
ðjS ið Þj� 1

Len

PLen

j¼1
jS jð ÞjÞ

Len�1

r

7 1

Len

PLen
j¼1 SðjÞ

2 16 �
PLen

j¼1 prob S jð Þð Þ � log prob SðjÞð Þð Þ
8 1

Len

PLen
i¼1 jS ið Þ � 1

Ln

PLen
j¼1 S jð Þj 17

PLen
j¼1 S jð Þ2

9 max Sð Þ � minðSÞ 18 �
PLen

j¼1 prob S jð Þð Þ2 � log prob S jð Þð Þð Þ2

where probð:Þ defines probability
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(misclassified only seven) is obtained for our collected

speech dataset (DSa).

For the second speech dataset(VoxForge): our model

yielded 97.12 ± 1.27% (average ± standard deviation)

accuracy, 97.39 ± 1.15% average precision,

97.25 ± 1.21% F1-score, and 96.93 ± 1.37% geometric

mean values.

6 Discussion

In this work, a new speech dataset for language classifi-

cation is created, and also a novel pyramid pattern-based

automated language classification method is proposed. The

collected dataset is a comprehensive dataset with 1450

speeches in 29 languages. A new multi-leveled pyramid

pattern-based feature generation model is presented to

generate the most discriminative features. The main

objective of the presented pyramid pattern is to show the

feature generation ability of 3D shapes, and hence we have

used pyramid pattern in this work. In the feature generation

phase, a new 3D shape-based pattern (pyramid pattern) is

presented to extract discriminative textural features. The

presented pyramid pattern can extract the hidden patterns

of speech effectively and hence achieve high classification

performance. However, this pattern can extract low-level

features. A multi-leveled feature generation method is

presented by deploying a maximum pooling decomposer to

generate high-level features. Furthermore, statistical fea-

tures are generated in this model. Clinically significant

features are selected by the NCA feature selection method.

Therefore, our model yielded very high classification

results for both datasets. Table 3 presents the various per-

formance matrices obtained for the developed pyramid

language classification model using two datasets. 1000

features are selected using NCA-like convolution neural

network (CNN)-based feature generation models [66]. To

select the best performing classifier, the selected features

are fed to decision tree (DT) [67], linear SVM (LSVM)

[68], Cubic SVM (CSVM) [69], quadratic SVM (QSVM)

[64] and k nearest neighbor (kNN) [70] classifiers. It can be

noted from the results that QSVM gave the best results

among them. The graph of the highest accuracy (%)

obtained using various classifiers with our proposed

method is shown in Fig. 3.

Moreover, the chosen features are fed to neural network

classifiers,: narrow neural network (NNN), medium neural

network (MNN), wide neural network (WNN), bilayered

neural network (BNN), and trilayered neural network

(TNN). These classifiers belong to the MATLAB classifi-

cation learner tool. Finally, the attributes of these classifiers

are tabulated in Table 4.

The calculated maximum classification accuracies of the

proposed models using neural network classifiers and SVM

(it is the best classifier) are depicted in Fig. 4.

Figures 2 and 3 show that the most appropriate classifier

is Quadric SVM for the proposed model. To get compar-

ative results, the first (collected) dataset has been used.

In the literature, limited works have been presented on

automated language classification. The prior models used

low dimensional datasets, and the previously used datasets

included a limited number of languages. Table 5 summa-

rizes the accuracy (%) obtained using state-of-the-art

automated speech-based language classification methods.

In Table 5, the bold values show the results of our

method. It can be noted from Table 5 that other authors

have used small datasets with the limited number of

Table 3 Various performance matrices obtained for the developed

pyramid language classification model

Database Evaluation metric Statistics Result (%)

DSa Accuracy Standard deviation 0.30

Minimum 97.87

Average 98.87

Maximum 99.52

Average precision Standard deviation 0.29

Minimum 97.87

Average 98.88

Maximum 99.53

F1-score Standard deviation 0.29

Minimum 97.87

Average 98.87

Maximum 99.52

Geometric mean Standard deviation 0.31

Minimum 97.81

Average 98.83

Maximum 99.51

DSb Accuracy Standard deviation 1.27

Minimum 92.73

Average 97.12

Maximum 100.0

Average precision Standard deviation 1.15

Minimum 93.10

Average 97.39

Maximum 100.0

F1-score Standard deviation 1.21

Minimum 92.89

Average 97.25

Maximum 100.0

Geometric mean Standard deviation 1.37

Minimum 91.83

Average 96.93

Maximum 100.0
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languages. Our dataset is more extensive than others

(sizewise), with 29 languages. Also, the presented pyramid

pattern-based model yielded 99.52% classification accu-

racy using our dataset. This result is higher than deep

learning-based language classification models [55, 77].

Also, the presented pyramid pattern-based language clas-

sification model is tested on the VoxForge dataset with 16

languages. It obtained 97.12 ± 1.27% accuracy. The best

result obtained for this dataset is 94.6% in classifying four

languages [3]. Our presented model obtained better clas-

sification performance than others.

The benefits of this work are;

• A new micro structure (image descriptor) called

pyramid pattern is used as a feature generator for

speeches. In addition, the pyramid pattern is a very

effective feature generation function for language

classification.

• We have obtained the highest classification accuracy of

99.52% accuracy database in classifying 29 languages

with tenfold cross-validation strategy.

• To the best of our knowledge, this is the first work to

classify 29 languages and obtain high classification

accuracy with a big database.

DT LSVM CSVM QSVM kNN

Classifier

50

60

70

80

90

100

Ac
cu

ra
cy

 (%
)

Fig. 3 Highest accuracy (%)

obtained using various

classifiers for our proposed

method

Table 4 Details of the neural

network classifiers used in this

work

Classifier First layer Second layer Third layer Activation Iteration limit

NNN 10 – – ReLu 1000

MNN 25 – – ReLu 1000

WNN 100 – – ReLu 1000

BNN 10 10 – ReLu 1000

TNN 10 10 10 ReLu 1000

0.75 0.8 0.85 0.9 0.95 1

Classification accuracy

NNN

MNN

WNN

BNN

TNN

SVM

Fig. 4 Classification accuracies obtained using neural network and

SVM classifiers. The NNN, MNN, WNN, BNN, and TNN classifiers

achieved 83.62, 97.34, 98.40, 82.08, and 77.81% classification

accuracies, respectively. The used SVM classifier reached 99.52%

accuracy. This figure depicts that the best NN (WNN) attained 1.12%

(= 99.52–98.40) lower accuracy than SVM
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• The developed model yielded the highest performance

using both databases. This confirms the superiority of

the proposed method.

The main limitation of this work is that the proposed

pyramid pattern feature extraction is computationally

intensive and takes time.

We intend to make a new language classification project

for information security in the future. In this work, bigger

databases (including more accents and languages) can be

collected for language classification. New feature extrac-

tion functions can be presented like pyramid pattern using

3D shapes and special graphs. Also, new generation deep

learning methods can be presented by using shape-based

feature generators. Also, an accent detection application

can be developed for refugees. The snapshot of the future

application of this work is demonstrated in Fig. 5.

The intended project can be used for both language

identification of the refugees and creating a language

identification tool for digital forensics examiners.

7 Conclusion

Most of the language classification models have used low-

dimensional datasets and have not obtained high classifi-

cation rates. Hence, a new big speech dataset is created to

Table 5 Summary of accuracies (%) obtained using state-of-the-art automated speech-based language classification methods

Study Features extraction method Classifier Number of

languages

Dataset Number of

samples/

utterances

Accuracy

[3] MFCC, Perceptual linear

prediction, Relative perceptual

linear prediction features

Feedforward

back-

propagation

neural network

4 Voxforge [71, 72] 200

utterances

94.60%

[50] MFCC Artificial neural

network, SVM,

GMM

7 OGI-MLTS [73] 200 samples 73.40–80.00%

[51] Perceptual linear prediction,

Bark frequency cepstral

coefficient, MFCC

GMM 3 CMDNYC [74] 70 utterances 88.75%

[52] Short-Time Energy, MFCC SVM, Random

forest

1. 15

2. 28

3. 6

1. Collected data

2. Collected data

3. Voxforge

[71, 72]

1.

Unspecified

2.

Unspecified

3. 90.000

samples

Ds1: 89.63% with RF

classifier

Ds2: 87.70% with RF

classifier

Ds3: 91.23% with SVM

classifier

[53] Hidden Markov models SVM, Neural

Network

4 Shtooka [75],

Voxforge

[71, 72] and

Youtube

23.000

utterances

70.00%

[55] MFCC, GMM CNN 5 Collected data 500 samples 95.10%

[76] Polymer pattern, Tent maximum

absolute pooling

kNN 1. 45

2. 16

1. LI45 [76]

2. VoxForge

[71, 72]

1. 4500

samples

2. 1650

samples

1. 97.87

2. 99.70

[77] MFCC, GMM Deep probabilistic

neural network

Unspecified CSTR VCTK [78] 20.000

utterances

87.78

Our
method

Pyramid pattern and
maximum pooling based
feature generation network

Quadratic SVM 29 Our collected
dataset

29 languages

14,500
samples

98.87% – 0.30%
(Average – standard
deviation)

99.52%

(Maximum)

Our
method

Pyramid pattern and
maximum pooling based
feature generation network

Quadratic SVM 16 VoxForge
dataset

16 languages

1650
samples

97.12% – 1.27%
(Average – standard
deviation)

100.0%

(Maximum)
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evaluate our novel pyramid pattern-based language classi-

fication architecture. The pyramid pattern-based model is

an alternative for recurrent neural networks (RNN). The

presented pyramid pattern-based model has a nonpara-

metric feature generation and selection process. We have

obtained the highest classification accuracy of 99.52%,

average precision rate of 99.53%, F1-score of 99.52%, and

the geometric mean of 99.51% using a pyramid pattern-

based language classification model with our newly created

dataset. Also, it yielded the classification accuracy of

97.12 ± 1.27%, average precision of 97.39 ± 1.15%, F1-

score of 97.25 ± 1.21%, and geometric mean value of

96.93 ± 1.37% using VoxForge dataset. These results

confirm the robustness and accuracy of the developed

model. In the future, we intend to use this system to test

more languages and accents and employ it for real-life

applications.

In this research, we proposed a local feature extraction

function. This model is named pyramid pattern, and the

pyramid pattern can easily detect differences in speech

signals. Therefore, our future project is to detect accents

using the proposed 3D shape-based textural feature

extractor and develop versions of our proposed pyramid

pattern. Moreover, we will use the commonly known 3D

shape to extract textural features, and we will propose a

self-organized architecture to attain high classification

performance on the accent datasets.
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24. Hautamäki V, Siniscalchi SM, Behravan H, Salerno VM, Kuka-

nov I (2015) Boosting universal speech attributes classification

with deep neural network for foreign accent characterization. In:

Sixteenth annual conference of the international speech com-

munication association, 2015

25. Rao K, Sak H (2017) Multi-accent speech recognition with

hierarchical grapheme based models. In: 2017 IEEE international

conference on acoustics, speech and signal processing (ICASSP),

2017. IEEE, New York, pp 4815–4819

26. Barua PD, Dogan S, Tuncer T, Baygin M, Acharya UR (2021)

Novel automated PD detection system using aspirin pattern with

EEG signals. Comput Biol Med 137:104841

27. Aydemir E, Tuncer T, Dogan S, Gururajan R, Acharya UR (2021)

Automated major depressive disorder detection using melamine

pattern with EEG signals. Appl Intell 51(9):6449–6466

28. Tuncer T, Dogan S, Baygin M, Acharya UR (2022) Tetromino

pattern based accurate EEG emotion classification model. Artif

Intell Med 123:102210

29. Zubair S, Yan F, Wang W (2013) Dictionary learning based

sparse coefficients for audio classification with max and average

pooling. Digital Signal Process 23(3):960–970

30. Krizhevsky A, Sutskever I, Hinton GE (2012) Imagenet classi-

fication with deep convolutional neural networks. In: Advances in

neural information processing systems, 2012. pp 1097–1105

31. Szegedy C, Liu W, Jia Y, Sermanet P, Reed S, Anguelov D,

Erhan D, Vanhoucke V, Rabinovich A (2015) Going deeper with

convolutions. In: Proceedings of the IEEE conference on com-

puter vision and pattern recognition, 2015. pp 1–9

32. Raghu S, Sriraam N (2018) Classification of focal and non-focal

EEG signals using neighborhood component analysis and

machine learning algorithms. Expert Syst Appl 113:18–32

33. Deshwal D, Sangwan P, Kumar D (2019) Feature extraction

methods in language identification: a survey. Wireless Pers

Commun 107(4):2071–2103

34. Li H, Ma B, Lee KA (2013) Spoken language recognition: from

fundamentals to practice. Proc IEEE 101(5):1136–1159

35. Jothilakshmi S, Ramalingam V, Palanivel S (2012) A hierarchical

language identification system for Indian languages. Digital

Signal Processing 22(3):544–553

36. Li K-P (1997) Automatic language identification/verification

system. Google Patents

37. Dey S, Rajan R, Padmanabhan R, Murthy HA (2011) Feature

diversity for emotion, language and speaker verification. In: 2011

National Conference on Communications (NCC), 2011. IEEE,

New York, pp 1–5

38. Morales L, Li FF (2018) A new verification of the speech

transmission index for the English language. Speech Commun

105:1–11

39. Wong K-YE (2004) Automatic spoken language identification

utilizing acoustic and phonetic speech information. Queensland

University of Technology

40. Grachev AM, Ignatov DI, Savchenko AV (2019) Compression of

recurrent neural networks for efficient language modeling. Appl

Soft Comput 79:354–362

41. Lyu D-C, Chng E-S, Li H (2013) Language diarization for con-

versational code-switch speech with pronunciation dictionary

adaptation. In: 2013 IEEE China Summit and International

Conference on Signal and Information Processing, 2013. IEEE,

pp 147–150

42. Makowski R, Hossa R (2020) Voice activity detection with quasi-

quadrature filters and GMM decomposition for speech and noise.

Appl Acoust 166:107344

43. Tan Z-H, Dehak N (2020) rVAD: an unsupervised segment-based

robust voice activity detection method. Comput Speech Lang

59:1–21

44. Zhu M, Wu X, Lu Z, Wang T, Zhu X (2019) Long-term speech

information based threshold for voice activity detection in mas-

sive microphone network. Digital Signal Process 94:156–164

45. Shin JW, Chang J-H, Kim NS (2010) Voice activity detection

based on statistical models and machine learning approaches.

Comput Speech Lang 24(3):515–530

46. Abraham J, Khan AN, Shahina A (2021) A deep learning

approach for robust speaker identification using chroma energy

normalized statistics and mel frequency cepstral coefficients. Int J

Speech Technol, pp 1–9

47. Kingsbury B, Saon G, Mangu L, Padmanabhan M, Sarikaya R

(2002) Robust speech recognition in noisy environments: The

2001 IBM SPINE evaluation system. In: 2002 IEEE International

Conference on Acoustics, Speech, and Signal Processing, 2002.

IEEE, New York, pp I-53–I-56

48. Nemer E, Goubran R, Mahmoud S (2001) Robust voice activity

detection using higher-order statistics in the LPC residual

domain. IEEE Trans Speech Audio Process 9(3):217–231

21332 Neural Computing and Applications (2022) 34:21319–21333

123



49. Park TJ, Kanda N, Dimitriadis D, Han KJ, Watanabe S, Nar-

ayanan S (2022) A review of speaker diarization: recent advances

with deep learning. Comput Speech Lang 72:101317

50. Bhanja CC, Laskar MA, Laskar RH (2019) A pre-classification-

based language identification for Northeast Indian languages

using prosody and spectral features. Circuits Systems Signal

Process 38(5):2266–2296

51. Kumar P, Biswas A, Mishra AN, Chandra M (2010) Spoken

language identification using hybrid feature extraction methods.

arXiv preprint arXiv:10035623

52. Yasmin G, Das AK, Nayak J, Pelusi D, Ding W (2020) Graph

based feature selection investigating boundary region of rough set

for language identification. Expert Syst Appl, p 113575

53. Gazeau V, Varol C (2018) Automatic spoken language recogni-

tion with neural networks. Int J Inf Technol Comput Sci(IJITCS)

10(8):11–17

54. Safitri NE, Zahra A, Adriani M (2016) Spoken language identi-

fication with phonotactics methods on minangkabau, sundanese,

and javanese languages. Proc Comp Sci 81:182–187

55. Saleem S, Subhan F, Naseer N, Bais A, Imtiaz A (2020) Forensic

speaker recognition: A new method based on extracting accent

and language information from short utterances. Forensic Sci Int

Digital Invest 34:300982

56. VoxForge (2020) Open source speech corpus. http://www.vox

forge.org/

57. YouTube (2020) www.youtube.com

58. NHC (2020) https://www.nch.com.au/wavepad/index.html

59. Savchenko AV, Savchenko LV (2015) Towards the creation of

reliable voice control system based on a fuzzy approach. Pattern

Recogn Lett 65:145–151

60. Reddy VR, Maity S, Rao KS (2013) Identification of Indian

languages using multi-level spectral and prosodic features. Int J

Speech Technol 16(4):489–511

61. Kuncan F, Kaya Y, Kuncan M (2019) Sensör işaretlerinden
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