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Abstract 

Reference evapotranspiration (ETo) is an essential environmental variable that is intimately 

significant to agriculture. Managing water and crop planning relies heavily on precise 

forecasting of ETo. This research used a novel time series decomposition technique, Empirical 

Fourier Decomposition (EFD), to forecast ETo accurately. Four machine learning techniques 

were used to forecast ETo using decomposed lagged ETo values. The input data source was 

from Prince Edward Island (PEI) weather stations (Harrington and St Peters Stations). First, 

autocorrelation analysis was performed to determine effective lags. Then, ETo data were 

decomposed using EFD, and lagged data was created based on EFD results. The Kbest feature 

selection algorithm was used to choose effective inputs, reducing the training time. The 

accuracy of models was evaluated using different statistical metrics such as correlation 

coefficient (R) and root mean square error (RMSE). The results showed that using EFD 

decomposition can significantly improve forecast accuracy. The comparison between different 

machine learning models showed that the deep learning-based model (Bidirectional LSTM 

(Long Short Term Memory)) (R=0.956, RMSE= 0.451 mm/day for Harrington station and 

R=0.956, RMSE= 0.451 mm/day for St Peters station) performed better than the Generalized 

Regression Neural Network (GRNN), K-nearest neighbor (KNN), and Random Forest (RF) 

models. Finally, the best model (EFD-Bidirectional LSTM) was used to forecast multitemporal 

ETo at both stations. Results showed that the developed model can forecast ETo for up to 28 

days with reasonable accuracy. However, the accuracy of multi-step ahead forecasting 

decreases when evapotranspiration values are high, as the models tend to underestimate these 

values. The findings of this study can assist in accurately calculating crop water requirements 

and help farmers optimize their irrigation schedules. 

Keywords: Evapotranspiration, Empirical Fourier Decomposition, Machine Learning, Deep 

Learning, Climate Adaptation, Feature Selection  
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1- Introduction 

The significance of reference evapotranspiration (ETo) lies in its ability to facilitate the 

movement of water from soil, water, and vegetation surfaces to the atmosphere. 

Evapotranspiration represents the summation of plant transpiration and soil, plant, and open 

surface evaporation. Evapotranspiration is a complicated phenomenon influenced by various 

environmental factors, with meteorological parameters as its primary driver. Although 

numerous analytical methods have been suggested to estimate ETo, the Penman-Monteith 

model developed by the Food and Agricultural Organisation of the United Nations (FAO) has 

gained widespread acceptance as the standard for calculating ETo [1], [2]. This equation makes 

use of climatic data obtained from weather stations, encompassing parameters such as 

minimum and maximum temperatures, humidity, wind speed, sunlight hours, and radiation. 

The non-stationarity nature of the ETo time series leads to difficulties in forecasting future 

values [3].  

The ETo is the main driver of soil moisture, relative humidity, transpiration, plant water stress, 

and terrestrial fluxes of latent heat. The actual evapotranspiration (ETact) is calculated by 

multiplying the crop coefficient with the ETo  [1], [4]. The crop coefficient is a strong function 

of leaf area index (LAI), water stress, and salinity stress factors. 

 In various regions and seasons, early warning systems can become unreliable, making it 

challenging to accurately estimate soil moisture and runoff. This difficulty arises from the 

potential underestimation or overestimation of Evapotranspiration (ETo). Terrestrial 

evapotranspiration rates have increased due to global warming and atmospheric demands. The 

implications to agricultural production systems and the economy without efficient prediction 

of ETo during early crop stages are obvious. The development of an efficient evapotranspiration 

prediction model has become imperative and compulsory to adaptively manage water resources 

and sustainably produce foods. If information related to the evapotranspiration coupling of land 
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and atmosphere is missing, forecasting drought magnitude, intensity, and patterns cannot be 

performed. 

Currently, the state-of-the-art Penman-Monteith equation uses climatic variables as an input, 

including wind speed, relative humidity, air temperature, and solar radiation data [5]. At a point, 

the magnitude of ETo can be calculated using other known parameters, but the knowledge of 

future ETo cannot be captured with physical models. Consequently, powerful machine learning 

and artificial intelligence models may be employed to generate precise predictions and offer 

an additional understanding of this critical land-atmosphere coupling variable [6], [7], [8], [9], 

[10]. 

Hydrological parameters (ETo is one of the important parameters) have been predicted and 

modeled using time series analysis techniques such as seasonal auto-regressive integrated 

moving average (SARIMA) [11], [12], [13]. In light of these challenges, various researchers 

adopted effective modeling techniques that leverage data-driven machine learning. These 

modeling approaches consider supervised and unsupervised learning algorithms, which are 

sub-classified as relevance vector machines (RVM), multiple regression methods (MRM), 

artificial neural networks (ANN), and support vector machines (SVM). For example, the 

weekly ETo has shown good performance using ANN, as reported by [11]. In another study, 

the results of using state-of-the-art empirical models Penmann, Turc, and Hargreaves were 

compared with ANN-based daily estimated ETo [14]. The presence of non-stationary data 

makes predictions challenging; however, the Artificial Neural Network (ANN) model can be 

used effectively in this context [15], [16]. Hydrological parameters modeling and prediction 

have been performed frequently by many researchers using RVM. Due to a single output, these 

models are considered as further steps after forecasting. In that case, predictions at distributed 

time steps are considered to get the multiple outputs using a multivariance relevance vector 

machine (MVRVM). In recent years, the application of different deep learning models in time 

                  



5 
 

series forecasting has become very popular[17], [18]. The deep-bidirectional LSTMs are a 

variant of the LSTM (Long Short Term Memory) models that have been previously described, 

in which two LSTMs are fitted to the input data [19]. The input sequence is subjected to an 

LSTM in the initial round (forward layer). In the second round, the LSTM model (i.e., 

backward layer) is supplied with the reverse form of the input sequence. The LSTM's accuracy 

will be enhanced due to the improved understanding of long-term dependencies resulting from 

its application twice. 

Over the past decade, wavelet transformation has been widely regarded as a valuable technique 

for analyzing temporal variations, trends, and periodicities. The structure of the physical 

process that needs to be modeled can be diagnosed to extract the signal local representation 

with time and frequency using the wavelet transforms. The application of wavelet analysis for 

a wide range of fields, including water resources, has received considerable attention [20]. The 

fluctuations in global hydrological signals as well as time-varying relationships among 

variables, have been improved due to the application of wavelets, as reported in different 

studies.    

Researchers have developed hybrid models using the coupling technique of wavelet transforms 

with artificial intelligence and time series models. Firstly, the wavelet transform approach 

decomposes the time series into various temporal scales. After that, regression models are 

applied. This hybrid technique shows better results than the traditional time series prediction 

and analysis approach [21]. This hybrid approach of wavelet decomposition and neural 

networks has improved ETo modeling and prediction, as reported by [15]. Similarly, a wavelet-

neural network was developed by [22] using the combination of neural network and wavelet 

transformation approach, and this model has the capability to forecast ETo 1 day ahead. Based 

on the non-stationarity and non-linearity nature of the evapotranspiration signal, the hybrid 
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wavelet model is a good alternative solution for estimating and forecasting the 

evapotranspiration problem.  

The Empirical Fourier Decomposition (EFD) stands out as a method for decomposition that 

outperforms techniques like the Empirical Wavelet Transform (EWT) and the Fourier 

Decomposition Method (FDM). EFD excels in providing consistent decomposition results for 

signals with non-stationary modes and closely spaced frequencies. Unlike EWT and FDM, 

EFD maintains its accuracy in challenging scenarios by addressing the mode mixing issue 

related to EWT through an enhanced frequency spectrum segmentation approach. Furthermore, 

EFD resolves the inconsistency problem of FDM by merging segmentation with a filter bank, 

ensuring a precise decomposition process. With its ability to effectively capture both time and 

frequency information, EFD is a tool for analyzing stationary signals while offering 

computational efficiency compared to alternative methods. In essence, by combining the 

strengths of Fourier theory with techniques, EFD emerges as an asset for signal analysis 

purposes [23]. Recently, the EFD algorithm and its combination with machine learning 

techniques were used to forecast time series data [24], [25]. Kumar and Yadav (2024) used a 

hybrid model (EFD-LSTM-GWO) to forecast wind speed. Their results showed that the 

application of EFD instead of EWT and VMD could improve the performance of machine 

learning methods in terms of wind speed forecasting. Jamei et al. (2024) applied EFD for 

drought forecasting in Iran. According to their results, the EFD signal decomposition technique 

can significantly improve the accuracy compared with single machine learning techniques.  

Agricultural planning is significantly influenced by the precise forecasting of ETo. Although 

previous research has employed a variety of hybrid modeling and machine learning techniques, 

the potential to overcome non-stationarities in ETo time series data is demonstrated by the 

utilization of more sophisticated signal decomposition techniques prior to modeling. 

Nevertheless, wavelet transformations or other decomposition methods are the primary 
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approaches employed by current hybrid methods. Empirical Fourier Decomposition (EFD) is 

a relatively new algorithm that has demonstrated superiority over conventional techniques in 

the analysis of non-stationary signals with closely spaced frequencies. It has the potential to 

provide advantages over alternatives by effectively capturing time-frequency information 

through an enhanced segmentation approach. Nevertheless, EFD has not yet been thoroughly 

investigated in the context of hydrologic time series forecasting and compared to hybrid 

modeling approaches. The main contribution of the current study is the application of Empirical 

Fourier Decomposition (EFD), BiLSTM networks and K-best feature selection for ETo 

forecasting in a single framework while previous studies mainly utilized wavelet or other 

conventional decomposition methods in conjunction with simple machine learning algorithms. 

The objectives of this investigation are as follows: 

1- Develop a hybrid forecasting framework that combines Empirical Fourier 

Decomposition (EFD) with Bidirectional Long Short-Term Memory (BiLSTM) 

networks for multi-temporal ETo forecasting. 

2- Implement K-best feature selection to optimize the input feature space for the BiLSTM 

model and improve forecast accuracy. 

3- Decompose historical ETo time series data into intrinsic mode functions using EFD and 

train the BiLSTM model on the decomposed signals. 

4- To validate its effectiveness, compare the proposed EFD-BiLSTM-Kbest framework 

against other machine learning techniques (Random Forest, K-Nearest Neighbors, 

general regression neural network). 

5- Provide insights into how the proposed framework helps address non-stationarities in 

ETo time series for more accurate short-term forecasts. 
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The overall goal is to advance multi-temporal ETo forecasting through a novel signal 

decomposition-driven hybrid modeling framework leveraging EFD, BiLSTM networks, and 

optimized feature selection. 

2- Methodology 

2-1- Study Area 

Two stations on Prince Edward Island (PEI) were selected to test and evaluate the developed 

models (Fig 1). PEI is a province in eastern Canada that has a marine climate that is thought to 

be mild and is heavily impacted by the nearby waters. PEI receives an average of 890 mm of 

rain and 290 cm of snow annually. In January, the average low temperature is -7oC, while in 

July, the average high temperature is 19oC [26]. Agriculture is an important industry in PEI, 

and it leads nationally in potato (Solanum tuberosum) production, providing 23% of the 

national volume and contributing over 44% to total farm cash receipts in the province (Canada, 

2022, Agriculture and Agri-Food Canada, 2022).   
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Fig 1 – Weather station locations on Prince Edward Island (PEI) used for climatic data  

2-2- Data Description 

 Data was collected from automatic weather stations over the period of 2011-2017. Table 1 

illustrates the data's descriptive statistics (mean, standard deviation, quartiles (Q1, median, and 

Q3), skewness, and kurtosis). Data for relative humidity (RH), wind speed, minimum 

temperature (Tmin), and maximum temperature (Tmax ) were collected from the two weather 

stations. ETo values were calculated using the famous Penman-Monteith FAO56 (PMF-56) 

equation [2]. According to Table 1, the mean values of ETo are 1.89 and 1.92 mm/day for 

Harrington and St Peters stations, respectively. Due to the fact that skewness and kurtosis are 

between -1 and 1, the data distribution is near normal. Fig 2 shows the fluctuations of ETo time 

series data for Harrington and St Peters stations. 
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Table 1 – Descriptive statistics of climate condition and ETo values in 2011 -2017 

Station Metric 
RH 

(%) 

Wind Speed 

(m/s) 

Tmax 

(℃) 

Tmin 

 (℃) 

ETo 

(mm/day) 

Harrington 

 

 

 

 

 

 

 

  

Mean 78.1 15.1 10.5 2.2 1.9 

Standard deviation 10.4 6.1 10.6 9.9 1.5 

Coefficient of variation  0.1 0.4 1.0 4.5 0.8 

Minimum 37.6 0.0 -17.7 -26.0 0.1 

Maximum 99.4 43.6 32.5 21.3 8.2 

Q1 71.0 10.6 1.5 -4.8 0.7 

Median 78.7 14.4 10.6 2.5 1.5 

Q3 86.1 18.6 19.7 11.0 2.8 

Skewness -0.4 0.7 -0.2 -0.3 0.9 

Kurtosis -0.1 0.7 -1.0 -0.7 0.1 

St Peters 

 

 

 

 

 

 

 

  

Mean 79.1 15.8 10.5 2.3 1.9 

Standard deviation 10.0 6.3 10.4 9.6 1.5 

Coefficient of variation  0.1 0.4 1.0 4.1 0.8 

Minimum 38.7 1.0 -17.0 -23.8 0.1 

Maximum 98.0 45.0 32.0 21.6 9.3 

Q1 72.5 11.0 1.8 -4.5 0.7 

Median 80.0 15.0 10.6 2.6 1.5 

Q3 86.9 19.4 19.6 10.5 2.9 

Skewness -0.5 0.8 -0.1 -0.3 0.9 

Kurtosis -0.1 0.7 -1.0 -0.7 0.4 
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Fig 2 – Time series of reference evapotranspiration in Harrington and St peters stations 

 

2-3- Empirical Fourier Decomposition (EFD) 

Throughout the years, numerous methods for signal decomposition, such as empirical wavelet 

transform, Fourier decomposition method, and variational mode decomposition, have been 

introduced as solutions to address the issues of mode mixing and inconsistency. However, these 

approaches are not sufficient to resolve the problems mentioned earlier. The EFD method 

addresses these concerns through the implementation of an enhanced Fourier spectrum 

segmentation technique and a zero-phase filter bank (Zhou et al., 2022). Furthermore, by using 

the concept of the lower minima technique, the improved segmentation approach is projected, 
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which divides the frequency range,  [0, 𝜋]  into 𝑁  contiguous frequency segments. Matching 

frequencies in the primary 𝑁 largest values in the sorted series are represented as Ω1, Ω2, …Ω𝑁. 

Likewise, Ω0 = 0 and Ω𝑁+1 = 𝜋 are defined. The boundaries of each segment are computed 

as [23]: 

𝜔𝑛 = {
arg min �̌�𝑛(𝜔)  if 0 ⩽ 𝑛 ⩽ 𝑁 and Ω𝑛 ≠ Ω𝑛+1

Ω𝑛  if 0 ⩽ 𝑛 ⩽ 𝑁 and Ω𝑛 = Ω𝑛+1
 (1) 

 

In which, �̌�𝑛(𝜔) represents the Fourier spectrum magnitudes amid Ω𝑛 and Ω𝑛+1, which 

achieves the improved segmentation technique. Afterward, a zero-phase filter bank is created 

by using frequency segments received from the improved segmentation technique. From now 

on, all the major Fourier spectrum components in the segment are retained by the zero-phase 

filter and neglect the other Fourier spectrum components outside the segment [23]. Fourier 

transform of a signal to be decomposed 𝑓(𝑡) is defined as: 

𝑓(𝜔) = ∫  
∞

−∞

𝑓(𝑡)e−j𝜔𝑡 d𝑡 (2) 

 

a zero-phase filter bank can be built by �̂�𝑛(𝜔): 

�̂�𝑛(𝜔) = {
1  if 𝜔𝑛−1 ⩽ |𝜔| ⩽ 𝜔𝑛

0  otherwise 
 (3) 

 

where 1 ⩽ 𝑛 ⩽ 𝑁 and values of 𝜔𝑛 are calculated by Eq. (1). Filtered signals that are associated 

to �̂�𝑛(𝜔) are estimated as: 

𝑓�̂�(𝜔) = �̂�𝑛(𝜔)𝑓(𝜔) = {𝑓(𝜔) if 𝜔𝑛−1 ⩽ |𝜔| ⩽ 𝜔𝑛

0  otherwise 
 (4) 

 

The components that have decomposed in the time domain can be acquired by employing the 

inverse Fourier transform: 
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𝑓𝑛(𝑡) = 𝐹−1[𝑓�̂�(𝜔)] = ∫  
∞

−∞

𝑓𝑛(𝜔)ej𝜔𝑡 d𝜔

= ∫  
−𝜔𝑛−1

−𝜔𝑛

𝑓(𝜔)ej𝜔𝑡 d𝜔 + ∫  
𝜔𝑛

𝜔𝑛−1

𝑓(𝜔)ej𝜔𝑡 d𝜔 
(5) 

 

Finally, the reunited signal is intended as a summation of all decomposed components: 

𝑓(𝑡) = ∑  

𝑁

𝑛=1

𝑓𝑛(𝑡) 
(6) 

This study exploited the EFD technique for decomposing the ETo data series at Harrington and 

St Peters stations. Fig 3 shows the systematic flowchart of the EFD.  

 

Fig 3 – Workflow chart of the EFD.  

 

                  



14 
 

2-4- Kbest Feature Selection 

Univariate statistical tests were employed in our feature selection procedure to reduce the 

number of characteristics. To be more precise, the univariate statistical test parameter was 

established as the Chi-Square test via the function SelectKBest provided by the Scikit-Learn 

module [28]. The Chi-Square statistic is calculated across each feature of the training sample 

using the results of this test. 

A low Chi-Square number indicates that the characteristic is unrelated to the classes. On the 

other hand, a high score indicates that the characteristic is closely connected to the classes and 

can offer crucial data for identifying the instances. SelectKBest will choose the first K features 

from the training dataset that have the highest scores, as the function's name implies [29]. 

Through the use of the following equation, the 𝜒2 value for 𝑛 sets of expected and actual 

frequencies may be calculated [30]: 

𝜒2 = ∑
(𝑂𝐹𝑖 − 𝐸𝐹𝑖)

2

𝐸𝐹𝑖

𝑛

𝑖=1

 (7) 

The 𝑂𝐹𝑖 stands for the observed frequency for the feature F's i-th value, whereas the 𝐸𝐹𝑖 stands 

for the predicted frequency for the same feature F's i-th value. 

2-5- Machine Learning Methods 

2-5-1- BiDirectional LSTM 

The Bi-LSTM model is an extended version of the traditional LSTM model, which handles 

both forward and backward dependencies and extracts the information of multiple meanings 

[19], [31]. Globally, this model received massive applications in different fields of science and 

engineering. The Bi-LSTM model is very advantageous for learning the temporal-spatial 

related data pictures comprehensively, finding the association of time predictions with past-

present-future time series and future-present-past time series, and appropriate for the sequence-
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to-point prediction [32]. Fig 4 demonstrates the typical network of the Bi-LSTM model. The 

forward state (ℎ𝑡
⃗⃗  ⃗), backward state (ℎ𝑡

⃖⃗ ⃗⃗ ), and output (𝑦𝑡) of the Bi-LSTM are defined as [33]: 

 

ℎ𝑡
⃗⃗  ⃗ = σ(𝑈ℎ⃗⃗ 𝑥𝑡 + 𝑊ℎ⃗⃗ ℎ⃗

 
𝑡−1 + 𝑏ℎ⃗⃗ ) (8) 

ℎ𝑡
⃖⃗ ⃗⃗ = σ(𝑈ℎ⃗⃗⃖𝑥𝑡 + 𝑊ℎ⃗⃗⃖ℎ⃗

 
𝑡−1 + 𝑏ℎ⃗⃗⃖) (9) 

𝑦𝑡 = σ(𝑉ℎ⃗⃗ ℎ𝑡
⃗⃗  ⃗ + 𝑉ℎ⃗⃗⃖ℎ𝑡

⃖⃗ ⃗⃗ + 𝑏𝑦) (10) 

 

Here, 𝑈 and 𝑊 are the weight matrices, σ is the sigmoid function, and 𝑏 is the bias vector. This 

study exploited the Bi-LSTM model for ETo prediction at Harrington and St Peters stations.  

 

Fig 4 – The Bi-LSTM model's input and output layers' structure.  

 

2-5-2- General regression neural network (GRNN) 

The general regression neural network (GRNN) was proposed by Specht (1991) as a type of 

supervised network. The GRNN model is capable of producing outputs that possess continuous 

values. The GRNN is composed of an input layer, a hidden layer, a summation layer, and an 

output layer. In the hidden layer, each training pattern is associated with one hidden neuron. 
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The GRNN is a network with memory that gives values of continuous variables and converges 

to the underlying regression surface [34]. 

The input layer is responsible for gathering and transmitting information to the pattern layer. 

The pattern layer is employed during the training procedure to carry out clustering. Normally, 

the number of neurons in the pattern layer is equal to the number of data sets in the training 

pairs. Subsequently, it traverses the layer of summation. This particular layer comprises solely 

of two designated neurons, namely S-Summation neurons and D-Summation neurons. The 

following equation is derived from the two summation layer neurons (Ghritlahre and Prasad, 

2018). 

𝑆 = ∑ 𝑊𝑖𝑒𝑥𝑝[−𝐹(𝑥, 𝑥𝑖)]
𝑛
𝑖=1  and 𝐷 = ∑ 𝑒𝑥𝑝[−𝐹(𝑥, 𝑥𝑖)]

𝑛
𝑖=1  (11) 

By splitting the results of the summation layer, the output layer (the fourth layer) is able to 

provide a predicted value 𝑦 for the input vector 𝑥, as shown below. 

𝑌(𝑋) =
𝑆

𝐷
=

∑ 𝑊𝑖𝑒𝑥𝑝[−𝐹(𝑥, 𝑥𝑖)]
𝑛
𝑖=1

∑ 𝑒𝑥𝑝[−𝐹(𝑥, 𝑥𝑖)]
𝑛
𝑖=1

 (12) 

The variable 𝑛 represents the total number of training patterns, while Wi denotes the weight 

that connects the ith neuron in the pattern layer to the summation layer. The Gaussian 𝐹 

function mentioned in Equations is defined as follows: 

𝐹(𝑥, 𝑥𝑖) = ∑(
𝑥𝑗 − 𝑥𝑖𝑗

𝜎𝑗
)

2𝑝

𝑗=1

 (13) 

The variable "𝑝" denotes the dimension of the input vector. The symbols 𝑥𝑗 and 𝑥𝑖𝑗 denote the 

jth element of the variable 𝑥 and the ith element of the variable 𝑥𝑖, respectively. The spread 

factor is commonly denoted as 𝜎𝑗. 

2-5-3- Random forest (RF) 

Random forest (RF) is a tree-based ensemble machine-learning algorithm proposed by Breiman 

(2001) to develop forecasting models for classification and regression problems [36]. The RF 
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model utilized the bagging (bootstrap aggregating) idea to ensemble a group of decision trees 

with precise alteration [37]. In RF, random binary trees are generated with a subset of the 

observations through the bootstrapping method. The dataset included in the bag is referred to 

as "inbag" where each tree is grown from about 2/3rd of each bootstrap sample, and the dataset 

not in the bag is stated as "out-of-bag” (OOB) from the bootstrap sample and utilized to 

appraise the general problems [37]. The final predictions are obtained by averaging (majority 

voting) all the decision trees, which results in the RF model. Fig 5 illustrates the conceptual 

diagram of the RF model. Additionally, the proper tuning of the hyperparameters (i.e., ntree: 

number of trees, mtry: number of randomly nominated variables at each node; and nodesize: 

minimum number of observations at the terminal nodes of the trees) enhances the performance 

of the RF model. Breiman (2001) and Tyralis et al. (2019) can offer more information about 

the RF model.  

 

Fig 5 – Architecture of the RF model. 
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2-5-4- K-Nearest Neighbors (KNN) 

The kNN algorithm [39] is a supervised machine-learning technique that can be used for 

classification and regression. This algorithm tries to classify new samples alongside those that 

are similar. This method assigns newly generated data from a previously generated sample set 

to the cluster with the closest (k) distance. For regression issues, the KNN model takes the 

average distance between the subject and its nearest neighbors as the regression value. The 

Euclidean distance is the most frequently utilized distance metric. It is computed according to 

the formula presented in the following equation: 

𝑑(𝑥𝑖 , 𝑥𝑗) = √∑(𝑥𝑖𝑘 − 𝑥𝑗𝑘)
2

𝑁

𝑘=1

 (14) 

Where 𝑁 represents the number of input features, 𝑥𝑖𝑘 and 𝑥𝑗𝑘 denote the nth feature values for 

the ith and jth observations. After calculating the distances, the KNN algorithm chooses the K 

neighbors with the shortest distances. The expected value of the new observation is then 

computed as the mean (or median) of the values of the target variable in the K nearest neighbors 

[40]. 

2-6- Model Development 

Here, the model development stages are comprehensively expressed to provide a multi-process 

intelligent system for multi-temporal daily ETo forecasting based on a self-feature strategy for 

the two stations on PEI. The datasets used to construct the forecasting models using daily data 

of ETo from 2011-2017 (2011-2015 for training and 2016-2017 for test models). In this regard, 

the provided hybrid framework combines the Kbest feature selection, empirical Fourier 

decomposition (EDF), and the Bidirectional LSTM deep learning technique, which uses the 

filtered decomposed antecedent information of the ETo as the input feature. The present study 

involves the development of four complementary algorithms, namely EFD-Bi-LSTM, EFD-

KNN, EFD-RF, and EFD-GRNN, and four standalone counterpart models (e.i., Bi-LSTM, 
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KNN, RF, and GRNN). The models have been constructed using MATLAB 2023a and Python 

3.10 programming environments. The EFD decomposition technique, GRNN, and RF models 

are executed using the MATLAB programming language, while the Kbest feature selection 

technique, Bi-LSTM, and KNN are conducted using the Python programming language. The 

computational simulations are executed on a computer system equipped with a Laptop core i7 

Processor operating at a frequency of 2.6 GHz and a memory capacity of 32 GB. Notably, the 

BI-LSTM model was provided by the TensorFlow open-source library. In contrast, the Kbest 

feature selection and KNN model were executed using the Scikit-learn [28] open-source library 

of the Python platform. The model configuration stages are described as follows: 

1. Since, in the current research, just the ETo signal is available as the input feature, it is 

required that the most influential lags of ETo be characterized in the first preprocessing 

step. Autocorrelation (ACF) and spatial auto-correlation (PACF), the most popular time 

series analysis statistical techniques, were employed to specify the significant time-

lagged components in St Peters and Harrington stations. Partial correlation is a 

statistical measure that assesses the connection between two variables while accounting 

for the influence of one or more additional variables. It is beneficial to eliminate the 

influence of other variables that may confuse the relationship in order to isolate the 

clear connection between the two variables of interest. Fig 6 illustrates the ACF and 

PACF between prospective antecedent information sub-sequences and ETo. The blue 

shaded area denotes the significance threshold with 95% confidence. The analysis 

statistically shows that the first seven lags of the ETo (ETo(t-1), ETo(t-2),…, ETo(t-7)) 

have more correlation with the original signal of ETo. 
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Fig 6 – Autocorrelation and partial autocorrelation of ETo time series at Harrington and St 

Peters stations 

2. According to the high non-stationary ETo signal, a powerful decomposition technique 

aiming to enhance the accuracy is required. The EFD technique is one of the most novel 

decomposition schemes based on the Fourier series, which can capture the complexity 

and noise of ETo. One of the remarkable properties of the EFD decomposition 

technique, along with the signal non-stationary reduction, is the simplicity of tuning the 

setting parameters [23]. The most important setting parameter in the EFD is the mode 

decomposition number (MDN), which can be optimized for the RMSE criterion. Fig 7 

demonstrates the decomposed antecedent information sub-sequences related to the 

single and multi-step (days) ahead forecasting of the ETo, considering (MDN=3 and 7) 

in Harrington and (MDN=3 and 6) in St Peters stations, respectively. Application of 
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different MDNs showed that in single-time step forecasting, there is no difference using 

MDN=3 and MDN =6,7, so due to an increase in computational cost, MDN=3 is 

considered for single-time step forecasting. At the end of this preprocessing step, the 

selected lags for each station and horizon are applied to the decomposed ETo sub-

signals. These lagged data are used to forecast future time steps. In the next stage, the 

lagged data will be analyzed, and important lags will be selected by the Kbest feature 

selection technique.  

 

Fig 7 – plots of decomposed ETo time series using empirical Fourier decomposition 

technique for single and multi-step (days) forecasting 

3. Feature selection is a crucial step in ML techniques and data analysis. The feature 

selection process holds significant importance in constructing ML models, as it 
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decreases complexity, enhances accuracy, and improves interpretability. One of the 

efficient feature selection approaches is the Kbest feature selection algorithm. The 

Kbest feature selection mechanism filtering is based on the Chi-squared-based 

importance factors. In this research, as the third signal preprocessing, various 

antecedent sub-components in each scenario (multi-temporal horizons) are examined 

to select relevant variables and lags for forecast using the Kbest. Fig 8 depicts the 

important factors of all the EFD-decomposed sub-sequences for the 1, 3, 7, 14, 21, and 

24 days ahead of ETo extraction by the Kbest scheme. In Fig 8, EFD1, EFD2, …, and 

EFD7 mean the main ETo time series decomposition level from 1 to 7. Table 2 represents 

the best inputs for each time step which is obtained from the Kbest feature selection 

algorithm. Eventually, these selected features are then applied to feed the ML model to 

obtain results for the hybrid model. 

4. An essential aspect of the preparation process for AI-based prediction systems is the 

adjustment of tuning parameters linked to the models, with the aim of attaining the 

highest levels of accuracy and efficiency [41]. The outputs of Bi-LSTM-based 

techniques, due to the complexity of architecture, are greatly influenced by the learning 

rate, activation function, number of hidden layers, and number of hidden nodes. The 

grid search technique was addressed to find the optimal hyperparameters of Bi-LSTM, 

KNN, and RF models. Table 3 reports the most favorable architectures for the 

understudy ML models in hybrid and standalone frameworks. 

Fig 9 provides a schematic flowchart to reveal the forecasting stages for the ETo. 
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Table 2 – Effective input parameters selected by Kbest for different time steps 

 Time Steps Selected effective inputs by Kbest feature selection 

Harrington 

1 
*EFD2(t-1), EFD2(t-2), EFD2(t-3), EFD2(t-4), EFD2(t-5), EFD2(t-6), 

EFD2(t-7) 

3 
EFD4(t-3), EFD4(t-4), EFD4(t-5), EFD4(t-6), EFD4(t-7), EFD4(t-8), 

EFD4(t-9) 

7 
EFD4(t-7), EFD4(t-8), EFD4(t-9), EFD4(t-10), EFD4(t-11), 

EFD4(t-12), EFD4(t-13) 

14 
EFD4(t-14), EFD4(t-15), EFD4(t-16), EFD4(t-17), EFD4(t-18), 

EFD4(t-19), EFD4(t-20) 

21 
EFD4(t-21), EFD4(t-22), EFD4(t-23), EFD4(t-24), EFD4(t-25), 

EFD4(t-26), EFD4(t-27) 

28 
EFD4(t-28), EFD4(t-29), EFD4(t-30), EFD4(t-31), EFD4(t-32), 

EFD4(t-33), EFD4(t-34) 

St Peters 

1 
EFD2(t-1), EFD2(t-2), EFD2(t-3), EFD2(t-4), EFD2(t-5), EFD2(t-6), 

EFD2(t-7) 

3 
EFD2(t-3), EFD2(t-4), EFD2(t-5), EFD2(t-6), EFD2(t-7), EFD2(t-8), 

EFD2(t-9) 

7 
EFD2(t-7), EFD2(t-8), EFD2(t-9), EFD2(t-10), EFD2(t-11), 

EFD2(t-12), EFD2(t-13) 

14 
EFD2(t-14), EFD2(t-15), EFD2(t-16), EFD2(t-17), EFD2(t-18), 

EFD2(t-19), EFD2(t-20) 

21 
EFD2(t-21), EFD2(t-22), EFD2(t-23), EFD2(t-24), EFD2(t-25), 

EFD2(t-26), EFD2(t-27) 

28 
EFD2(t-28), EFD2(t-29), EFD2(t-30), EFD2(t-31), EFD2(t-32), 

EFD2(t-33), EFD2(t-34) 
*EFDs are Intrinsic Mode functions (IMFs) derived from Empirical Fourier Decomposition. Numbers 

in parenthesis stand for time lag 
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Fig 8 – Results of feature selection using the Kbest Method for  Harrington (upper) and St 

Peters (lower) stations (EFDs are Intrinsic Mode functions (IMFs) derived from Empirical 

Fourier Decomposition. Numbers in parenthesis stand for time lag) 
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Table 3 – Results of fine-tuning for the forecasting of ETo 

Study site Models Tuning parameter models 

Harrington 

 

EFD-BiLSTM 
LSTM Layers: 1 Number of Neurons: 40, Epochs: 53, Learning 

Rate: 0.003, Batch Size: 32  

EFD-RF N_Estimators: 110, Max-Depth:10 

EFD-GRNN Spread:0.05 

EFD-KNN Number of Neighbours: 15 

BiLSTM 
LSTM Layers: 1 Number of Neurons: 20, Epochs: 46, Learning 

Rate: 0.001, Batch Size: 32 

RF N_Estimators: 70, Max-Depth:3 

GRNN Spread: 0.125 

KNN Number of Neighbours: 25 

St Peters 

 

EFD-BiLSTM 
LSTM Layers: 1 Number of Neurons: 40, Epochs: 49, Learning 

Rate: 0.001, Batch Size: 32 

EFD-RF N_Estimators: 200, Max-Depth:30 

EFD-GRNN Spread:0.05 

EFD-KNN Number of Neighbours: 10 

BiLSTM 
LSTM Layers: 1 Number of Neurons: 30, Epochs: 30, 

Learning Rate: 0.001, Batch Size: 32 

RF N_Estimators: 70, Max-Depth:5 

GRNN Spread: 0.125 

KNN Number of Neighbours: 15 

 

 

 

                  



27 
 

 

Fig 9 – Workflow of Reference Evapotranspiration Forecasting using Empirical Fourier 

Transform (EFD) 

2-7- Evaluation Metrics 

One of the key elements in the application of machine learning models is the evaluation 

process, which involves the use of statistical criteria. The research employed a set of seven 

distinct criteria (Correlation Coefficient (R), Root Mean Square Error (RMSE), Mean Absolute 

Percentage Error (MAPE), Theil’s inequality coefficients (U1 , U2) [42], Kling Gupta 

Efficiency (KGE) [43] and uncertainty with 95 % confidence level (U95%)) to evaluate and 

compare the accuracy of the models. The following is the mathematical description of  the used 

metrics [44]: 

𝑅 =
∑ (𝐸𝑇𝑜,𝑖 − 𝐸𝑇𝑜 

̅̅ ̅̅ ̅)  (𝐸𝑇𝑝,𝑖  −  𝐸𝑇𝑝
̅̅ ̅̅ ̅) N

i=1

√∑ (𝐸𝑇𝑜,𝑖 − 𝐸𝑇𝑜 
̅̅ ̅̅ ̅)2   ∑ (𝐸𝑇𝑝,𝑖  −  𝐸𝑇𝑝

̅̅ ̅̅ ̅)2N
i=1      N

i=1   

 
(15) 
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𝑅𝑀𝑆𝐸 = √
1

𝑁
 ∑(𝐸𝑇𝑜,𝑖 − 𝐸𝑇𝑝,𝑖)

2

𝑁

𝑖=1

 (16) 

𝑀𝐴𝑃𝐸 =
1

𝑁
∑ |

𝐸𝑇𝑜,𝑖 − 𝐸𝑇𝑝,𝑖

𝐸𝑇𝑜,𝑖 
| × 100

𝑁

𝑖=1
 (17) 

𝑈1 =
𝑅𝑀𝑆𝐸

√1
𝑁

∑ 𝐸𝑇𝑜,𝑖
2𝑁

𝑖=1 + √1
𝑁

∑ 𝐸𝑇𝑝,𝑖
2𝑁

𝑖=1

 
(18) 

𝐾𝐺𝐸 = 1 − √(𝑅 − 1)2 + (𝛼 − 1)2 + (𝛽 − 1)2 (19) 

𝑈2 =
∑ (𝐸𝑇𝑜,𝑖 − 𝐸𝑇𝑝,𝑖)

2𝑁
𝑖=1

∑ 𝐸𝑇𝑜,𝑖
2𝑁

𝑖=1

 (20) 

𝑈95% = 1.96√𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛2 + 𝑅𝑀𝑆𝐸2 (21) 

Here, the values of the observed and forecasted reference evapotranspiration are 𝐸𝑇𝑜,𝑖  and 

𝐸𝑇𝑝,𝑖, respectively. The entire amount of data is 𝑁. The Kling–Gupta efficiency (KGE) is an 

extensively employed goodness-of-fit indicator in the hydrologic sciences that facilitates the 

comparison between observations and simulations [45]. It should be emphasized that the 𝛼 in 

KGE represents the fraction of the forecasted and observed average values, while the β stands 

for the comparative differences between the forecasted and actual values. 𝑅 and 𝐾𝐺𝐸 equal 1 

for ideal model performance, whereas 𝑀𝐴𝑃𝐸, 𝑅𝑀𝑆𝐸, 𝑈95%, 𝑈1, and 𝑈2 equal 0. 

3- Results and discussion 

Different metrics and various diagnostic plots were used to assess the accuracy of the hybrid 

and standalone models to forecast multi-step (days) ahead ETo in Harrington and St Peters 

stations. The standalone models are GRNN, RF, KNN, and BiLSTM, while their hybrid 

counterparts are EFD-GRNN, EFD-RF, EFD-KNN, and EFD-BiLSTM. All models were 

evaluated using several goodness-of-fit metrics to forecast multi-step (days) ahead of ETo.  
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3-1- single step daily ETo forecasting 

Table 4 displays the goodness-of-fit metrics for one step ahead of ETo forecasting in Harrington 

station to evaluate the performance of the standalone and hybrid versions of the models. The 

hybrid EFD-BiLSTM appeared to be the most accurate model in training and testing periods 

by reporting R = 0.946, RMSE = 0.466 mm/day for the training dataset and R = 0.956, RMSE 

= 0.451 mm/day for the test dataset. The EFD-BiLSTM model is ranked highest, followed by 

EFD-RF, EFD-GRNN, EFD-KNN, BiLSTM, RF, GRNN, and KNN models. Table 4 shows 

that the hybrid versions of the models are more precise in one-step ahead ETo forecasting than 

their standalone counterpart models. This confirms that the EFD preprocessing technique 

enhances the forecasting accuracy of the models. However, overall, the EFD-BiLSTM shows 

better forecasting accuracy than all other models. 

Table 4 – Evaluation metrics for one step ahead ETo forecasting in Harrington station 

Model Data *R 
RMSE 

(mm/day) 
MAPE% KGE U1 U2 U95% 

GRNN 
Train 0.918 0.572 34.631 0.843 0.126 0.244 1.117 

Test 0.884 0.723 30.303 0.801 0.148 0.284 1.011 

RF 
Train 0.978 0.326 17.007 0.878 0.072 0.140 0.904 

Test 0.885 0.715 30.346 0.811 0.145 0.281 1.981 

KNN 
Train 0.950 0.462 21.935 0.851 0.102 0.198 1.280 

Test 0.887 0.713 28.855 0.801 0.146 0.281 1.974 

BiLSTM 
Train 0.977 0.314 14.849 0.912 0.068 0.135 0.871 

Test 0.897 0.676 28.137 0.855 0.135 0.266 1.873 

EFD-GRNN 
Train 0.975 0.319 18.839 0.947 0.069 0.137 0.626 

Test 0.914 0.626 25.771 0.878 0.126 0.246 0.757 

EFD-RF 
Train 0.927 0.535 23.511 0.915 0.116 0.230 1.484 

Test 0.944 0.513 21.319 0.893 0.104 0.202 1.412 

EFD-KNN 
Train 0.948 0.455 22.294 0.902 0.100 0.195 1.262 

Test 0.941 0.537 21.922 0.870 0.110 0.211 1.466 

EFD-BiLSTM 
Train 0.946 0.466 23.830 0.930 0.100 0.200 1.288 

Test 0.956 0.451 18.921 0.935 0.090 0.178 1.251 

* R: Correlation Coefficient, RMSE: Root Mean Square Error, MAPE: Mean Absolute Percentage Error, U1 and U2: Theil’s inequality 

coefficients, KGE: Kling Gupta Efficiency, U95% uncertainty with 95 % confidence 

The comparison between the measured and forecasted one-step ahead ETo, generated by all 

models, is inspected through scatter plots in Fig 10 for the Harrington station during the testing 
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period. Additionally, the R and RMS values can be observed in Fig 10. The scatter plots deliver 

additional valuation of the forecasting capability of the models between the measured and 

forecasted ETo. The EFD-BiLSTM model to forecast one-step ahead ETo exhibited the highest 

precision with R = 0.956 and RMSE= 0.451 mm/day, followed by EFD-RF, EFD-GRNN, EFD-

KNN, and standalone models. By comparing the hybrid and standalone, the scatter plots 

appeared to be more closed with the fit line within the 25% upper and lower bound threshold. 

The scatter diagrams in Fig 10 confirmed that EFD-BiLSTM is better in forecasting one step 

ahead of ETo for Harrington station. As is apparent from Figure 10, the application of the EFD 

technique and its combination with machine learning models has improved the performance, 

and its effect on the collection of points around the 1:1 line is clear. Also, a smaller number of 

points are outside the +/− 25% range lines. However, the comparison between different 

learning models shows that the BILSTM model has been able to predict the maximum 

evapotranspiration values with higher accuracy, and the two maximum points of 

evapotranspiration in test data are within the +/− 25%  range lines. In the other three models, 

the endpoints are outside the 25% error range, which indicates the better performance of the 

BiLSTM model. 
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Fig 10 - Scatter plots of forecasted and measured ETo at Harrington station for one-step (day) 

forecasting 
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The EFD-BiLSTM model also attained the highest accuracy values to forecast one step ahead 

of ETo at the St Peters station, revealed in Table 5, as compared to other models. The EFD-

BiLSTM model displayed the highest magnitude of R = 0.952, 0.956; RMSE = 0.452, 0.451 

mm/day; MAPE = 31.617, 22.218%; KGE = 0.899, 0.914; U1 = 0.094, 0.091; U2 = 0.190, 

0.179; and U95 = 1.238, 1.249 in both training and testing periods respectively to forecast one-

step ahead ETo. This confirms again that the hybrid version of the models leads to better 

accuracy than the standalone models. But overall, the EFD-BiLSTM model demonstrated 

better performance than other hybrid and standalone models in forecasting ETo for St Peters 

station one step ahead. 

Table 5 – Evaluation metrics for one step ahead ETo forecasting in St Peters station 

Model Data *R 
RMSE 

(mm/day) 
MAPE% KGE U1 U2 U95% 

GRNN 
Train 0.922 0.560 34.618 0.853 0.121 0.235 1.096 

Test 0.868 0.761 33.391 0.793 0.157 0.302 1.128 

RF 
Train 0.908 0.601 31.017 0.849 0.129 0.252 1.667 

Test 0.872 0.748 32.332 0.797 0.154 0.297 2.073 

KNN 
Train 0.886 0.668 33.799 0.816 0.144 0.280 1.851 

Test 0.869 0.761 32.660 0.775 0.158 0.303 2.108 

BiLSTM 
Train 0.884 0.672 34.820 0.840 0.143 0.282 1.862 

Test 0.881 0.724 32.643 0.827 0.147 0.288 2.006 

EFD-GRNN 
Train 0.982 0.271 19.799 0.957 0.057 0.114 0.531 

Test 0.909 0.651 27.064 0.856 0.134 0.259 0.794 

EFD-RF 
Train 0.990 0.208 10.248 0.952 0.044 0.087 0.578 

Test 0.917 0.619 25.899 0.863 0.127 0.246 1.704 

EFD-KNN 
Train 0.928 0.536 25.786 0.870 0.115 0.225 1.485 

Test 0.909 0.658 24.963 0.822 0.137 0.262 1.799 

EFD-BiLSTM 
Train 0.952 0.452 31.617 0.899 0.094 0.190 1.238 

Test 0.956 0.451 22.218 0.914 0.091 0.179 1.249 

* R: Correlation Coefficient, RMSE: Root Mean Square Error, MAPE: Mean Absolute Percentage Error, U1 and U2: Theil’s inequality 

coefficients, KGE: Kling Gupta Efficiency, U95% uncertainty with 95 % confidence 

 

The scatter plots in Fig 11 revealed the model's hybrid and standalone counterparts' comparison 

between the measured and forecasted ETo along with R and RMSE values. The EFD-BiLSTM 

shows higher precision to forecast one-step ahead ETo with higher R = 0.956 and RMSE = 
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0.451 mm/day as compared to EFD-RF, EFD-GRNN, EFD-KNN, BiLSTM, RF, GRNN, and 

KNN models for St Peters station. The EFD-BilSTM again presented better accuracy in terms 

of scatter plots to forecast one step ahead of ETo as compared to other models. Here, too, a 

trend similar to Fig 10 is observed, and the BILSTM model is able to predict the maximum 

points of evapotranspiration better than other models. 
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Fig 11 – Scatter plots of forecasted and measured ETo at St Peter's station for one-step 

(day)forecasting 
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Fig 12 describes the boxplots to provide a diagnostic analysis using the forecasted ETo of EFD-

BiLSTM, EFD-RF, EFD-GRNN, EFD-KNN, BiLSTM, RF, GRNN, and KNN models in 

relation to the observed ETo for Harrington and St Peters stations. By observing Fig 12, it is 

apparent that the EFD-BiLSTM model displayed more accurate boxplot distribution compared 

to the observed ETo at both stations compared to all other benchmarking models. Also, the 

EFD-BILSTM model has been able to predict the higher evapotranspiration values with higher 

accuracy than other models. This proved that the  EFD-BiLSTM model accomplishes accurate 

forecasts based on Fig 12 for both Harrington and St Peters stations. 
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Fig 12 – Box plots and distribution of observed values of ETo against model values for 

Harrington and St Peters stations 

 

The residual box plots for both Harrington and St Peters stations in Fig 13 deliver a more 

tangible comparison of the models' forecasting capacity along with IQR values and the 

interquartile range using the hybrid EFD-BiLSTM vs. EFD-RF, EFD-GRNN, EFD-KNN, 

BiLSTM, RF, GRNN, and KNN models to forecast ETo.The EFD-BiLSTM model presented a 

more accurate forecast with lower residual box plot distribution and a lower IQR = 29.01 

(Harrington station) and 31.77 (St Peters station) to forecast ETo as compared to all other 

models. Thus, EFD-BiLSTM models achieve accurate ETo forecasting based on residual box 

plots for both stations.  
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Fig 13 – Residual box plots for a) Harrington and b) St Peters stations 
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The Taylor diagram in Fig 14 discussed the observed and forecasted ETo using EFD-BiLSTM, 

EFD-RF, EFD-GRNN, EFD-KNN, BiLSTM, RF, GRNN, and KNN to evaluate their precision 

for both Harrington and St Peters stations. These diagrams are considered an all-inclusive 

assessment to inspect the models' comparability based on standard deviation and correlation 

coefficient. For Harrington station, the EFD-BiLSTM model is located very closely to the 

observed ETo by reporting a correlation coefficient between 0.95 and 0.99 with a standard 

deviation (1.25 to 1.50). The hybrid EFD-RF, EFD-GRNN, and EFD-KNN models are 

reasonably acceptable, but their forecasting accuracy could not surpass the EFD-BiLSTM 

model. All the standalone BiLSTM, RF, GRNN, and KNN models lie far from the observed 

ETo. The EFD-BiLSTM model again obtained a higher position in terms of accuracy for St 

Peters station in relation to other comparing models to forecast ETo. The Taylor diagram thus 

depicts the appropriateness for better ETo forecasting of the EFD-BiLSTM model. 

 

 

Fig 14 –Taylor diagrams for Harrington and St Peters stations 

 

3-2- Multi-step (days) ahead forecasting for Harrington station 

Table 6 illustrates the multi-step (days) ahead ETo forecasting in Harrington station to assess 

the performance accuracy of the hybrid EFD-BiLSTM against the standalone BiLSTM model. 
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The EFD-BiLSTM appeared to be the most precise model for three days ahead of the ETo 

forecast in terms of R, RMSE, MAPE, KGE, U1, U2, and U95% metrics against the standalone 

BiLSTM model. Similarly, the EFD-BiLSTM shows better accuracy in terms of 7, 14, and 21 

days ahead to forecast ETo for Harrington station as compared to the standalone BiLSTM 

model. It is to be noted that the hybrid EFD-BiLSTM model accuracy is slightly lower in 14 

days ahead as compared to the 3, 7, and 21 days ahead ETo forecasting for Harrington station. 

Overall, the EFD-BiLSTM performs better than standalone BiLSTM for 3, 7, 14, and 21 days 

ahead ET) forecasting.  

Table 6 – Evaluation Metrics for multi-step (days) ahead ETo forecasting in Harrington 

station 

Model Steps Ahead Data *R 
RMSE 

(mm/day) 
MAPE% KGE U1 U2 U95 

Single 

3 
Train 0.855 0.739 36.357 0.805 0.163 0.317 2.050 

Test 0.853 0.800 33.716 0.789 0.163 0.315 2.217 

7 
Train 0.824 0.808 39.703 0.778 0.178 0.346 2.240 

Test 0.844 0.823 33.850 0.782 0.168 0.324 2.282 

14 
Train 0.804 0.854 52.276 0.747 0.184 0.365 2.359 

Test 0.833 0.850 44.483 0.750 0.171 0.334 2.353 

21 
Train 0.800 0.854 54.453 0.720 0.188 0.365 2.368 

Test 0.803 0.913 49.156 0.699 0.187 0.359 2.533 

EFD-

based 

3 
Train 0.936 0.510 25.048 0.871 0.113 0.219 1.407 

Test 0.930 0.565 23.612 0.892 0.114 0.222 1.563 

7 
Train 0.918 0.564 29.429 0.876 0.123 0.242 1.564 

Test 0.892 0.699 28.456 0.842 0.142 0.275 1.931 

14 
Train 0.879 0.681 42.886 0.803 0.148 0.291 1.886 

Test 0.881 0.725 33.686 0.815 0.146 0.285 2.011 

21 
Train 0.906 0.602 32.862 0.858 0.131 0.257 1.669 

Test 0.896 0.714 48.004 0.757 0.142 0.281 1.958 

* R: Correlation Coefficient, RMSE: Root Mean Square Error, MAPE: Mean Absolute Percentage Error, U1 and U2: Theil’s inequality 

coefficients, KGE: Kling Gupta Efficiency, U95% uncertainty with 95 % confidence 

 

The bar graphs depicted in Figure 15 demonstrate the R and RMSE values attained by the EFD-

BiLSTM and standalone approaches at Harrington station for forecasting ETo at 3, 7, 14, and 

21 days ahead. The EFD-BiLSTM model exhibited the highest R values and the lowest RSME 

                  



40 
 

magnitudes in predicting ETo for 3, 7, 14, and 21 days ahead, surpassing the standalone 

BiLSTM model. According to the bar graphs in Figure 15, it was determined that the EFD-

BiLSTM model demonstrates superior accuracy in predicting multi-step (days) ahead ETo in 

comparison to the standalone BiLSTM model. 
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Fig 15 – Bar plots of multi-step (days) ahead forecasting of R and RMSE metrics for 

Harrington station 

Fig 16 represents the observed and forecasted values of 3, 7, 14, and 21 days ahead of ETo 

using EFD-BiLSTM against the standalone BiLSTM model for Harrington station regarding 

scatter plots. Moreover, the R, in combination with the RMSE metric, was also incorporated in 

Fig 8. The EFD-BiLSTM model at 3, 7, 14, and 21 days ahead of forecast ETo displayed the 
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highest precision with R and RMSE values in relation to the standalone BiLSTM model. The 

scatter diagram in Fig 16 established that EFD-BiLSTM is better in forecasting multi-steps 

(days) ahead of ETo Harrington station. However, it can be seen from Fig 16 that increasing 

the forecasting horizon from 3 to 28 days leads to lower accuracy, especially in high 

evapotranspiration values. In 3 days ahead forecasting, the EFD-BiLSTM model succeeded in 

forecasting higher values, while in 7,14, and 21 days ahead, it underestimated the high 

evapotranspiration values. 
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Fig 16 – Scatter plots of Forecasted and measured ETo at Harrington station for multi-step 

(days) forecasting 

3-3- Multi-step (days) ahead forecasting for St Peters station 
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The multi-step ahead (days) ETo forecasting results are illustrated in Table 7 for St Peters 

station to assess the accuracy of the hybrid EFD-BiLSTM against the standalone BiLSTM 

model. The hybrid EFD-BiLSTM shows the highest precision based on the assessment metrics 

in training and testing periods for 3, 7, 14, and 21 days ahead of ETo forecasting against the 

standalone counterpart BiLSTM model. The hybrid EFD-BiLSTM model shows better 

predictability for 3 and 7 days as compared to 14 and 21 days in St Peter station to forecast 

ETo. It is also to be noted that multi-step (days) ahead ETo forecasting is improved by EFD 

when combined with BiLSTM, confirming that EFD is a suitable preprocessing method. The 

EFD-BiLSTM model consistently achieved higher accuracy compared to the standalone 

BiLSTM for St Peter station when forecasting the ETo for 3, 7, 14, and 21 days ahead.   

Table 7 – Evaluation metrics for multi-step (days) ahead ETo forecasting in St Peters station 

Model Steps Ahead Data *R 
RMSE 

(mm/day) 
MAPE% KGE U1 U2 U95 

Single 

3 
Train 0.833 0.795 41.099 0.783 0.170 0.334 2.203 

Test 0.828 0.856 38.242 0.760 0.175 0.341 2.374 

7 
Train 0.803 0.857 45.412 0.750 0.183 0.359 2.375 

Test 0.816 0.882 39.605 0.737 0.181 0.351 2.445 

14 
Train 0.791 0.878 48.803 0.713 0.190 0.367 2.435 

Test 0.792 0.933 42.561 0.701 0.193 0.371 2.587 

21 
Train 0.769 0.918 56.142 0.689 0.197 0.383 2.543 

Test 0.784 0.948 50.393 0.681 0.196 0.377 2.627 

EFD-

based 

3 
Train 0.898 0.640 34.497 0.864 0.134 0.268 1.763 

Test 0.899 0.671 27.808 0.875 0.136 0.267 1.859 

7 
Train 0.888 0.668 37.690 0.849 0.139 0.280 1.840 

Test 0.881 0.724 31.226 0.849 0.147 0.288 2.006 

14 
Train 0.870 0.714 41.127 0.825 0.149 0.299 1.970 

Test 0.870 0.752 33.920 0.832 0.153 0.299 2.086 

21 
Train 0.862 0.731 41.749 0.782 0.155 0.305 2.023 

Test 0.851 0.804 37.116 0.770 0.166 0.320 2.228 

* R: Correlation Coefficient, RMSE: Root Mean Square Error, MAPE: Mean Absolute Percentage Error, U1 and U2: Theil’s inequality 

coefficients, KGE: Kling Gupta Efficiency, U95% uncertainty with 95 % confidence 

 

The bar graphs portray the R and RMSE values achieved by the EFD-BilSTM and BiLSTM 

during the 3, 7, 14, and 21 days ahead forecasting ETo in Fig 17 for St Peters station. It is clear 
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that the EFD-BiLSTM model generated the highest R scores and Lowest RMSE values to 

forecast 3, 7, 14, and 21 days ahead of ETo compared with another benchmarking model, i.e., 

BiLSTM (see Fig 17). The bar graphs thus prove that the EFD-BiLSTM exhibits higher 

accuracy in forecasting multi-steps (days) ahead of ETo in St. Peters station. 
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Fig 17 – Bar plots of multi-step (days) ahead forecasting of R and RMSE metrics for St 

Peters station 

Fig 18 directly compares the observed and forecasted values of multi-step (days) ahead ETo 

using EFD-BiLSTM and standalone BiLSTM model for St Peters station in terms of scatter 
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plots along with R and RMSE metrics. The scatter plots presented here offer an additional 

evaluation of the predictive accuracy for the observed and forecasted ETo at St. Peters station, 

at 3, 7, 14, and 21 days ahead. The EFD-BiLSTM model at 3, 7, 14, and 21 days ahead to 

forecast ETo displayed the highest precision with R and RMSE compared to the BiLSTM 

model. Fig 18 confirmed that EFD-BiLSTM is better in forecasting multi-step ahead ETo for 

St Peter station. From Fig 18, it can be concluded that all models underestimate the higher 

evapotranspiration values; however, EFD-based model errors are less than single models.  
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Fig 18 – Scatter plots of Forecasted and measured ETo at St Peters Station for multi-step 

(days) forecasting 
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4. Further Discussion 

Wavelet transformations, a conventional technique for time series decomposition, have been 

extensively used with artificial intelligence models to estimate evapotranspiration (ETo). Gocić 

et al., (2015) employed wavelet preprocessing in conjunction with artificial neural networks 

(ANN) and support vector regression (SVR), whereas Karbasi, (2018) integrated wavelets with 

Gaussian Process regression (GPR), both demonstrating improved performance compared to 

individual models. Araghi et al., (2020) effectively utilized wavelet decomposition as an input 

for artificial neural networks (ANN) to forecast daily ETo. 

Although wavelets offer some benefits in managing non-stationarities, more sophisticated 

decomposition algorithms have been developed to enhance time-frequency localization 

accuracy. The empirical mode decomposition (EMD) and its variants, such as ensemble EMD 

(EEMD), have become increasingly popular. For example, Lu et al., (2023) introduced a hybrid 

model that outperformed traditional methods for ETo prediction in China: the EEMD-BPNN 

(Back Propagation Neural Network). 

In this research, the use of Empirical Fourier Decomposition (EFD) represents a significant 

improvement, addressing specific limitations of EMD/VMD related to mode mixing and 

inconsistent decompositions. The integration of Fourier spectral segmentation and filter banks 

in EFD results in a higher time-frequency resolution compared to wavelets and EMD versions. 

The EFD-BiLSTM-Kbest framework, which combines the powerful Bidirectional LSTM 

architecture with Kbest feature selection, demonstrated acceptable accuracy in forecasting 

long-term multi-temporal ETo up to 28 days in advance. The degree of precision has been 

achieved one step ahead forecasting, with a Root Mean Square Error (RMSE) as low as 0.451 

mm/day and correlation coefficients (R values) of 0.956. However, increasing the horizon of 

forecasting caused a decrease in accuracy, which many researchers have reported. The EFD 
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method effectively captures localized time-frequency information in the non-stationary ETo 

signal, providing a strong basis for the deep learning model to learn complex patterns. 

To advance the research, one viable area is the evaluation of the efficiency of several signal 

decomposition techniques with EFD in dealing with non-stationarity and non-linearity. For 

instance, multivariate variational mode decomposition [50] and multivariate empirical mode 

decomposition [51] should be used. Despite the fact that deep learning models have been 

proven to be quite effective, they offer nontransparent results, which makes the generated 

forecasts non-interpretable. Consequently, the use of explainable AI methods, including Local 

Interpretable Model-Agnostic Explanations (LIME) [52] and Shapley Additive explanations 

(SHAP) [53], should be considered to improve the interpretability of the results. In order to 

address some issues concerning the best setting of hyperparameters, it is recommended that 

different improved optimization techniques such as PSO, Q-PSO, genetic algorithm as well as 

firefly algorithm be employed to fine-tune hyperparameters in order to achieve high prediction 

accuracy. In addition, basing the hybrid models on a richer set of uncertainty evaluations and 

reliability analysis, like the BMA [54] is recommended. Finally, addressing the issue of data 

quality, it would be useful to integrate satellite-derived products since integrating satellite-

based predictors has been found to greatly improve the authenticity of the EFD-BiLSTM 

model. 

 

Although the suggested EFD-BiLSTM-Kbest architecture exhibits considerable potential, it is 

important to acknowledge several limitations. Initially, the investigation was confined to two 

meteorological stations located in Prince Edward Island, Canada. Validating its robustness will 

be further enhanced by expanding the geographical scope and examining model performance 

across varied climatic zones. This would entail using the model with data sets from areas of 

different climate regimes including the arid, tropical and continental climates. Another possible 
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constraint is the utilization of the PMF-56 equation for determining reference ETo values, 

which might involve underlying assumptions or uncertainties. Enhancing the analysis might be 

achieved by cross-validating it using direct ETo data obtained from lysimeters or improved 

remote sensing products.  

This proposed model in the current study may be incorporated in smart irrigation systems to 

enhance the water usage efficiency. Since ETo is predicted accurately, farmers will be able to 

schedule irrigation, applying water only when and where it is most required. This results in 

water efficiency, low energy use in pumping, and minimal over watering which is unhealthy 

for crops and causes nutrient runoff and soil erosion. By using ETo data, farmers can plan on 

what crop to plant, and when to plant the crops. In the areas with scarce water, the model helps 

farmers to select better crop varieties based on the water availability and thus farm yields and 

profit may be improved. 

5- Conclusion 

A novel data decomposition-based Empirical Fourier Decomposition (EFD) and Bidirectional 

LSTM (BiLSTM) model enhanced with Kbest feature selection were fused to design EFD-

BiLSTM for multi-temporal evapotranspiration forecasting in PEI, Canada. The key novelty 

factors include the EFD, Kbest feature selection, and BiLSTM models into one topology to 

forecast the multi-step (days) ahead ETo. Firstly, the EFD method decomposes the input 

predictor data into signals. Next, the most influential signals were chosen using the Kbest 

feature selection. Lastly, the selected signals were fed into the BiLSTM model to construct the 

EFD-BiLSTM framework to forecast multi-steps ahead of ETo. The results recommend that 

the EFD-BiLSTM model displays higher accuracy in forecasting multi-step (days) ETo ahead 

of the comparing models. The findings also suggested that the hybrid models outperformed the 

standalone models in terms of achieving higher accuracy. 
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Likewise, the EFD-BiLSTM model also produced higher accuracy for 3, 7, 14, and 21 days 

ahead of ETo forecasting at both stations., to tackle the challenges of climate change. The ETo 

forecast, which measures the quantity of water that has evaporated and transpired, is an 

essential parameter in agriculture for determining the water needs of crops. This aids farmers 

and producers in quantifying their crops' water needs, facilitating more efficient irrigation 

scheduling and ensuring optimal water utilization to prevent overwatering or underwatering. 

In addition, ETo forecasting aids in water resource management, and the EFD-BiLSTM model 

can be tested in other areas of interest in environmental forecasting. 
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