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Abstract
For effective and reliable management of water resources, the accurate forecasting of precipitation patterns is highly essential. 
The precipitation process is a complex hydrological component that is influenced by several hydro-meteorological variables, 
and it is varied from one region to another. In this study, the performance of coupled and standalone data intelligence models 
including wavelet artificial neural network (WANN), wavelet gene expressing programming (WGEP), artificial neural net-
works (ANN), and gene expressing programming (GEP) is undertaken for precipitation forecasting at four stations located in 
Iran (i.e., Ardabil, Khalkhal, Meshginshahr, and Parsabad). In this regard, monthly precipitation data are utilized from 1997 
to 2016. The developed forecasting models are constructed using correlated lag time information. Two statistical performance 
metrics: coefficient of determination (R2) and root mean square errors (RMSE), are calculated for forecasting accuracy inspec-
tion. The obtained results indicated the capacity of the WANN coupled model as a superior forecasting model compared with 
the other data intelligence models. This was observed at the four investigated meteorological stations. However, the potential 
of the discrete wavelet transform has also demonstrated an enhancement in the predictability performance of the GEP model. 
This is indicating the capability of the pre-processing data time series as a prior stage for the forecasting process. Further, 
the results evidence the capability of the WANN coupled model in capturing the peak values of the precipitation. Overall, 
the applied coupled data intelligence model provided a significant contribution to the precipitation forecasting at this region 
contributing to the base knowledge of water resources engineering.
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Introduction

Research background

Precipitation is a significant variable in the hydrologic cycle 
and is different in time and space. Therefore, monthly and 
seasonal forecasting of precipitation gives an important 
information about studying runoff, groundwater, sediment, 
flood, and all of the phenomena related to water resources 
management (Everingham et al. 2008; Wu et al. 2010). 
Precipitation can be forecasted using two categories of 
approaches including dynamical and empirical methods. 
Dynamical methods are based on the rules of physics used 
for forecasting climate (Lim et al. 2009; DelSole and Shukla 
2012; Schepen et al. 2012). The logic behind empirical 
methods is determining the relevant characteristics of pre-
vious records of variables used for forecasting and apply-
ing them to forecast in the future. However, on the other 
hand, the empirical models showed a reliable alternative 
for modeling hydrological processes. The most commonly 
used empirical methods include autoregressive model (AR), 
autoregressive moving-average models (ARMA), disaggre-
gation multivariate model, artificial neural networks (ANN), 
genetic programming (GP), genetic expressing programming 
(GEP), neuro-fuzzy, and support vector machine (SVM) 
(Abbot and Marohasy 2012; Mekanik et al. 2013; Deo and 
Şahin 2015; Mehdizadeh et al. 2018; Danandeh Mehr and 
Nourani 2018; Zeynoddin et al. 2018).

Research significant

It should be noted that the introduced linear and nonlinear 
methods have limitations with the non-linearity and non-
stationary data features (Ali et al. 2020; Salih et al. 2020). 
Precipitation pattern is highly stochastic natural problem that 
is influenced by several climate parameters such air tempera-
ture, humidity, wind, and the amount of evaporation from the 
earth surface (Dawkins et al. 2022). Matter of fact, hydro-
logical data time series modeling is required data cleaning, 
clustering, and preprocessing. Hence, if the input data are not 
pre-processed with the appropriate technique, most models 
cannot deal with the non-stationary aspect of time series. The 
methods for handling non-stationary data are less advanced 
than those for stationary data. Among several data pre-pro-
cessing approaches, wavelet transform is one of the distin-
guished techniques (Nourani et al. 2009a). Wavelet transform 
is one of the most effective methods for non-stationary data; 
this method has been studied in many fields outside of water 
resources engineering and hydrology (Adamowski and Sun 
2010). One of the main features of wavelet transform is giv-
ing applicable decompositions of main time series. Also, the 
data obtained by wavelet analysis can enhance the ability 

of a forecasting model by capture applicable information on 
different resolution levels (Abdollahi et al. 2017).

Literature review and research motivation

Wavelet transform has been used in different situations and 
can be applied as a preprocessing and hybrid technique 
to improve some hydrological models such as precipita-
tion, streamflow, rainfall–runoff, groundwater, snowmelt, 
drought, regionalization of watersheds, etc. (Lane 2007; 
Schaefli et al. 2007; Adamowski 2008a, b; Chou 2011; Dök-
men and Aslan 2013; Miao et al. 2014; Feng et al. 2015; 
Christodoulou et al. 2017; Rathinasamy et al. 2017; Ahani 
et al. 2018, 2020a, b, c; Rezaei et al. 2021). A combination 
of mentioned models with wavelet can be used for forecast-
ing precipitation time series (Partal and Kişi 2007; Kisi and 
Cimen 2012; Komasi and Sharghi 2016; Roushangar et al. 
2018); especially, some researchers have used the combi-
nation of WT with ANN for forecasting the precipitation 
(Mwale and Gan 2005; Mwale et al. 2007; Nourani et al. 
2009a; Partal and Cigizoglu 2009; Kuo et al. 2010; Chou 
2011; Venkata Ramana et al. 2013; Miao et al. 2014; He 
et al. 2015; Shafaei et al. 2016; Arab Amiri et al. 2016; 
Zhang et al. 2018). Also, some researchers have coupled 
genetic programming-based models with WT (Kisi and Shiri 
2011; Dabhi and Chaudhary 2014; Shoaib et al. 2015; Sezen 
and Partal 2017; Abdollahi et al. 2017). In these researches, 
it was found that the accuracy of hybrid models trained or 
calibrated with decomposed data is higher than the common 
models with row time series inputs. In this regard, Ghamar-
iadyan and Imteaz (2021) developed a WANN model for 
medium-term rainfall prediction for 1, 3, 6, and 12 months 
in Queensland (Australia). The results revealed that the 
WANN improved the average prediction accuracy in terms 
of RMSE compared to the ANN. In another study, Wu et al. 
(2021) were utilized the wavelet transformation (WT), long 
short-term memory (LSTM) and autoregressive integrated 
moving average (ARIMA) methods to forecast the monthly 
precipitation during 1967–2017 at three meteorological sta-
tions in the Northeast China. They also developed a new 
hybrid model wavelet-ARIMA-LSTM (W-AL) of monthly 
precipitation time series. They found that the W-AL had 
higher prediction accuracy in monthly precipitation predict-
ing than ARIMA and LSTM. Falayi et al. (2022) applied 
the wavelet transformation analysis and nonlinear dynamic 
time series techniques for investigating the chaotic behav-
ior of monthly rainfall data. They observed the occurrences 
of strong oscillations in the rainfall at the West Africa sta-
tions. Wang et al. (2022) proposed an innovative applica-
tion of the wavelet decomposition–prediction–reconstruction 
model (WDPRM) to enhance the accuracy of medium and 
long-term precipitation prediction. The proposed model was 
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successfully verified by using precipitation values from the 
Wujiang River Basin for 1961–2018.

Although several studies have been conducted on this 
aspect, limited research has been established on modeling 
precipitation using those coupled models. In addition, pre-
cipitation modeling is varied from one region to another due 
to the hydrological characteristics of that particular region. 
Furthermore, those models have based machine learning 
models that behave differently from one case to another. 
Hence, the exploration of the feasibility of those models is 
still ongoing era of modeling research.

Research objectives

In this study, two types of data intelligence models (coupled 
models of WANN and WGEP, standalone models of ANN 
and GEP) are developed for monthly precipitation time series 
forecasting at four stations including Ardabil, Khalkhal, 
Meshginshahr, and Parsabad. A data span covering the period 
of (1997–2016) is used to build the forecasting models. The 
main idea of investigating four different meteorological 
stations is to understand the generalization capacity of the 

Fig. 1   Location of the Ardabil 
Province and study stations
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proposed forecasting models to capture different patterns. 
Based on the attained predictability performance, a compre-
hensive assessment and evaluation are discussed.

Materials and methods

Study area and data description

The Ardabil Province in North-western Iran, located 
between latitude 37° 45′ to 39° 42′ N and longitude 47° 03′ 
to 48° 55′ E (Fig. 1), was investigated in this research. The 
geographical information and the mean observed climate 
data including mean precipitation, mean temperature, mean 
humidity for four synoptic stations, Ardabil (AL), Khalkhal 
(KL), Meshginshahr (MR), and Parsabad (PD), between 
1997 and 2016, are presented in Table 1. In this study, before 
the application of precipitation data, a homogeneity test was 
used for the time series. The results indicated that the time 
series are almost homogeneous for the next analysis steps. 
Additionally, the missing data were filled using a simple 
regression method and more correlated neighbor stations.

Wavelet transform

Wavelet transform has been applied in different sciences, 
in which no stationary time series have been used, such as 
earthquake engineering, geophysics, hydrology, and clima-
tology. The concept of wavelet transform can be understood 
by comparing it with the Fourier transform. Although the 
frequency content of the signal can be obtained by Fourier 
transform, this transform can’t describe the localization of 
the time–frequency signal. This problem can be solved by 
wavelet transform. When a signal is converted by a wavelet 
transform, it is taken to 3-D space, containing, time, scale, 
and quantity. Therefore, wavelet transform can localize sig-
nal (Lafrenière and Sharp 2003). Wavelet transform consists 
of two forms: continuous wavelet transform called CWT and 

discrete wavelet transform, namely DWT. The continuous 
wavelet transform is defined as below:

where b indicates the translation of the wavelet over time, 
s represents the scale factor that determining the wavelet 
bandwidth (s > 0), W(s, b) represents the wavelet coefficient 
determined by the application of transform on time series 
in scale s and time delay b, �(.) is the mother wavelet or 
transformation function, ∗ is the complex conjugate (Cannas 
et al. 2006).

A signal can be decomposed by continuous wavelet 
transform. For this purpose, CWT uses many continuously 
varying scale and translation parameters. It needs consider-
able computing power when wavelet coefficients are com-
puted for all possible scales. The run of DWT is simpler 
than CWT, and its calculations are less time-consuming in 
comparison with CWT. The values of scale and translation 
parameters of DWT are discretized as (Adamowski 2008a):

where j and k are integers, S0 represents specified fined dila-
tion step, and S0 > 1, b0 represents the location parameter, 
�(.) is the function of the mother wavelet. In this study, the 
Mallat (1989) filtering process is applied for decomposing 
the time series. For this purpose, the time series is passed 
through the low-pass and high-pass filters in the same way. 
The outcomes obtained by the low-pass filters represent the 
high-scale and low-frequency wavelets, named approxima-
tion wavelets; they indicate the gross and slow-changing fea-
tures of the signal. Also, the outcomes obtained by high-pass 
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Table 1   Geographical coordinate and statistical summary of some 
main climate variables

Parameter Station

AL KL MR PD

Latitude (E) 38° 8′ 39° 21′ 38° 14′ 37° 10′
Longitude (N) 48° 11′ 47° 27′ 47° 25′ 48° 19′
Elevation(m) 1335.2 72.6 1561.0 1796.0
Mean precipitation 291 275 388.3 368
Mean temperature 9.4 15.3 11 8.5
Mean humidity 71% 71% 58% 64%

Fig. 2   Schematic representation of multiresolution analysis
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filters are low-scale and high-frequency wavelets, namely 
detail wavelets; the rapidly changing features of the signal 
can be measured by detail coefficients. In the next decompo-
sition level, approximation and detail wavelets can be deter-
mined by decomposing the approximation sub-time series. 
In Fig. 2, a two-level wavelet decomposition using DWT 
is shown. After adding all the detail sub-time series and 
the approximation sub-time series of the last decomposition 
level, the main signal can be reconstructed.

Gene expression programming

For the first time, Ferreira (2006) developed GEP model 
according to an evolutionary method. The GEP structure 
is a combination of GP and genetic algorithm (GA). On 
the other hand, the GEP method is the result of combining 
linear chromosomes with constant lengths like the GA and 
ramified architecture of different sizes and shapes as GP. 
In the GEP model, the initial population by the random 
generation of chromosomes is first made. Then, initial 
population is used for generating the chromosomes for the 
beginning of GEP modeling. In the following, expression 
trees can be used for expressing produced chromosomes. 
After evaluating the effectiveness of each chromosome, 
the best ones are chosen to modify and reconstruct new 
chromosomes. Genetic operators such as mutation, inver-
sion, inversion sequence (IS) transposition, root insertion 
sequence (RIS), single or double crossover, gene crosso-
ver, and gene transposition mutation are used for modify-
ing and reconstructing chromosomes (Ferreira 2006). In 
this study, GeneXproTools5 software has been used for 
developing and running models based on GEP. Five stages 
for forecasting the GEP process have been presented as 
follows: (1) choose terminal sets, independent variables; 
(2) select function sets, four main operators, accompany-
ing with mathematical functions; (3) measure the accuracy 
of the model based on an index; (4) choose control compo-
nents, numeral components, and quality variables values; 
(5) obtain results by choosing the condition for stopping 
the running program.

The precipitation (P) is modeled based on five stages 
using a GEP method. Initially, the fitness function should 
be selected. The performance of the obtained program is 
assessed based on the fitting function. This performance 
is evaluated using a relative error index. Also, the fitness 
function is used to select limitations for operating and accu-
racy. For this purpose, it enables accurate coordinating from 
achieved solutions with needful accuracy (Ferreira 2006). 
The fitness function (fi) is determined as below.

where R, P(ij), and Tj indicate selected limitations, the value 
forecasted by the individual program i for fitness case j and 
target value corresponding to fitness case j, respectively. In 
the related literature, the term presented inside modulus is 
called relative error and it refers to accuracy. If 
|
|
|
P(ij) − Tj

|
|
|
≤ 0.01 , This condition is called entire fitness, and 

the value of accuracy will be equal to zero and 
fi = fmax = nR , consequently. Root mean square error 
(RMSE) index is used for obtaining the value of error in the 
fitness function. In the next step, the chromosomes will be 
generated by choosing the terminal and function set. The 
value of the outcome variable is determined as below.

where Xm represents the m dimensional input containing the 
variables of x1 , x2,…, xm and Y  indicates the output variable. 
In this research, Xi represents previous precipitation with 
delay time and Y represents precipitation value in next times. 
In this study, selected terminals set include Pt = {Pt−1, Pt−2, 
Pt−3, Pt−4, Pt−5, Pt−6, Pt−7, Pt−8, Pt−9, Pt−10, Pt−11, Pt−12}, in 
which P(t) represents precipitation in time t. The choosing of 
function set should include all the necessary function to have 
an appropriate guess for this function. In this study, four 
mathematical operators (+, −, ×, ÷) were utilized as func-
tions set. In the next stage, chromosomal architecture should 
be determined. In this study, head length and number of 
genes have been selected 8 (h = 8) and 3 genes per chromo-
some, respectively. It should be noted that 30 chromosomes 
have been selected in each run. In the next step, the link-
age function should be selected to defining the relationship 
between sub-trees. In this research, three considered genes 
coupled using total function. In the following, it is neces-
sary determining genetic operators and corresponding rates. 
In this research, an inversion and a mutation probabilistic 

(3)fi =

n∑

j=1

(

R −
|
|
|
|
|

P(ij) − Tj

Tj
× 100

|
|
|
|
|

)

(4)Y = f (Xm)

Fig. 3   Schematic multi-layer perceptron (MLP) network
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operator, three types of transpositions, and three types of 
combinations have been utilized.

Artificial neural network model

ANN model can be categorized based on the network struc-
ture and learning algorithm (Fig. 3). One of the most appli-
cable fields of ANN is multi-layer perceptron (MLP), based 
on the back-propagation training algorithm (Haykin 1998). 
Different nodes are set in groups; namely, layers (commonly, 
input layer, hidden layer, and output layer) form MLP. The 
number of input and output variables should be determined, 
to calculate the number of nodes in input and output layers. 
Due to simplify calculations, the measured input and output 
variables can be normalized between 0 and 1. The nodes in 
consecutive layers represent weighted connections w and v. 
The performance of each node is the weighted sum of its 
inputs and filtering them by the means of the transfer func-
tion. In this paper, the sigmoidal function has been used in 
the hidden layer and its equation is as below.

where yp represents the obtained value of the target, j repre-
sents the number of hidden nodes, i represents the number of 
input nodes, and wj,i, and vj represent the vectors of weights 
linking special nodes in the sequential layers.

Structure of WANN model

The developed WANN models are the combination of ANN 
model and wavelet transform in which the data are pre-pro-
cessed using wavelet transform and then entered into the 
ANN model. The main advantage of this approach is increas-
ing the accuracy of the ANN models. WANN models include 
two stages. In the first stage, wavelet analysis decomposes 
the main monthly precipitation time series into two main 
sub-series including estimations (A) and details (D), using 
the high-pass and low-pass filters, respectively. It should be 
noted that in wavelet analysis the mother wavelet should 
be selected properly and according to the main structure of 
time series (Nourani et al. 2009b; Adamowski and Sun 2010; 
Danandeh Mehr et al. 2013). Due to the high similarity of 
precipitation time series with Daubechies mother wavelet, 
in this study db4 mother has been used for decomposing 

(5)f (a) =
1

1 + e−a

(6)yp = v
0
+

J∑

j−1

vj f

(

wj0 +

I∑

i−1

wjixi

)

precipitation time series. Also, for all mentioned stations, 
two dyadic decomposition levels were determined based on 
Eq. 7 for considered precipitation time series.

where L represents the number of decomposition levels, INT 
represents integer operator, N represents the length of the 
initial time series. All subseries were used as inputs to the 
ANN models because an averaging or optimizing selection 
of only certain sub-series would have been a diminutive 
approach. All sub-series coefficients are equally important 
and contain information about the original time series (Ada-
mowski and Sun 2010). For example, Fig. 4 indicates two-
level detailed sub-signals and second estimation sub-signal 
computed from two levels DWT decomposition of monthly 
precipitation time series of Ardabil station.

Structure of WGEP model

The wavelet genetic expression programming (WGEP) is 
the coupled of DWT and GEP. Like WANN, in the WGEP 
model, inputs time series will be decomposed by DWT, 
obtained using chosen mother wavelet function (db4). In 
the WGEP model, the main inputs time series should be 
decomposed into multi sub-series, considered as the inputs 
of the GEP approach. These sub-series represent temporal 
features of the main time series and were applied as input 
data to the GEP approach for forecasting the precipitation 
time series (Fig. 5).

Models development

In this section, the structure of developed precipitation mod-
els through ANN, GEP, WANN, WGEP will be considered 
and described. Mentioned models considered the previous 
225 months precipitation time series of four stations includ-
ing Ardabil, Khalkhal, Meshginshahr, and Parsabad. For the 
determination of the most appropriate input patterns, auto-
correlation function (ACF) and partial autocorrelation func-
tion (PACF) were used, for example, these statistical tools 
presented in Fig. 6 for Ardabil precipitation time series. 
Also, the mathematical structures of five developed input 
combinations were considered as follows:

(7)L = INT
[
log (N)

]

(8)(i) ∶ P(t) = P(t−1)

(9)(ii) ∶ P(t) = P(t−1), P(t−2), P(t−3)
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(10)(iii) ∶ P(t) = P(t−1), P(t−2), P(t−3), P(t−4), P(t−5)

(11)
(iv) ∶ P(t) = P(t−1),P(t−2),P(t−3),P(t−4),P(t−5),P(t−6),P(t−7),P(t−8)

(12)

(v): P(t) =P(t−1), P(t−2), P(t−3), P(t−4),P(t−5),
P(t−6), P(t−7), P(t−8), P(t−9),
P(t−10), P(t−11), P(t−12)

where P represents mean daily precipitation, t − 1, t − 2, 
…, and t − 12 represents the current month, 1-month delay, 
2 months delay, …, and 12 months delay. It should be 
mentioned that before application of precipitation data as 
inputs to these models, data are normalized using the mini-
mum–maximum method in the interval 0.1 through 1 con-
ducted using Eq. 13 (Sajikumar and Thandaveswara 1999).

(13)Xn = 0.1 + 0.8 ×

[
X

Xmax − Xmin

]

Fig. 4   Decomposition of precipitation time series of Ardabil station
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where Xn represents the normalized value, Xmax represents 
the maximum value of initial data, and Xmin represents the 
minimum value of initial data.

Evaluation of model performance

Several statistical tests were used for evaluating the perfor-
mance of applied models. After the calibration of model 
structures, the performance was evaluated according to the 
statistical measures of goodness of fit. The coefficient of 

determination (R2) and the root mean square error (RMSE) 
were used for indicating the goodness of fit between the tar-
get and output values. The coefficient of determination (R2) 
is used for determining the amount of correlation between 
the target and output values. The higher the R2 value, the 
model performs more efficiently. R2 is determined as follows:

where yi represents the mean value corresponding to N data, 
N represents the number of data points applied, yi represents 
the target precipitation value, and ŷi represents the output 
precipitation value.

Also, the variance of error was evaluated using root mean 
square error (RMSE) as following:

where SSE is the abbreviation of sum squared error, and it 
can be calculated as follows:

It should be noted that if the value of RMSE is closer to 
zero, then the model will be more efficient (Nourani et al. 
2009a). Moreover, to evaluate the performance of data intel-
ligence models objectively, scatterplot, time series plot, box-
plot, and Taylor diagram were utilized.

(14)R2 =

∑N

j−1

�
ŷi − yi

�2

∑N

j−1

�
yi − yi

�2

(15)yi =
1

N

N∑

i−1

yi

(16)RMSE =

√
SEE

N

(17)SEE =

N∑

i=1

(
yi − ŷi

)2

Fig. 5   Schematic view of WANN and WGEP models

Fig. 6   Autocorrelation function (ACF) and partial autocorrelation function (PACF) of monthly precipitation data in Ardabil station
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Results and discussion

The main motivation of the current study was the explora-
tion of a reliable data intelligence model for precipitation 
forecasting. This section covers the evaluation and assess-
ment of the developed forecasting models. The statistical 
measures of ANN, GEP, WANN, and WGEP models for 
validation, corresponding to 5 input combinations (i.e., 
8–12 Eqs.) that incorporated the correlated lead times of 
the historical memory precipitation, are reported in Table 2. 
The performance of designed models shows that in Ardabil, 
Khalkhal, Meshginshahr, and Parsabad stations, the perfor-
mance of ANN and GEP models is very poor for various 
five input combinations, but pre-processing applied by wave-
let transform has improved the performance of all models; 
so that in Ardabil station corresponding to input (v) (the 
best input combination in this station), the values of ANN 
and GEP models are equal to 0.29 and 0.22 in terms of R2, 
respectively, while the values of WANN and WGEP models 
at this station corresponding to input (v) are equal to 0.88 
and 0.79 for the R2 index, respectively. It is because WANN 
and WGEP models record long, medium, and low patterns 
in themselves, while ANN and GEP models are only able 
to record low time-series patterns. The superiority of appli-
cability and performance of WANN and WGEP models to 

ANN and GEP models in three other stations for various 
input combinations are presented in Table 2 because of the 
pre-processing applied by wavelet analysis on the input vari-
ables of the reference model resulting in the better learning 
of network.

Among different input combinations, input (v) has indi-
cated the best performance corresponding to four proposed 
models in Ardabil station that the best performance is also 
related to the WANN model for which the values of R2 and 
RMSE are equal to 0.88 and 7.13 mm, respectively. There-
fore, it is concluded that the more the value of delay in this 
station is, the applicability of models will be higher. This is 
also evidenced by the necessity of long historical informa-
tion to build the learning process of the forecasting models 
at this station.

Although in Khakhal station, increasing produced delay, 
the results of ANN and WANN models have been improved 
(input (v)), this delay has not affected the performance and 
applicability of GEP and WGEP models. According to the 
results, input combination (iii) has the best performance in 
terms of R2 and RMSE indices for these two models. In the 
Khakhal station, the WANN model has the best efficiency 
with R2 = 0.91 and RMSE = 6.04 mm.

The conditions of Meshginshahr and Parsabad stations 
were observed to be similar to each other in terms of the 
performance of reference models so that for ANN and GEP 

Table 2   Statistical measures of 
ANN, GEP, WANN, and WGEP 
results at validation period for 
four considered stations

NH† number of hidden layers
Bold values refer to the best value of each criteria

ANN GEP WANN WGEP

Station Inputs NH† RMSE R2 R2 RMSE NH† RMSE R2 R2 RMSE

AL 1 7 23.06 0.12 0.09 40.34 8 17.90 0.21 0.31 16.80
2 6 24.41 0.11 0.17 29.32 7 13.62 0.56 0.57 15.36
3 10 25.72 0.10 0.12 31.55 2 9.34 0.76 0.60 14.13
4 7 21.24 0.16 0.18 20.33 3 7.55 0.85 0.74 13.06
5 9 19.47 0.29 0.22 19.82 2 7.13 0.88 0.79 12.48

KL 1 9 29.17 0.15 0.29 28.11 9 17.19 0.32 0.36 16.82
2 8 33.02 0.06 0.31 23.05 6 10.67 0.70 0.41 15.32
3 3 21.35 0.29 0.36 19.00 1 9.30 0.78 0.83 8.32
4 3 27.92 0.15 0.26 26.79 6 9.27 0.80 0.69 10.41
5 1 17.00 0.34 0.28 27.80 1 6.04 0.91 0.63 10.89

MR 1 10 45.06 0.09 0.13 33.20 9 18.14 0.60 0.58 18.24
2 8 31.65 0.11 0.18 31.17 8 13.98 0.76 0.79 11.06
3 3 23.40 0.19 0.23 24.01 9 13.08 0.69 0.73 11.47
4 2 23.99 0.14 0.19 28.82 3 6.57 0.92 0.81 10.18
5 6 38.09 0.06 0.11 36.52 2 9.51 0.82 0.68 12.03

PD 1 9 29.84 0.12 0.17 21.07 1 16.42 0.66 0.40 18.30
2 9 31.02 0.08 0.14 33.58 4 19.07 0.59 0.57 17.74
3 2 25.59 0.21 0.19 23.79 3 12.82 0.73 0.61 15.49
4 2 28.06 0.18 0.07 35.28 2 8.56 0.87 0.82 9.94
5 9 30.21 0.10 0.07 34.91 2 10.21 0.76 0.77 12.02
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models, input (iii) indicates the best performance and for 
WANN and WGEP models; input (iv) has the best perfor-
mance. Among intelligent models, the best performance in 

Meshginshahr station is related to the WANN model for 
which the values of R2 and RMSE indices are equal to 0.92 
and 6.57 mm, respectively; also, this model indicates the 

Fig. 7   Predicted and observed precipitation time series for various applied models at Ardabil station

Fig. 8   Scatterplots of validation 
phase at Ardabil station for a 
ANN, b GEP, c WANN, and d 
WGEP models
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Fig. 9   Scatterplots of validation 
phase at Khalkhal station for a 
ANN, b GEP, c WANN, and d 
WGEP models

Fig. 10   Scatterplots of valida-
tion phase at Meshginshahr 
station for a ANN, b GEP, c 
WANN, and d WGEP models
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Fig. 11   Scatterplots of valida-
tion phase at Parsabad station 
for a ANN, b GEP, c WANN, 
and d WGEP models

Fig. 12   Boxplots of the observed rainfall compared with simulated rainfall using ANN, GEP, WANN, and WGEP models for different stations a 
Ardabil, b Khalkhal, c Meshginshahr, and d Parsabad, during the test period
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best efficiency among intelligent models in Parsabad sta-
tion that the values of R2 and RMSE are equal to 0.87 and 
8.56 mm, respectively.

The observed and forecasted precipitation time series for 
different models at Ardabil station is shown in Fig. 7. Fur-
thermore, Fig. 8 shows the scatterplots of different models 
in the Ardabil station during the validation phase. It should 
be mentioned that the solid and dotted lines shown in Fig. 8 
are the line 1:1 and trend line of the data, respectively. In 
Ardabil station, according to Fig. 7, the WANN model has 
forecasted most peak precipitations lower than real val-
ues; in other words, peak precipitations have been under-
estimated. On the contrary, as it is indicated in Fig. 7, the 
ANN model has forecasted most precipitation values higher 

than observed values, and generally, they have been over-
estimated. Unlike two other mentioned models, GEP and 
WGEP models have not overall forecasted peak values of 
precipitations well (Figs. 7, 8).

At Khalkhal station, according to the scatters drawn in 
Fig. 9 it can be concluded that the hybrid wavelet–artifi-
cial neural network model has performed better than other 
models, so that it has been able to forecast extreme values, 
but in this model with increasing precipitation values, over-
estimation has occurred. Also, according to the other scatters 
related to Khalkhal station, it can be noted that the perfor-
mance of ANN and GEP models is not appropriate; also in 
WGEP until the values of precipitation are low, forecasted 
values are appropriate. In Meshkinshahr station, the scatters 

Fig. 13   Graphical presentation of the performance (Taylor diagram) for different models, namely ANN, GEP, WANN, and WGEP for different 
stations a Ardabil, b Khalkhal, c Meshginshahr, and d Parsabad, during the test period
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related to GEP and ANN models indicate that the perfor-
mance of these two models in the estimation of precipitation 
is not appropriate, while the scatters related to WGEP and 
WANN models show that in the maximum values of precipi-
tation, overestimation has been occurred (Fig. 10).

At Parsabad station, the best model was obtained using 
WANN model as it could forecast the extreme values, accu-
rately. However, this model forecasting was not performed 
well, and over-estimation has occurred. It should be noted 
that in the WGEP model, for the low values of precipitation 
the accuracy of forecasting is nearly appropriate, but with 
increasing the values of precipitation, forecasted values are 
not appropriate (Fig. 11).

Based on the chaotic behavior of hydrological variables 
(i.e., precipitation), the cross-validation of models consider-
ing the distribution of observed and simulated methods is 
important. In this regard, boxplots are useful to demonstrate 
the forecasts of applied models compared to the original 
time series. Figure 12 shows the boxplots to indicate the 
degree of overall spread of forecasted and observed pre-
cipitation data with the values of the respective quartiles. 
Figure 12, at Ardabil station, shows the WANN forecasted 
precipitation median, quintiles, and data ranges somewhat 
similar to the observed values. In this station, WGEP has 
been found to over-estimate the higher precipitation values. 
In the Khalkhal and Parsabad stations, WGEP model fore-
casts closely resembled the observed precipitation with a 
slightly lower interquartile range. Regarding the Meshgin-
shahr station, it was found that ANN model showed lower 
and median values closer to observed data and the forecast-
ing of other models have some fluctuations to mimic the 
observed values.

The performance of various applied data intelligence 
models was also evaluated using graphical presentation 
(i.e., Taylor diagram) for checking the agreement between 
models and observations, shown in Fig. 13. Some model 
statistics including correlation centered RMSE difference 
and standard deviation are presented using the Taylor dia-
gram (Taylor 2001). The visualization of Fig. 13 showed that 
WANN model results were closer to the reference point on 
the standard deviation axis than the ANN, GEP, and WGEP 
model results that reaffirm the better performance and accu-
racy of the WANN model.

Conclusion

In this study, the comparison of four data intelligence mod-
els (i.e., ANN, GEP, WANN, and WGEP) was investigated 
for monthly precipitation forecasting. Historical datasets 
were obtained from four stations (i.e., Ardabil, Khalkhal, 
Meshginshahr, and Parsabad) in Iran and were used for 
this investigation. The statistical correlation analysis was 

adopted for the determination of the lag numbers. The mod-
els were evaluated using statistical and graphical indicators. 
The forecasting models were initiated using five different 
input combinations including different lags information. 
The results confirmed that among various input combina-
tions, at Ardabil station, input (v) performed better than 
four other inputs in which the WANN model was the most 
applicable one. Furthermore, at the other three stations, 
the WANN model was more efficient than the standalone 
models. Similarly, in the researches performed by Nou-
rani et al. (2009a), Arab Amiri et al. (2016), Zhang et al. 
(2018) and Ghamariadyan and Imteaz (2021), the WANN 
model was identified as the superior model compared to the 
other models for monthly rainfall prediction. The forecast-
ing performance was obtained for Khalkhal, Meshginshahr, 
and Parsabad stations corresponding to (v), (iv), and (iv) 
input combinations, respectively. The results showed that 
the accuracy of the ANN and GEP model is not reliably 
with confident level of accuracy. It can be concluded that 
the combination of the wavelet method with ANN and GEP 
models results in improvements in the forecasting of pre-
cipitation time series. This is due to the decomposing the 
main time series into multi-scale sub-monthly signals. For 
example, at the Khalkhal station, the value of R2 obtained 
from the ANN model in input (v) was equal to 0.34 while 
this index was obtained 0.91 using the WANN model. Also, 
the values of R2 in the Meshginshahr station determined by 
GEP and WGEP for input (ii) were 0.07 and 0.81, respec-
tively. Another result of this study is the forecasting of peak 
precipitation values. It can be claimed that ANN model over-
estimated the forecasting of precipitation time series, while 
these time series were under-estimated by WANN model, 
whereas GEP and WGEP were not overall appropriate for 
forecasting the peak time series. These methodologies can 
be simply applied for enabling the design of similar prob-
lems in the field of water resources engineering and applied 
as a hybrid alternative to improve other hydrological models 
such as regionalization watersheds techniques.
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