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Abstract: Artificial Intelligence (AI) and allied disruptive technologies have revolutionized the sci-

entific world. However, civil engineering, in general, and infrastructure management, in particular, 

are lagging behind the technology adoption curves. Crack identification and assessment are im-

portant indicators to assess and evaluate the structural health of critical city infrastructures such as 

bridges. Historically, such critical infrastructure has been monitored through manual visual inspec-

tion. This process is costly, time-consuming, and prone to errors as it relies on the inspector’s 

knowledge and the gadgets’ precision. To save time and cost, automatic crack and damage detection 

in bridges and similar infrastructure is required to ensure its efficacy and reliability. However, an 

automated and reliable system does not exist, particularly in developing countries, presenting a gap 

targeted in this study. Accordingly, we proposed a two-phased deep learning-based framework for 

smart infrastructure management to assess the conditions of bridges in developing countries. In the 

first part of the study, we detected cracks in bridges using the dataset from Pakistan and the online-

accessible SDNET2018 dataset. You only look once version 5 (YOLOv5) has been used to locate and 

classify cracks in the dataset images. To determine the main indicators (precision, recall, and mAP 

(0.5)), we applied each of the YOLOv5 s, m, and l models to the dataset using a ratio of 7:2:1 for 

training, validation, and testing, respectively. The mAP (Mean average precision) values of all the 

models were compared to evaluate their performance. The results show mAP values for the test set 

of the YOLOv5 s, m, and l as 97.8%, 99.3%, and 99.1%, respectively, indicating the superior perfor-

mance of the YOLOv5 m model compared to the two counterparts. In the second portion of the 

study, segmentation of the crack is carried out using the U-Net model to acquire their exact pixels. 

Using the segmentation mask allocated to the attribute extractor, the pixel’s width, height, and area 

are measured and visualized on scatter plots and Boxplots to segregate different cracks. Further-

more, the segmentation part validated the output of the proposed YOLOv5 models. This study not 

only located and classified the cracks based on their severity level, but also segmented the crack 

pixels and measured their width, height, and area per pixel under different lighting conditions. It 

is one of the few studies targeting low-cost health assessment and damage detection in bridges of 

developing countries that otherwise struggle with regular maintenance and rehabilitation of such 

critical infrastructure. The proposed model can be used by local infrastructure monitoring and re-

habilitation authorities for regular condition and health assessment of the bridges and similar infra-

structure to move towards a smarter and automated damage assessment system. 
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1. Introduction 

In this modern era of transportation, where flyovers, bridges, and underpasses are 

common features of almost all cities, there is a need for a compelling monitoring and man-

agement system to assess the health of critical city infrastructure. Any damage to these 

structures, particularly bridges, may reduce their lives and induce the risk of collapse that 

can cause economic and physical damage [1]. Therefore, it is imperative to have stronger 

and safer bridges to minimize the financial losses in associated rehabilitations and save 

human lives that may be lost to pertinent disasters. Over time, these bridges can develop 

cracks due to aging, weathering, and improper loading. Identification of such cracks is 

crucial for determining the health of the bridges. 

Millions of dollars are spent annually on special equipment and hiring human visual 

inspectors to discover cracks in civil infrastructures such as roads, bridges, and buildings 

[2]. However, these methods are costly, time-consuming, and prone to errors. Many re-

searchers have tried to automate these manual, time-consuming methods to ensure accu-

rate and reliable damage assessment and evaluation. Techniques such as image pro-

cessing [3], computer vision [4], and classical machine learning [5] have been tested and 

leveraged; however, these methods have their limitations [2,6]. Further, most, if not all, of 

these studies have been conducted in developed countries that do not have budget con-

straints. Such studies have rarely been conducted in developing countries that constantly 

struggle with meeting their economic needs. 

Recently AI-powered disruptive technologies [7], deep learning-based convolutional 

neural networks (CNN) [8,9], and other object detection techniques have been used for 

crack detection [10]. For example, Chen et al. [11] used CNNs for multi-category damage 

detection and recognition of reinforced concrete bridges using test images in China. Sim-

ilarly, Li et al. [12] used drones and Faster regions with CNNs (Faster-RCNN) to detect 

cracks in bridges. Some common issues with CNN-based crack detection techniques in-

clude high training parameters and complicated network architectures [13]. Object detec-

tion methods are investigated to solve these issues [14]. One-stage and two-stage are the 

two common types of object detection models. The one-stage models have a single-shot 

multibox detector (SSD) [15] and a series of You only look once (YOLO) [16]. Two-stage 

models include Faster-RCNN [17] and spatial pyramid pooling network (SPP-NET) [18]. 

The object regions detection network is trained following the region proposal network 

(RPN) training in a two-stage model training procedure [19]. The two-stage model has a 

high degree of precision but a lower speed. 

In comparison, initial anchors are utilized in a one-stage model to predict the class 

and locate the object’s area to complete the detection process without employing RPN and 

achieve end-to-end object detection. These one-stage models offer high speed but low pre-

cision. Overall, the main issues with object detection are the algorithms’ accuracy and 

speed [20]. A critical technical challenge in this context is balancing the detection’s effi-

ciency and accuracy. 

With the recent introduction of the YOLOv5, a sophisticated architecture, object de-

tection challenges are minimized due to its high detection accuracy and inference speed 

[21]. Accordingly, in this research, we used the YOLOv5. The corresponding architecture 

comprises the backbone, the neck, and the head. The model uses Cross Stage Partial Net-

works (CSPNET) as the backbone to extract the vital feature from an input image. Next, a 

path aggregation network (PANet) generates the feature pyramids. Feature pyramids 

help the models to generalize unseen data with more precision. The final detecting step is 

carried out using the model head. It uses anchor boxes on the features and produces final 

output vectors that include bounding boxes, objectness scores, and class probabilities. 

YOLOv5 has four models or variants: YOLOv5s, YOLOv5m, YOLOv5l, and YOLOv5x. 
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1.1. Motivation and Research Gap 

Historically, critical city infrastructures such as bridges have been monitored 

through manual visual inspection, which needs human access to these areas and costly 

high-tech gadgets. Access may be restricted due to poor weather, congested traffic, lack 

of skilled human resources, special equipment, hard terrains, and other physical con-

straints [22]. Further, this manual assessment method relies on the knowledge of human 

experts, so it is prone to errors and manipulation. This process is costly, time-consuming, 

and inconsistent due to the involvement of multiple parameters [23]. Furthermore, during 

the inspection, traffic is blocked for many hours, causing disruptions to travel plans, emer-

gency responses, and other service providers. Therefore, civil infrastructure monitoring 

and assessment must be automated to ensure swift, accurate, and reliable service provi-

sion capable of detecting structural damage and avoiding potential disasters. However, 

such systems rarely exist, and their absence is particularly evident in developing coun-

tries. The lack of such automated systems results in undetected cracks and damage to 

critical city infrastructure, which are only uncovered after tragic incidents with financial 

and health implications. 

Another key reason for selecting the current study topic is the lack of such research 

in developing countries. For example, a key concern in developing countries, such as Pa-

kistan, is the deteriorating condition of its critical city infrastructure, such as bridges [24]. 

The poor bridge conditions lead to financial and economic problems and loss of human 

lives, in addition to traffic problems and accidents. This is evident from multiple critical 

bridges collapsing in the last two decades, resulting in several casualties and putting a 

financial burden on the country’s strained economy. Accordingly, a research gap is pre-

sented whereby such a system should be developed for developing economies. This gap 

is humbly targeted in the current study, where a developing country (Pakistan) is used as 

a case study for developing a smart and automated system for infrastructure manage-

ment. 

It is imperative to have stronger and safer bridges to avoid the loss of finances in 

associated rehabilitations and human lives that may be lost to collapse-related disasters. 

These aims align with modern smart city initiatives where more smart, sustainable, and 

resilient infrastructure is at the forefront of such smart cities. 

1.2. Reasons for Selecting Pakistan as a Case Study 

Pakistan has seen regular disasters in the form of bridge collapses due to poor construction quality 

and monitoring, and irregular maintenance schedules. Such collapses have burdened the strug-

gling economy and resulted in the loss of human lives. Many bridges have collapsed over the last 

two decades in Pakistan, causing many casualties [25]. Table 1 shows the location, year, and casu-

alties caused by bridge collapses in Pakistan in the last two decades. 

Table 1. Bridges collapsed in the last two decades in Pakistan. 

Year Name/Location Casualties Ref 

2006 Kalpani Bridge, Marden KPK, Pakistan 70 [25] 

2007 SherShah Bridge, Karachi Sindh, Pakistan 4 [26] 

2007 Northern Bypass Bridge, Karachi, Sindh, Pakistan 10 [27] 

2018 Kundal Shahi bridge, Neelam valley Kashmir, Pakistan 40 [28] 

2018 Jagran Nullah, Neelum Valley Kashmir, Pakistan 25 [29] 

2022 Hassanabad Bridge, Hunza Gilgit-Baltistan, Pakistan - [30] 

2022 Gohati Bridge, Swabi KPK, Pakistan - [31] 

As evident from Table 1, Pakistan has seen regular bridge collapse-related disasters 

and must move towards an automated monitoring system that helps minimize, if not 

eliminate, such deadly disasters. Accordingly, the current study is a humble effort to 
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develop a smart, automated bridge crack monitoring system for developing countries like 

Pakistan. It will help local disaster prevention and infrastructure monitoring authorities 

take proactive actions and avoid potential disasters based on an accurate assessment of 

bridge structures. 

1.3. Research Questions and Objectives 

This study humbly investigated the following research questions: 

1. What types of cracks are present in bridges and similar infrastructure in developing 

countries? 

2. How can bridge cracks be differentiated from images based on their severity and 

segmented to calculate their width, height, and area? 

3. How to develop and test a deep learning system to determine cracks in bridge images 

for developing countries? 

Based on the research question, this study has the following objectives: 

 To detect and differentiate between bridge cracks from images with higher accuracy. 

 To locate, classify, and differentiate cracks based on their severity and segment them 

to calculate the width, height, and area. 

 To develop a deep learning-based approach for determining cracks in the images of 

bridges and infrastructure projects of developing countries. 

The current study addresses the research gap by developing a holistic deep learning-

based system that automates the process of crack and damage detection in bridges using 

images collected from developing countries. In line with the research questions and ob-

jectives, first, the types of cracks in bridge images of Pakistan (a developing country) are 

detected, identified, and differentiated based on their severity. Then, the cracks are seg-

mented to calculate their width, height, and area. Finally, a holistic deep learning-based 

(using YOLOv5 models) model for determining cracks in the images of bridges and infra-

structure projects of developing countries is proposed, tested, and validated using images 

of two case study bridges from Pakistan and the SDNET2018 dataset. 

1.4. Novelty and Potential Contribution 

There is a twofold novelty in this study. First is the lack of research on bridge crack 

detection in developing countries, and second is innovation in the study method. YOLOv5 

is used in this study for crack detection, and U-Net is used for crack segmentation. Such 

a combination has not been reported so far for the same purposes in the reviewed litera-

ture. Accordingly, this study presents a novel approach to investigating the cracks in civil 

infrastructure, particularly bridges, based on a recently introduced deep learning model 

(YOLOv5). Such a holistic study has not been reported in the context of developing coun-

tries (especially Pakistan). Further, the technique (YOLOv5 s, m, l) adopted in this study, 

the sample size, and the types of cracks in case study areas are exclusive to this study, 

making it a nascent and novel approach for the holistic determination and assessment of 

cracks in bridge and infrastructure projects of developing countries. 

This study is relevant to the national needs of Pakistan and other developing coun-

tries and humbly contributes to local development. It will help boost tourism by monitor-

ing and improving the conditions of bridges in remote areas, where calling in a specialist 

inspector can be very expensive. The collected images can be remotely assessed, and cor-

rective measures can be recommended. Similarly, in urban areas, it can help monitor the 

health of critical infrastructure such as bridges to avoid collapses, control associated eco-

nomic losses, and save human lives. Further, it will help deal with emergencies, outline 

local bridges and road maps for victim evacuation, and prepare for natural disasters. 

Overall, this study humbly contributes to knowledge of critical city infrastructure such as 

bridges, city and regional planning, and structural health monitoring. 
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1.5. Organization of the Paper 

The rest of the paper is organized as follows. Section 2 presents the pertinent litera-

ture on the topic under investigation. It explains different types of bridge cracks and im-

age-processing methods for crack detection and segmentation, including classical and 

modern deep learning and machine learning methods. Section 3 presents the holistic 

method and associated steps adopted in this study. Section 4 presents the experiment de-

sign, associated measures, results of the study, and comparison of the results with existing 

methods. Finally, Section 5 concludes the study, presents the key takeaways, and outlines 

the limitations and future direction for expanding the current study. 

2. Related Literature 

Bridges are critical city infrastructures that play a significant role in society and a 

country’s economy [2]. They are constructed over rivers, valley roads, etc. Raw materials, 

everyday consumables, and manufactured items can be shipped to factories, suppliers, 

warehouses, distributors, retailers, and customers using bridges. Bridges also facilitate 

travel, allowing people to shop for goods and services within and outside their towns [22]. 

When a bridge is closed, the local economy either sputters to a standstill or slows signifi-

cantly due to longer traveling routes and times, all adding to the end prices of the 

goods/services. Thus, bridges are important structures that need regular monitoring, 

maintenance, and rehabilitation to be serviceable and minimize damage to the economy 

and human lives (in case of collapse). 

2.1. Types of Cracks in Bridges 

Over time, different types of damage occur in bridges. The scope of this study is lim-

ited to cracks (as a type of damage) in bridges. Accordingly, the most common types of 

cracks are discussed below: 

1. Load-induced cracks [32]: These are produced in concrete bridges when subjected to 

standard static, dynamic, and secondary pressures. There are two main types of load 

cracks: secondary stress cracks and direct stress cracks. 

2. Temperature change-induced cracks [33]: Concrete exhibits thermal expansion and 

contraction in response to temperature changes. Temperature changes are generally 

a result of annual temperature variations, sunshine, sudden cool-off, heat hydration, 

etc. The concrete will deform when the structure’s internal or external temperature 

changes. The structures experience stress if the deformation is constrained. A tem-

perature crack in concrete will appear when the applied stress exceeds its tensile 

strength. Temperature stress in some long-span bridges may approach or surpass the 

live load stress. Such temperature cracks are distinguished from other cracks primar-

ily by their ability to grow or contract in response to changes in temperature. 

3. Shrinkage-induced cracks [34]: These cracks are caused by concrete shrinkage. The 

two most common types of concrete shrinkage are plastic and dry. Other types in-

clude spontaneous and carbonization shrinkage. 

4. Ground deformation-induced cracks [35]: A structure can experience additional 

stress due to the foundation’s unequal vertical settlement or horizontal displacement, 

which exceeds the tensile strength of the concrete and causes structural cracking. 

Some common causes of such uneven settlement include greater variations in 

soil/ground quality, enormous structural load variation or unequal distribution, var-

ying types of foundations, melting or freezing of foundation/footings, varying foun-

dation factors after bridge construction, etc. These reasons cause ground deformation 

that leads to cracks in bridges. 

5. Steel corrosion-induced cracks [36]: Steel bars can be corroded due to oxidation. Car-

bon dioxide can carbonize the concrete’s protective layer on the steel bar’s surface 

because of the concrete’s poor quality or the inadequate thickness of the protective 

layer, reducing the concrete’s alkalinity around the steel bar. Another reason can be 
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that the steel bars are surrounded by a high concentration of chloride ions due to 

chloride’s intervention. The rust and corrosion reactions are amplified by membrane 

damage, the iron ions in the steel bar, oxygen, and water entering the concrete. The 

volume of the rusted iron hydroxide is then about two to four times greater than the 

original, causing expansion stress on the surrounding concrete. This leads to the 

cracking and peeling of the concrete’s protective layer. As a result, the steel bars de-

velop cracks along their longitudinal axis, and the concrete surface is gradually cor-

roded. 

6. Material quality-induced cracks [37]: Such cracks are caused due to the lower quality 

of construction materials such as cement, sand, aggregate, mixing of water, and ad-

mixtures. 

7. Construction process-induced cracks [38]: A lower-quality construction, transporta-

tion, pouring, or hoisting process, inexperienced workforce, and poor on-site quality 

management can lead to vertical, horizontal, oblique, and other geometric distortions 

leading to the development of surface, deep, or penetrating cracks of variable width. 

2.2. Image Processing Models for Detecting Cracks 

Different optimization and deep learning models have been developed to address 

construction engineering problems such as crack detection and earth moving [39]. Re-

searchers have utilized different methods of crack detection based on image processing 

techniques. Techniques such as extreme gradient boosting (XGBOOST), deep neural net-

works, and random forests have been used by various researchers in relevant studies [40]. 

Table 2 presents some of the relevant image processing models, data acquisition sources, 

and datasets, and their advantages and limitations are subsequently explained. 

Table 2. Image Processing Models. 

Model Source/Device Dataset Domain Advantages Limitations Results 

Image filtering- 

(Gabor Filter) 

[41] 

Canon IXUS 

80 IS 

5 images 

336 × 339 pixels 
Pavement 

Detect multidirectional 

cracks 

The results are 

presented 

using only 5 im-

ages 

Precision = 95% 

Image filtering  

(Particle Filter) 

[42] 

IP camera 

14 

images 

12 MP camera 

Civil struc-

ture 

The dimensions of the 

crack are determined us-

ing a single camera 

- 
Range of error = 

7.51% to 8.59% 

Image filtering 

and GP 

[43] 

Digital camera 

17 images 

(Variable resolu-

tions) 

Concrete 

Accurately detects cracks 

in the surface images cap-

tured in diverse condi-

tions 

- Accuracy = 80% 

Beamlet Trans-

form [44] 
Digital camera 

Images of 256 × 

256 pixels 
Pavement 

A robust method for crack 

extraction 

Unable to deter-

mine the crack 

width  

Fast and noise-re-

sistant approach 

Shi-Tomasi Algo-

rithm 

[45] 

Consumer-grade 

digital 

camera 

Real-time detec-

tion 
Steel bridge 

Robust to various lighting 

situations and compli-

cated textures 

Accuracy is af-

fected by the 

camera resolu-

tion 

- 

2.2.1. Image Filtering Techniques 

The challenge of crack detection is further exacerbated by the highly textured sur-

faces of certain concrete materials. To address this problem, Salman et al. [41] presented 

an image processing-based method to identify multidirectional pavement cracks using a 

Gabor filter and attained 95% detection precision. A Gabor filter is a type of linear filter 

that examines the texture of a region to identify the existence of content with a particular 

frequency that is oriented in a specific direction. This method works very well to identify 

cracks in pavements with rich textures. 
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To detect the cracks in images, statistical techniques have also been used. Lins and 

Givigi [42] employed statistical filtering to detect cracks and determined their width and 

length using the particle filter as an image processing method. This filter is designed to 

monitor the objects in clutter. A vector represents the position of every object at a given 

time t. This approach records errors ranging from 7.51 to 8.59 percent. The total number 

of crack pixels identified is multiplied by the pixel’s resolution to calculate each crack’s 

length and width. The angle of the crack is determined by drawing a line between any of 

the two locations on the crack and applying rules of trigonometry. 

Similarly, other image filtering techniques include a line filter developed by Fujita 

and Hamamoto [46]. A line filter is a multi-scale filter that uses a Hessian matrix and is 

applied to images to make cracks more noticeable. Multi-scale Hessian filtering is helpful 

for the improvement and segmentation of small cracks in 3D image data. A probabilistic 

relaxation approach is applied to the resulting image to find its cracks. Adaptive thresh-

olds are used to increase crack detection’s precision. This system depicted an accuracy of 

99.03% in the relevant study by Fujita and Hamamoto [46]. Likewise, Yeum and Dyke [47] 

used the Frangi filter along with an added median filter, the canny edge detector, and 

dilate operators to detect cracks in bridges. The system has a detection rate of 98.7%, 

demonstrating its effectiveness. 

2.2.2. Beamlet Transform 

Ying and Salari [44] proposed the Beamlet transform technique to identify and clas-

sify cracks in pavement images. A Beamlet is an arrangement of line segments at various 

scales, angles, and places. Using this technique, it is possible to extract linear features such 

as edges and lines from the images. It effectively identifies cracks, curvilinear features in 

the textured surface, and noisy images of pavements. The extracted parts of the crack are 

connected to create complete cracks that are classified into one of four categories: horizon-

tal, vertical, transversal, and block cracks. 

2.2.3. Shi-Tomasi Algorithm 

Kong and Li [48] recorded videos of steel bridges and used the Shi-Tomasi algorithm 

for crack detection. In every frame of the video, different features caused by cracks open-

ing and closing are observed. To detect cracks, the gaps in the surface movement of the 

parts of the bridge were identified in the video. The results demonstrated the robustness 

and effectiveness of this technique in different lighting conditions. A key limitation of this 

method is the increased dependency on the camera resolution, as the accuracy was re-

duced on low-resolution videos [45]. 

2.3. Classical Machine Learning Methods 

Table 3 lists some relevant studies about classical machine learning for crack detec-

tion, classification models, data acquisition sources, and datasets, and their advantages 

and limitations are subsequently explained. 
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Table 3. Classical Machine Learning Methods. 

Model Source/Device Dataset Domain Advantages Limitations Results 

Gaussian Models, K-

means clustering [49] 
Digital camera 

84 images 

1536 × 2048 pixels 
Road 

Crack width is accu-

rately determined 

Narrow cracks are 

not accurately de-

tected 

F-Measure = 

97% 

SVM, MDNMS 

[50] 

Line scan 

camera, laser 

beams 

7250 images, 

4000 × 1000 

pixels 

Road 

Easily distinguish be-

tween the 10 types of 

pavements  

- 

Precision = 

98.29% 

Recall = 

93.86% 

SVM, Random 

Forests 

[51] 

CDN and 

AigleRN 

datasets 

38 CDN, 118 

AigleRN images 

480 × 320 pixels 

Road 
Reliable for noisy im-

ages 

There is no meas-

urement of crack 

width 

Precision = 

96.73% 

2.3.1. K-Means Clustering 

K-means clustering is an example of an unsupervised learning algorithm. In contrast 

to supervised learning, this clustering does not use labeled data. Instead, it divides objects 

into k clusters based on similarities between them and differentiates them from objects in 

other groups. This algorithm has two main tasks; it uses an iterative technique to select 

the best value for the centroids and then allocate each data point to the nearest k-center. 

A cluster is formed by the data points close to the specific k-center. Oliveira and Correia 

[52] used a crack detection and classification method without manually labeling the da-

taset images. Eighty-four images of the road were captured using a digital camera to train 

the model. The combinations of the two Gaussian models and the K-means clustering 

method were evaluated to find cracks in the input images. The result showed that the 

mixture of the Gaussian model had the best F-Measure (93.5%) and the lowest error rate 

(0.6%). In addition, this method achieved a recall performance of 95.5%. The identified 

cracks are categorized as longitudinal, transverse, or other types. This is accomplished by 

evaluating the connecting elements of each crack and computing the skeleton of the crack. 

The width of the crack is calculated using the skeleton. The system’s poor accuracy in 

detecting small cracks (less than 2 mm width) is a key drawback. 

2.3.2. Support Vector Machines (SVM) 

Support Vector Machine (SVM) is an example of a supervised learning method. The 

SVM method aims to find a hyperplane in the N-dimensional space that distinctly catego-

rizes data points. The number of features determines the hyperplane’s dimension. SVM 

has been used to detect road distress by Gavilan et al. [51]. A vehicle equipped with line 

scan cameras, laser beams, and the necessary hardware and software for scanning and 

storage was used to capture and process road images. A multiple directional non-mini-

mum suppression (MDNMS) approach is used to detect cracks after image preprocessing. 

A linear SVM classifier is employed to distinguish between various pavements to choose 

the best parameters for detecting cracks. By adapting pavement-specific parameters, the 

crack-detecting algorithm performed better and achieved 98.29% precision and a recall of 

93.86% in the relevant study by Gavilan et al. [51]. 

2.3.3. Random Structured Forests 

A random forest comprises various independent decision trees that work together as 

an ensemble. Every tree in the random forest spits out a class forecast. The class that re-

ceives the most votes becomes the model’s prediction value. For such models, low corre-

lations between the predictions of the individual trees are required. Further, there is a 

need for actual signals in the attributes so that models built using such attributes perform 

better than random guessing. Shi et al. [50] used random forests to address the issue of 

crack intensity heterogeneity in road images. Integral channel characteristics were used 

to locate cracks in the pictures. A random structured forest approach was then used to 
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detect cracks. This technique can precisely identify arbitrary and complex cracks in im-

ages. Afterward, an SVM model is used to classify cracks according to their type. The 

method attained a precision score of 96.73% for crack classification. 

2.4. Deep Learning Methods 

Recently, there has been a significant increase in the utilization of deep learning mod-

els [53]. Alshboul et al. [54] used a hybrid mathematical and machine learning prediction 

approach to evaluate the impact of external support on green building construction costs. 

In another study, Alshboul et al. [55] used a machine learning-based model to predict the 

shear strength of slender reinforced concrete beams. Aslam et al. [56] used hybrid machine 

learning and data mining algorithms for water quality management. Bae et al. [57] used 

an end-to-end deep super-resolution crack network (SrcNet) to improve computer vision–

based automated crack detection in bridges to address the issues of motion blur and lack 

of pixel resolution. The proposed SrcNet significantly enhanced crack detection using 

deep learning–based super-resolution image generation and automated crack detection. 

The model displayed 24% better crack detection using raw digital images. Table 4 lists 

some relevant studies about deep learning methods for crack detection, classification 

models, data acquisition sources and datasets, and their advantages and limitations. Some 

of these models are subsequently explained. 

Table 4. Deep Learning Methods. 

Model Source/Device Dataset Domain Advantages Limitations Results 

Fully convolu-

tional  

network (FCN) 

[58] 

Open-source data 
4000 images 

224 × 224 pixels 
Concrete 

Accurately iden-

tify the crack 

path 

- 
F1 average and Recall = 

92% 

FCN 

[59] 
Public dataset 

500 annotated 

images 227 × 

227 pixels 

Concrete 

Accurately de-

tect cracks and 

their density  

Challenging when 

the image is too 

noisy  

F1 and average Precision = 

90% 

FCN 

[60] 
Online dataset 

800 plus 

building im-

ages 

Concrete 

wall 

No prepro-

cessing required 

Cannot accurately 

detect thin and im-

age border cracks 

Accuracy = 97.96%, 

Precision = 81.73% 

F1 score = 79.95% 

EMA-Dense 

Net 

[6] 

Public concrete crack 

dataset 

and bridge images, 5D 

Mark IV digital single-

lens reflex camera 

400 bridge & 

800+ concrete 

crack images  

4464 × 2976 

pixels  

Bridge and 

concrete 

Robust and accu-

rate detection  

High-resolution 

images needed 

MPA = 87.42%, MIoU 

92.59% for the public con-

crete crack dataset. MioU = 

79.87%, MPA = 86.35% for 

the bridge damage dataset. 

SSENet [61] 
CMOS surface array 

camera 

6069 images 

224 × 224 

pixels 

Bridge - 

Detection accuracy 

reduces with re-

duced negative 

samples  

Accuracy = 97% 

CNN 

[62] 

CMOS surface array 

camera 

6069 images 

224 × 224 pixels 
Bridge 

Superior perfor-

mance than tra-

ditional models 

- Accuracy = 96.37% 

CNN 

[63] 
DSLR Camera 332 raw images Concrete 

Accurately de-

tect thin cracks 

Extensive training 

is needed  
Accuracy = 98% 

CNN 

[64] 
Smartphone 

500 images 

3264 × 2448 pix-

els 

Pavement 
High detection 

accuracy  

Location variance 

problems  

Accuracy = 91.3%, 

Precision = 90.7% 

CNN 

[65] 

ImageNet 

dataset, bridge images 

6000 

crack, 

600 non-crack 

images 

Bridge 
Good detection 

accuracy 

The severity of the 

crack is not as-

sessed 

Accuracy = 99.1% 
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CNN 

[66] 

ImageNet 

dataset, bridge images 
60,000 images Bridge 

Accurately de-

tect cracks in real 

time 

 

- 

Validation accuracy = 

99.06%, 

Testing accuracy = 98.32% 

DCCN 

[67] 

Mixed online and in-

person data 

CCIC (14,000), 

SDNET (4916), 

BCD (5000) im-

ages 

Concrete, 

bridge 

High accuracy, 

less training time 

Quantitative repre-

sentation of trans-

fer knowledge is 

not studied 

CCIC accuracy = 99.83%,  

BCD = 99.72%, and SDNET  

= 97.07%. 

LinkASSP Net 

[68] 
 Digital camera 732 images Bridge 

Superior detec-

tion of minority 

class  

Cannot assess 

damage in practice 
High F1 score 

YOLOv4-FPM 

[69] 

Digital SLR ca-

mera/UAV -Dajiang 

M210RTK 

376 images Bridge 

Accurately de-

tect cracks in im-

ages of various 

size 

Pruning rate opti-

mization is re-

quired to reduce 

storage space 

-  

SegNet 

[70] 
Online dataset - 

Pavement, 

bridge 

Superior detec-

tion and general-

ization  

A huge dataset is 

required  

Mean average precision 

(mAP) = 83% 

Deep encoder 

decoder  

[71] 

Black box camera 527 images 
Road pave-

ment 

Robust and high 

detection accu-

racy 

Requires a supe-

rior and efficient 

approach to detect 

pixel-level cracks 

Recall = 77.68%, precision = 

71.98% 

GoogleNet, 

FPN [72] 
Canon digital camera 

128,000 images, 

224 × 224 pixel 

Civil 

structures 

Accurately de-

lineate cracks 
Time-consuming 

Precision = 80.13% 

Recall = 86.09% 

F-Measure = 81.55% 

SSD Inception 

V2, SSD Mo-

bileNet 

[73] 

Smartphone 9053 images Road Cost-efficient 
Extensive training 

needed 

 Recall > 71%, 

Precision > 77% 

U-Net 

[74] 
Ordinary camera  

84 images, 

512 × 512 

pixel 

Concrete 
Higher accuracy 

than FCN 

Hyper parameters 

should be artifi-

cially adjusted 

Precision = 90% 

U-Net 

[75] 

CFD and Aigle-RN 

datasets 

118 images 

(CFD), 

38 images 

(AigleRN) 

Pavement 

Accurately de-

tect thin cracks, 

less processing 

time 

- 

CFD Precision = 97.31% 

and 

Recall = 94.28%, Aigle-RN 

Recall = 82.9% and preci-

sion = 93.51% 

 U-HDN 

[76] 

Public dataset (CFD 

and AigleRN) 

118 images 

(CFD), 

38 images 

(AigleRN) 

Pavement 

Accurately de-

tect pavements 

cracks 

Less efficient and 

high computa-

tional cost  

CFD precision = 0.945, and 

Recall = 0.936, Aigle-RN 

Recall = 0.931 and precision 

= 0.921 

Crack DN 

[77] 

Smartphones, ordi-

nary cameras 

12,000 images, 

500 × 356 pixel  
Road 

Easily detect 

sealed and un-

sealed cracks  

 Lower detection 

speed  

Mean average preci-

sion(mAP) > 0.90, 

Accuracy > 0.85 

CrackNet 

[78] 

5,000 3D pavement 

images 

2000 

3D images 
Pavement 

Detect cracks at 

pixel level 

Hairline cracks not 

accurately de-

tected 

Precision = 90.13%, Recall = 

87.63%, F-measure = 

88.86% 

CrackNet II 

[79] 
PaveVison3D system 

3000 

Images 

Asphalt 

pavement 

Robust network 

for detecting 

hairline cracks  

A complex prob-

lem like suppress-

ing cracklike pat-

terns is not solved 

Recall = 89.06%, 

Precision = 90.20%, 

F-measure = 89.62% 

CrackNet-V 

[80] 
PaveVision3D system 

3083 

Images 
Pavement 

Detect fine 

cracks quickly 

Less accurate in 

terms of wide 

crack detection 

Precision = 84.31%, 

F1 score = 87.12%, 

Recall = 90.12% 

 CrackNet-R 

[78] 
PaveVision 3D system 

4000  

Images 
Pavement 

Higher speed 

and accuracy  
- 

 Recall = 95.00%, 

Precision = 88.89%, 

F-measure = 91.84% 
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2.4.1. Convolutional Neural Network 

CNN models combine a convolutional layer, a pooling layer, and a fully connected 

layer [81]. First, the convolutional layer differentiates between crack and non-crack im-

ages by extracting meaningful information from features in input images. The role of the 

pooling layer is twofold. First, it reduces the size of the input images and features by 

down-sampling them. Second, it enables the model to generate features invariant to scale 

and translation. Finally, a fully connected layer takes the output from the previous layer 

as input and maps it to an output label. 

Cha et al. [63] proposed deep learning-based CNN for concrete crack detection. A 

total of 332 raw images were captured using a DSLR camera, out of which 227 images 

were cropped into 4k images with pixel resolutions of 256 × 256 to train the CNN. The 

remaining 55 images with a pixel resolution of 5888 × 3584 were used for testing purposes. 

The model achieved 98% accuracy. The trained CNN scanned the test images using a slid-

ing window method, which allows it to scan images with resolutions higher than 256* 256 

pixels, and a crack map was generated. Ali et al. [82] proposed a deep learning-based crack 

detection method in a concrete tunnel structure using multispectral dynamic imaging 

(MSX). The authors used 3600 MSX images (299 × 299 pixels) to train the modified deep 

inception neural network (DINN) and employed an additional 300 MSX images (299 × 299 

pixels) for validation. The model achieved a training accuracy of 95.5% and a validation 

accuracy of 94% at 1600 iterations. Xu et al. [62] introduced an end-to-end CNN model 

based on Atrous Spatial Pyramid Pooling (ASPP) module and depth-wise separable con-

volution. A total of 2068 images of bridge cracks with a resolution of 1024 × 1024 were 

collected by Phantom 4 Pro’s Complementary Metal Oxide Semiconductor (CMOS) sur-

face array camera. After data preprocessing and data augmentation on sub-images, 6069 

images with a resolution of 224 × 224 were obtained. The model was trained with a total 

of 4856 images and tested on 1213 images. The model’s performance is compared with 

VGGNET and ResNet, where the ASPP model achieves a detection accuracy of 96.37%. 

Qiao et al. [6] used deep CNN with the expected maximum attention (EMA) module 

to detect cracks using 400 images of different bridges, with a resolution of 4464 × 2976 

pixels. These images were captured using a 5D Mark IV digital single-lens reflex camera 

(in Zhuhai, China) and supplemented with more than 800 crack images available publicly. 

As a deep network needs labeled images for supervised learning, so the collected images 

were carefully marked at the pixel level. For the damage feature extraction, the DenseNet 

was redesigned, and the EMA was added in the last polling layer to extract a more de-

tailed feature map. A new loss function was adopted to train the network, which pays 

more attention to the connectivity of the damaged area. The performance of this network 

was compared with other models such as FCN, SegNet, DeepLab v3+, and SDDNet. The 

publicly available dataset had an MPA of 87.42%, MIoU of 92.59%, and precision of 

81.97%. The bridge dataset had an MPA of 86.35%, MIoU of 79.87%, and a precision of 

74.70%. 

2.4.2. Region Proposal Networks 

Region Proposal Network (RPN), a fully convolutional network, predicts the bounds 

of the object and objectness scores at each position simultaneously. To generate a region 

proposal of high quality, the RPN is trained in an end-to-end manner. Cha et al. [63] pro-

posed Faster R-CNN as a type of RPN for detecting multiple cracks in real time. A data-

base of 2366 images, each with a size of 500 × 375 pixels, labeled for five different types of 

damages (concrete crack, steel corrosion in two different degrees (medium and high), bolt 

corrosion, and steel delamination) was created. This database was used to train, validate, 

and test the Faster R-CNN. The results indicated average precision (AP) ratings of 90.6%, 

83.4%, 82.1%, 98.1%, and 84.7% for the five types of damage, with mAP of 87.8%. To eval-

uate and demonstrate the robustness of Faster R-CNN, 11 new images of 6000 × 4000 pix-

els were used. One disadvantage is that a large data sample with a larger range of distance 
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between the damage and the camera is necessary to increase accuracy and construct a 

strong network. 

2.4.3. Fully Convolutional Network (FCN) 

Yang et al. [60] proposed an FCN for crack detection at the pixel level. This network 

consists of up-sampling and down-sampling. Down-sampling uses several layers (convo-

lutional, pooling, and dropout), while up-sampling consists of DE convolutional layers. 

This model detects objects at various scales. Eight hundred images with crack widths 

ranging from one to 100 pixels were collected to train the model. These were comple-

mented with online crack images and existing buildings in the Hurbain chain to train the 

model. For crack segmentation, the model achieved accuracy, recall, and precision equal 

to 97.96%, 78.97%, and 81.73%, respectively. 

Dung et al. [59] proposed a deep FCN for semantic segmentation on concrete images 

to detect cracks and determine their densities. VGG16 was used as a backbone for the FCN 

encoder due to its superior performance to ResNet and InceptionV3 in terms of classifica-

tion of the crack images [83]. Five hundred annotated images from a publicly available 

concrete dataset were used to train the FCN encoder-decoder [59]. The system achieved 

an F1 score and average precision of 90%. 

2.4.4. U-Net 

U-Net, like FCN, employs an encoder-decoder network but with certain variations. 

For example, Liu et al. [74] used a trained U-Net network for concrete crack detection. A 

total of 84 images were captured under different conditions at the campus of Huazhong 

University with a resolution of 512 × 512. The model was trained with 57 images and tested 

with 27 images. The Adam optimizer and focal loss function were used for optimization 

and evaluation, and the performance of the proposed network was compared with 

DCNN. The U-Net proved more efficient than DCNN in terms of reliability, effectiveness, 

and detection accuracy. 

2.4.5. Skip-Squeeze-and-Excitation Networks (SSENets) 

Li et al. [61] proposed Skip-Squeeze-and-Excitation Networks (SSENets) for detect-

ing cracks. The model consists of an SSE module with a skip-connection approach and an 

ASPP module with atrous convolution with multi-sample rates. Skip connection reduces 

the problem of gradient descent, and the ASPP module extracts multi-scale contextual 

information from images. In this way, the accuracy of crack detection can be improved. A 

total of 2068 images of bridge cracks with a resolution of 1024 × 1024 were collected using 

Phantom 4 Pro’s Complementary Metal Oxide Semiconductor (CMOS) surface array cam-

era in the relevant study. After filtering, cropping, and other operations, 6069 images with 

a resolution of 224 × 224 were obtained. The model was trained with 4856 and tested with 

1213 images. The performance of SSENet was compared with ResNet18, ResNet34, and 

ResNet50. The SSENet achieved a detection accuracy of 97%. However, its detection ac-

curacy was reduced when the number of negative samples in the training set decreased. 

2.4.6. CrackNet 

Zhang et al. [78] proposed a CrackNet model based on CNN for automatic crack de-

tection in 3D asphalt surfaces. Unlike the widely used CNN, CrackNet does not contain 

any pooling layers. Hidden layers of this network include convolutional and fully con-

nected layers. The proposed model ensures pixel-level accuracy because the width and 

length of the image remain unchanged throughout all layers. The model was trained with 

1800 and tested with 200 3D pavement images. The method achieved 90.13% precision, 

87.63% recall, and 88.86% F-measure. 
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2.4.7. GoogleNet 

Ni et al. [72] used GoogleNet, a CNN-based model, to automate crack detection. The 

classification of crack feature map fusion and pixel classification was achieved using this 

method. The output was refined using a feature pyramid network (FPN) consisting of 

fusion and convolutional layers that collectively delineate cracks. Although this network 

accurately delineates cracks with a precision of 80.13%, the processing time of the network 

is longer than other methods. 

2.4.8. You Only Look Once (YOLO) 

You only look once (YOLO) is a recently introduced state-of-the-art, real-time object 

detection method. It has different models, such as YOLOv3, YOLOv4, and the very recent 

YOLOv5. The variants include YOLOv5 s, m, l, and x. YOLOv4 has been used to study 

cracks in bridges where 376 images were collected using a digital SLR camera and UAVs. 

The model accurately detected cracks in images of various sizes [69]. Due to its superior 

accuracy and performance, YOLOv5 is used in the current study. More specifically, the 

YOLOv5 s, m, and l models are used in this study; YOLOv5x is not explored. 

3. Materials and Methods 

The method adopted in this study can be divided into three main steps: (1) Data 

preparation (collection, labeling, and sorting), (2) Model training, and (3) Model testing 

and application, as shown in Figure 1. The details of the steps are subsequently explained. 

 

Figure 1. Proposed Methodology. 

3.1. Data Preparation 

The collected data are prepared in multiple steps for pertinent model training and 

testing in this study. The relevant details are discussed below: 

3.1.1. Dataset 

In this research, we used the 1250 images available online in the SDNET2018 database 

(https://digitalcommons.usu.edu/all_datasets/48/ accessed 10 July 2022), comprising 800 

images with large and 450 with small cracks. The resolution of these images is 256 × 256. 

SDNET2018 dataset comprises 56,000 images (256 × 256 resolution) of cracked and 

uncracked concrete bridge walls, decks, and pavements. The dataset’s images consist of 
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various obstructions, such as holes, edges, shadows, surface roughness, and scaling. In 

addition, the dataset contains cracks ranging in size from 0.06 mm to 25 mm. The selected 

1250 images are the ones related to cracks in walls, decks, and pavements only. We also 

collected 120 images of two bridges located in Swabi and Wah Pakistan, consisting of two 

classes: large and small cracks. Overall, 1370 images were used in this study. 

3.1.2. Data Annotation 

Data annotation assigns labels to the datasets for object detection using different 

tools. It is conducted before inputting the dataset into the system to enhance the output’s 

accuracy. This data annotation process aims to label the classes in the dataset and assign 

a class. There are various types of data annotation, including semantic annotation, text 

categorization, image and video annotation, and others. Image annotation is utilized in 

this research. We labeled and annotated the images using the LabelMe ® tool 

(http://labelme.csail.mit.edu/Release3.0/ accessed 25 July 2022). Each image is labeled 

with the polygon method because the cracks generally do not have a fixed shape or size 

and have an uneven structure. Therefore, representing a crack inside one bounding box 

will reduce the system’s accuracy; hence, the polygon method is used. Figure 2 shows a 

sample labeled image of the current study. After labeling the images, these are assigned 

to either of the two set classes: 1 or 0. Class 1 represents a small crack, and 0 represents a 

large crack. 

 

Figure 2. Polygon-based labeling. 

3.1.3. Data Resizing 

Data preprocessing is a fundamental component of deep learning since it enhances 

the quality of the data for better outcomes. Accordingly, as part of the preprocessing, each 

image in the dataset is resized to 640 × 640 resolution, which is the default image size of 

YOLOv5. 

3.1.4. Data Augmentation 

A model may become overfitted if trained on a small sample of images [84]. Overfit-

ting leads to poor generalization; even if training accuracy is good, the testing accuracy 

continuously declines, and the model classifies the data into only one class. Such a model 

may have good training accuracy but poor validation accuracy. To avoid this issue, data 

are augmented before feeding into the model. This increases the quality of samples in the 

dataset. Various augmentation methods include rescaling, cropping, flipping, shifting, 

saturation, and zooming. The dataset used in this research has mainly been augmented 

using rotations (90-degree, clockwise, counterclockwise, or upside down) and cropping. 

The cropping increased the total number of images. 
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As a result of the preprocessing and augmentation, a total of 2270 images comprising 

2069 SDNET2018 images and 201 images of Pakistani bridges with a resolution of 640 × 

640 were obtained for further analysis in this study. 

3.1.5. Data Splitting 

The images are split into the training, validation, and test sets using a ratio of 7:2:1. 

Accordingly, 1423 images were used for training, 427 for validation, and 219 for testing. 

The total number of images in each class is shown in Table 5. 

Table 5. Data classification. 

Step Small Crack Large Crack 

Training 650 773 

Validation 182 245 

Testing 96 123 

Testing on Pakistani bridge images 91 110 

Total 1019 1251 

3.2. Model Description and Functions 

Object detection combines localization and classification to identify and locate the 

objects in images and videos. Cracks have been classified and localized using the object 

detection method in this study, and the YOLOv5 model has been trained and tested ac-

cordingly. The model architecture and testing and training details are discussed below. 

3.2.1. YOLOv5 Architecture 

The YOLOv5 model is a single-stage object detector, as shown in Figure 3. Like every 

other single-stage object detector, it consists of three main parts: backbone, neck, and head 

[21], as subsequently discussed. 

 

Figure 3. Previous YOLOv5 architecture. 
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(1) Backbone 

In YOLOv5, Cross Stage Partial (CSP) Networks are utilized as the backbone to ex-

tract significant characteristics from the input image. In huge backbones, the CSP Dark-

net53 is utilized to solve the problem of repeating gradient information. The integrated 

gradient is transformed into a feature map to slow inference speed. Using the pooling 

layer SPP (Spatial Pyramid Pooling), the fixed size constraint of the network is removed 

in the current study. Further, the Bottleneck CSP is employed to speed up inference while 

reducing the number of calculations. 

(2) Neck 

The feature pyramid structures of FPN and PAN are utilized in the neck network. 

The top feature maps convey strong semantic features to the bottom feature maps using 

FPN. The PAN simultaneously conveys strong localization features from the lower feature 

maps into higher feature maps [85]. Together, these two structures strengthen the feature 

obtained from network backbone fusion, further enhancing the detection performance. 

Up-sampling is used to facilitate the fusion of prior layers. Concat is a slicing layer used 

to slice the prior layers. 

(3) Head 

The final detection is carried out using the head network. It uses anchor boxes on the 

features and produces the final output vectors that include bounding boxes, objectness 

scores, and class probabilities. 

Recently, some changes have been made to the YOLOv5 architecture, as shown in 

Figure 4. The main difference between the previous and the updated YOLOv5 is that the 

focus layer is replaced by a 6 × 6 2D convolution layer in the updated model [86]. This is 

equal to the simple 2D convolutional layer without needing a space-to-depth operation. 

A focus layer with a kernel size of 3 can be described as a convolution layer with a kernel 

size of 6 and stride 2. Another difference between the two variants is that the SPP layer is 

replaced by SPPF, due to which the computing speed has increased by more than two 

times. As a result, this replacement has made the YOLOv5 more effective and faster in 

terms of speed. Besides these, other changes were also made to the YOLOv5, such as bot-

tleneck CSP being replaced by C3. The difference between C3 and CSP is that the convo-

lution after the bottleneck is removed in C3, and the activation function Leaky ReLu is 

replaced by SiLU (Sigmoid Linear Unit) activation function. 
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Figure 4. New YOLOv5 architecture. 

3.2.2. YOLOv5 Variants 

YOLOv5 has four variants: YOLOv5s, YOLOv5m, YOLOv5l, and YOLOv5x, which 

are pre-trained using the COCO dataset. The difference in the four architectures is that of 

the feature extraction module, the network’s convolutional kernels, size, and time of in-

ference. The size of the different versions varies from 14 to 168 MB. In this research, we 

used YOLOv5s, YOLOv5m, and YOLOv5l with transfer learning. 

3.2.3. Activation Function 

The activation function is used to introduce non-linearity in the output of the neu-

rons. This function takes the weighted sum of the features and bias as input and deter-

mines whether to activate the neuron. Different activation functions include Sigmoid, 

Leaky ReLu, Tanh, ReLu, and Softmax. In the YOLOv5 model used in this study, the SiLU 

and Sigmoid activation functions are used. The hidden layers employ the SiLU activation 

function, and the final detection layer employs the Sigmoid activation function. 

3.2.4. Optimization Function 

Two optimization functions are used in the YOLOv5 model of the current study: SGD 

and Adam Optimizer. SGD is the default optimizer for training that has been modified to 

Adam in the command line. 

3.2.5. Cost/Loss Function 

A compound loss is computed for the YOLO family based on the objectness, class 

probability, and bounding box regression scores. In the YOLOv5 model of this study, bi-

nary cross-entropy with the Logits Loss function is used to calculate the loss. The loss can 

also be computed using the Focal Loss function. 

3.2.6. YOLOv5 Model Training 

The labeled data is fed into the three versions of the YOLOv5 model for training in 

the current study. Google Colab Pro+ has been utilized to implement the YOLOv5 model 
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in this study. The YOLOv5 environment and dependencies have been installed in Google 

Colab Pro+ to detect objects (cracks) in the images, and the model was configured accord-

ingly. For model training, the three versions of YOLOv5 used in this study (YOLOv5s, 

YOLOv5m, and YOLOv5l) were defined by one line of code as “custom_YOLOv5s.yaml”, 

“custom_YOLOv5m.yaml”, and “custom_YOLOv5l.yaml”. 

Next, the data configuration file (.yaml) is defined, which contains the details of the 

custom data on which the model is to be trained. In this file, the following variables were 

defined: the path of the test, the training and validation set, the number of classes, and the 

names of classes. The model used in the current study was not trained from scratch, as 

random weights are needed for such training, which consumes extra time and may com-

plicate the computations. Therefore, to save time and simplify the computations, we used 

the pre-trained COCO weights to train our model. Since we used the pre-trained weights, 

we have used the COCO model’s default layers and anchors. Moreover, we trained the 

model at 300 epochs. The model variants, such as YOLOv5 s, m, and l training and vali-

dation outcomes, were documented accordingly, and the mAP values were compared to 

assess the models’ performance. 

3.2.7. YOLOv5 Model Testing 

The trained models of YOLOv5 (s, m, and l) were used to check the model’s perfor-

mance. Two hundred nineteen images from the test data were fed into the trained model 

for testing, and the output cracks were classified and located based on severity level. 

3.3. Segmentation 

The segmentation technique identifies the borders and regions of the objects of inter-

est in the images by labeling each image pixel. In this study, image cracks are the objects 

of interest that have been segmented using the segmentation method. The U-Net model 

has been used to segment the cracks in bridge images of the current study. The segmen-

tation has been split into two phases: training and testing. 

3.3.1. U-Net Model Architecture 

U-Net is a CNN model used for semantic segmentation in the current study. It is 

composed of an encoder and a decoder, as shown in Figure 5. The encoder is a conven-

tional stack of convolutional layers and the max pooling layer, which are utilized to extract 

the context from the image. The decoder makes it possible to locate objects precisely by 

using transposed convolutions. U-Net is an end-to-end FCN and only comprises the con-

volutional layers. There are no dense layers due to which U-Net can be applied to images 

of different sizes. The final prediction layer uses the sigmoid activation function, whereas 

the middle layer uses the ReLu activation function. The loss function is binary cross-en-

tropy loss, and the optimizer used in this study is the Adam optimizer. 

Each golden box in Figure 5 represents a multi-channel feature map. The number of 

channels is shown at the top of the box. At the lower-left corner of the box, the x and y 

sizes are displayed. The arrows denote the various actions, and the white box represents 

the copied feature maps. 
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Figure 5. U-Net Architecture. 

3.3.2. U-Net Training 

The polygon-based labeled data are converted into segmentation masks and fed into 

the U-Net model for training in the current study. Google Colab Pro+ has been utilized to 

implement the U-Net model. The U-Net dependencies and required libraries have been 

installed in Google Colab Pro+ to segment the objects. The model was trained from scratch 

at various epochs. Finally, we used a batch size of 12 and 200 epochs to achieve the best 

training results. 

3.3.3. U-Net Testing 

The trained U-Net model was used to check its performance on the test images. One 

hundred twelve random test data images were fed to the trained model for testing, and 

the output segmentation mask was predicted. Since the output is binary, we assigned an 

intensity of 0 to output pixels with a value of 0 and an intensity of 255 to those with a 

value of 1. 

3.4. Crack Size Measurement 

The segmentation mask obtained from U-Net was assigned to the attribute extractor. 

First, the area of the crack was measured by counting the number of non-zero pixels. Sec-

ond, the width and height of the cracks were measured using a bounding box that best 

fits the crack. The distance from the box edges was used to measure the crack’s width and 

height. Finally, the ratio of width and height was calculated. 

4. Experiment Design, Measures, and Results 

The consideration for testing the YOLOv5 models and associated results are de-

scribed below. 
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4.1. Hardware Configuration 

We utilized the Google Colab Pro + to simulate the proposed object detection tech-

nique. Online Python scripts and codes were run on this platform for applying pertinent 

machine learning and data analysis techniques. For effective data analysis, Google Colab 

Pro+ provides a large size of RAM, disk space, and faster GPUs. As more virtual memory 

is available, the runtime has been improved. Another important feature of Google Colab 

Pro+ is the background execution. Once the training has started, the code runs continu-

ously for up to 24 h without requiring the browser to be active. A GPU of the P100, T4, 

V100, RAM of 52 GB, and the 2x vCPU is used for the current study. The hardware con-

figurations used in the current study are shown in Table 6. 

Table 6. Hardware configuration of Google Colab Pro+. 

Parameter Value 

GPU P100, T4, V100 

CPU 2 × vCPU 

RAM 52 GB 

Background execution yes 

4.2. Performance Measures 

Various model performance measures used in the current study are discussed below. 

 Box Loss: It measures how accurately the algorithm can pinpoint an object’s center 

and the precision of the bounding box enclosing the crack in the tested models. 

 Object Loss: It provides the likelihood of an object appearing in a particular location 

of interest as determined by the objectness score. The image likely contains the object 

if the score is high. 

 Classification loss: A type of cross-entropy that shows how accurately a given class 

has been predicted. 

 Intersection over Union (IoU): It determines the variation between the predicted and 

ground truth labels in our tested models. When detecting objects, the model predicts 

several bounding boxes for every object and eliminates the one which is not needed 

based on the threshold value and each bounding box’s confidence scores. The thresh-

old value is defined according to requirements. The box is eliminated if the IoU value 

does not exceed the threshold value (set for cracks). IoU is computed using Equation 

(1). 

IoU =  
Area of union 

Area of intersection
 (1)

 Precision: It is used to measure correct predictions and is determined using Equation 

(2). 

Precision =  
TP 

TP + FP
 (2)

 Recall: It corresponds to the true positive rate and is determined using Equation (3). 

Recall measures the percentage of the true bounding box that was correctly predicted 

in the current study. 

Recall =  
TP 

TP + FN
 (3)

 Average Precision (AP): The area under the precision-recall curve is used to deter-

mine AP. 

 Mean Average Precision (mAP): Mean AP (mAP) considers both precision and recall 

by averaging the recall values between 0 and 1, and sums up the precision-recall 

curve in a single numeral metric. 

 mAP_0.5: This is the mean mAP at the IoU threshold of 0.5. 
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 mAP_0.5:0.95: This is the average mAP across a range of different IoU thresholds, 

from 0.5 to 0.95. 

4.3. Model Training, Validation, and Testing Results 

This section displays the outcomes of our models’ detection using SDNET2018 and 

Pakistani datasets using the weights obtained from the trained model. The results of the 

YOLOv5 s, m, and l versions for various epochs are presented accordingly. 

The mAP values are compared to evaluate the performance of the YOLOv5 s, m, and 

l and highlight the most suitable model for our dataset. The training and validation results 

are visualized in Figure 6. Figure 6a shows the training and validation results for 

YOLOv5s; Figure 6b represents the same for YOLOv5m, and Figure 6c for YOLOv5l. The 

comparison of precision, recall, and mAP on the open-source dataset for all three versions 

is represented in Table 7. As evident from Table 7, YOLOv5m achieved the best results at 

300 epochs. The model achieved an overall mAP of 98.3%, followed by YOLOv5l at 98.1% 

and YOLOv5s at 98%. Overall, all variants showed excellent values. 

Table 7. Summary of models’ results on the SDNET 2018 dataset. 

Model Batch Size Epoch Class Precision % Recall % mAP@.5 % 

YOLOv5s 16 300 

All 0.973 0.963 0.98 

Large crack 0.972 0.969 0.99 

Small crack 0.973 0.958 0.97 

YOLOv5m 16 300 

All 0.974 0.966 0.983 

Large crack 0.976 0.98 0.988 

Small crack 0.972 0.953 0.978 

YOLOv5l 16 300 

All 0.98 0.968 0.981 

Large crack 0.983 0.972 0.987 

Small crack 0.978 0.963 0.976 
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Figure 6. Training and validation results on SDNET2018 dataset with 300 epochs. (a) YOLOv5s, (b) 

YOLOv5m, (c) YOLOv5l. 
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4.3.1. Testing Results for SDNET2018 Dataset 

The training and validation process revealed that the YOLOv5m model is the most 

effective. For further demonstration, we assessed the performance of all the models— 

YOLOv5 s, m, and l—on 219 images of SDNET2018 test data. The results obtained from 

the test set are shown in Table 8. 

Table 8. Model testing results on the SDNET2018 dataset. 

Model No of Test Images Precision Recall map@.5 Inference Time 

YOLOv5s 219 0.973 0.931 0.978 0.8 ms 

YOLOv5m 219 0.977 0.967 0.993 1.1 ms 

YOLOv5l 219 0.993 0.94 0.991 1.2 ms 

Figure 7 shows the precision-recall graphs of the three YOLOv5 variants based on 

Table 8. Figure 7a represents the YOLOv5s, Figure 7b represents the YOLOv5m, and Fig-

ure 7c represents the graph for YOLOv5l. 
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Figure 7. The precision-recall curve of the SDNET2018 test data for (a) YOLOv5s, (b) YOLOv5m, 

and (c) YOLOv5l. 
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4.3.2. Testing Results for the Pakistani Dataset 

To check the robustness of the model, the YOLOv5 s, m and l are tested on 201 images 

collected from the case study bridges in Pakistan. The results of precision, recall, and mAP 

values obtained from all three variants are shown in Table 9 and graphically visualized in 

Figure 8. Figure 8a represents the curves for YOLOv5s, Figure 8b illustrates the same for 

YOLOv5m, and Figure 8c depicts the YOLOv5l. 

Table 9. Testing results for the Pakistani dataset. 

Model Class Precision  Recall mAP@.5 

YOLOv5s 

All 0.83 0.84 0.812 

Large Crack 0.765 0.843 0.787 

Small Crack 0.895 0.836 0.837 

YOLOv5m 

All 0.821 0.898 0.867 

Large Crack 0.806 0.895 0.87 

Small Crack 0.837 0.902 0.865 

YOLOv5l 

All 0.808 0.814 0.777 

Large Crack 0.73 0.804 0.687 

Small Crack 0.885 0.824 0.868 

From Figure 8, a drop can be seen in the model performance, which can be associated 

with the model not being trained on local images, which show significantly different 

cracks than the SDNET dataset. However, the accuracy of around 87% for YOLOv5m is 

still the best among the three variants. This is not a bad result, given that the model was 

not tested on similar images. Overall, the YOLOv5m model performed well on training 

and validation data of both test datasets (SDNET2018 and Pakistani). Although the bridge 

dataset of Pakistan is not used during training, the mAP is good enough, reflecting the 

robustness of the proposed model in the current study. It is expected that with pertinent 

training on local (Pakistani) datasets, the model’s accuracy will increase to levels compa-

rable to that of the SDNET2018 dataset. 
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Figure 8. The precision-recall curves of the Pakistani test data for (a) YOLOv5s, (b) YOLOv5m, and 

(c) YOLOv5l. 
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4.4. Crack Detection Results 

The model is tested on a test dataset to determine how well it performs quantitative 

and qualitatively. For example, for testing the model variants on detecting cracks (object), 

the two test sets are fed to the YOLOv5 models used in the study, and the results are 

compared for holistic assessment. 

4.4.1. Crack Detection Results of YOLOv5 Models Using SDNET2018 Dataset 

Table 10 presents the total, correct, and inaccurate detections of the YOLOv5 models 

used in the current study based on the 219 test images from the SDNET2018 dataset. The 

results show that all YOLOv5 models have excellent accuracy for crack detection. Out of 

the 219 images, YOLOv5s accurately detected cracks in 217, YOLOv5m in all 219, and 

YOLOv5l in 216. In terms of wrong or missed detections, YOLOv5s missed two cracks, 

and YOLOv5l missed three. 

Table 10. Crack detection using YOLOv5 models on the SDNET2018 dataset. 

Model Total Images Correct Detection Wrong/Missed Detection 

YOLOv5s 219 217 2 

YOLOv5m 219 219 0 

YOLOv5l 219 216 3 

Figure 9 shows samples of the correctly detected cracks. Figure 9a represents the re-

sults of YOLOv5s, Figure 9b illustrates the results of YOLOv5m, and Figure 9c depicts the 

results of YOLOv5l. 

Similarly, Figure 10 shows samples of incorrect or missed detections using the tested 

models of the current study. Figure 10a represents the results of YOLOv5s, and Figure 10b 

illustrates the results of YOLOv5l. The YOLOv5m accurately detected all cracks. Figure 

10a shows that YOLOv5s detection has noise, did not detect cracks in two images, and 

partially detected cracks in another image. Figure 10b shows that the YOLOv5l model did 

not detect cracks in images under different illumination conditions and missed the crack 

present at the image border. Further, a stone is classified as a crack by the YOLOv5l model. 
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Figure 9. Correct crack detection results of models on SDNET2018 for (a) YOLOv5s, (b) YOLOv5m, 

and (c) YOLOv5l. 
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Figure 10. Incorrect/missed crack detection results of models on SDNET2018 for (a) YOLOv5s, (b) 

YOLOv5l. 

4.4.2. Crack Detection Results of YOLOv5 Models Using the Pakistani Dataset 

Table 11 presents the total, correct, and inaccurate detections of the YOLOv5 models 

used in the current study based on the 201 test images collected from the case study 

bridges in Pakistan. The results show that all YOLOv5 models have reasonably good ac-

curacy for crack detection. Out of the 201 images, YOLOv5s accurately detected cracks in 

190 and missed or wrongly classified 11 cracks. YOLOv5m detected the correct type of 

crack in 195 images and incorrectly identified/missed cracks in six images. YOLOv5l de-

tected the correct type of crack in 182 images and missed or wrongly classified 19 images 

with cracks. 

Table 11. Crack detection through YOLOv5 models on the Pakistani dataset. 

Model Total Images Correct Detection Wrong/Missed Detection 

YOLOv5s 201 190 11 

YOLOv5m 201 195 6 

YOLOv5l 201 182 19 

Figure 11 shows samples of the correctly detected cracks using the tested models. 

Figure 11a represents the results of YOLOv5s, Figure 11b illustrates the results of 

YOLOv5m, and Figure 11c depicts the results of YOLOv5l. 
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Figure 11. Correct crack detection results of models on the Pakistani dataset for (a) YOLOv5s, (b) 

YOLOv5m, and (c) YOLOv5l. 

4.5. Segmentation Results 

This section presents the segmentation results on the SDNET2018 dataset using the 

U-Net model. The numbers of test and validation images and the accuracy of the training 

and validation dataset are presented in Table 12. A batch size of 12 and 200 epochs was 

used in this study. The U-Net model achieved 98.3% accuracy on training data and 93.4% 

on validation data, as shown in Figure 12. Figure 12a represents the training and accuracy 
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curves of the U-Net segmentation, and Figure 12b shows the tested images and predicted 

results. In this experiment, 112 randomly selected images are tested. 

Table 12. Training and validation data of U-NET segmentation on the SDNET2018 dataset. 

Characteristics Sub-Characteristics Values 

Dataset 
Training images 1423 

Validation images 427 

Accuracy 
Training 98.3 

Validation 93.4 

Epoch 200 

Batch Size 12 

 

Figure 12. U-NET segmentation on SDNET2018 dataset (a) Training and validation accuracy curve, 

(b) Tested images and predictions. 
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4.5.1. Crack Size Measurement 

The segmentation mask is obtained after testing measures the crack’s area, width, 

and height. The size of the crack is calculated in pixels, as shown in Figure 13. The sub-

components, i.e., Figure 13a–d, show different crack pixels and their heights and widths. 

 

Figure 13. Area, height, and width of cracks in pixels (a) Sample image 1, (b) Sample image 2, (c) 

Sample image 3, and (d) Sample image 4. 

4.5.2. Crack Size Variations 

In this step, the variations in the detected crack sizes are plotted to visualize them 

systematically. Scatter and box plots have been used to visualize the crack variations using 

the width, height, area, and width and height ratio, as shown in Figure 14. Figure 14a 

shows the variations in crack sizes, where a prominent grouping of clusters is evident, 

showing the efficiency of the techniques used in this study for detecting cracks. The vari-

ations are more apparent in larger cracks. As defined in the method, anything beyond a 

certain threshold was deemed a large crack. This reflects the usefulness of the utilized 

techniques and their potential for dealing with more classes in the future. Figure 14b rep-

resents the box plot for cracks based on their areas and visualizes their spread. Figure 14c 

represents the box plot for cracks based on their heights, widths, and pertinent ratios. 
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Figure 14. Variations in crack sizes (a) Scatter plot, (b) Area, and (c) Height and width. 
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4.6. Comparison with Previous YOLO Models 

To verify the study’s results, it is essential to compare the current model’s accuracy 

with previous YOLO models presented in the literature. The two main YOLO models pre-

sented in the published research are YOLOv3-SPP [87] and YOLOv4 [88]. Accordingly, 

the results of the YOLOv5m presented in this study are compared with the previous mod-

els. For this purpose, we fed our dataset to the YOLOv3-SPP and YOLOv4 models, com-

puted the values of the mAP, and documented the results for comparison. The results of 

this exercise are presented in Table 13. By comparing the results, it can be noted that the 

YOLOv5m model utilized in the current study displayed superior performance on the 

given datasets compared to the previous versions, i.e., YOLOv3-SPP and YOLOv4. Thus, 

it is evident that the current model is superior to the earlier models and can be utilized in 

similar studies with greater confidence. Overall, the YOLOV5m model utilized in this 

study shows mAP value of 98.3% compared to 95.1 (YOLOv4) and 94.1 (YOLOv3-SPP), 

thus showing an improvement of more than 3% in terms of mAP. For precision, the per-

tinent values are 97.4%, 96%, and 90.3% for the current model, YOLOv4, and YOLOv3-

SPP, respectively. Similarly, for recall, the variations are even greater, with 96.6%, 90%, 

and 87.5% values for the current model, YOLOv4, and YOLOv3-SPP, respectively. This 

shows that the current model outperforms all previous versions in all assessment criteria 

considered in the present study and proves to be an improved YOLO version. 

Table 13. Comparison of YOLOv5m (proposed) and previous YOLO models. 

Model Precision Recall mAP@.5 

YOLOv3-SPP  0.903 0.875 0.941 

YOLOv4  0.96 0.90 0.951 

YOLOv5m 0.974 0.966 0.983 

5. Conclusions 

Identifying and assessing cracks are crucial to determining the health of critical infra-

structure such as bridges. Millions of dollars are spent yearly on special equipment and hu-

man visual inspectors to detect cracks in civil infrastructures such as roads, bridges, and 

buildings. Historically, critical city infrastructure, such as bridges, has been monitored man-

ually. This manual inspection process is carried out by experienced inspectors. The process 

requires more time and relies on the inspector’s subjective and empirical expertise. This pro-

cess is costly and inconsistent due to the involvement of multiple parameters. Further, it 

causes inconvenience to local people and traffic, resulting in significant travel delays due to 

road or lane closures. To address this issue, a more automated process is needed. 

In this study, we proposed a deep learning-based approach to detect and assess the 

cracks in bridges in developing countries for smart infrastructure management. A total of 

2270 bridge images of resolution 640 × 640 consisting of variable size cracks (small and large) 

are collected and labeled using the “LabelMe” tool. Of the total images, 70% are used for 

training, 20% for validation, and 10% for testing. The study was conducted in two parts. 

First, we detected cracks in the dataset images using YOLOv5 variants. The severity levels 

of the cracks were assessed during this detection process. Next, three models of YOLOv5, 

including s, m, and l, were trained, validated, and tested on the dataset. The mAP values of 

all the models were compared to evaluate their performance. The mAP values of 97.8%, 

99.3%, and 99.1% were obtained for YOLOv5 s, m, and l, respectively. Compared to the 

YOLOv5s and YOLOv5l, the YOLOv5m model showed superior performance. 

In the second part of the study, the U-Net model was used for semantic segmentation 

of the dataset images to get the exact pixel of cracks. The output mask of U-Net was ap-

plied to the attribute extractor to calculate the crack’s width, height, and area in pixels for 

visualization purposes. Finally, the scatter and box plots were plotted using extracted at-

tributes. The results show that both types of cracks have a clear difference indicating the 

strength of detection and assessment of the models. 
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Overall, this study not only located and classified the cracks based on their severity 

level, but also segmented the crack pixels and measured the width, height, and area of 

cracks per pixel. All cracks were accurately detected under different lighting conditions, 

including the cracks on the image border regions using the YOLOv5m variant. The mAP 

values were also calculated and compared with the older versions of YOLO, such as the 

YOLOv3-Spp and the YOLOv4, for a more precise comparison. YOLOv3-Spp and 

YOLOv4 have mAP of 94.1% and 95.1%, respectively, which is 4.2% and 3.2% less than 

the mAP of the YOLOv5m used in the current study. 

This study is relevant to and humbly addresses the structural health monitoring needs of 

developing countries. When fully leveraged, the proposed model will help boost tourism due 

to increased traveler confidence in the host country’s infrastructure. The remote access feature 

of the images and the bypassing of the need to call in expensive specialist inspectors are other 

advantages for developing countries in addition to fewer bridge collapses, and enhanced 

emergency responses and victim evacuations in case of other natural disasters. 

The current study is one of the few studies targeting low-cost assessment of, and 

damage detection in, bridges in developing countries that otherwise struggle with regular 

maintenance and rehabilitation of such critical infrastructure. The model utilized in the 

current study can be used by local infrastructure monitoring and rehabilitation authorities 

for regular condition and health assessment of the bridges. Authorities such as Provincial 

Disaster Management Authority (PDMA) in Pakistan can benefit from such holistic sys-

tems. This is critical in conducting post-disaster studies and preventing disasters that can 

result in the loss of human lives and strain developing countries’ economies. Furthermore, 

in countries like Pakistan, the study is important to tackle the ever-increasing effects of 

climate change resulting in floods and damaged infrastructure. 

Limitations and Future Work 

The current study is limited in terms of the image dataset and the models used. For 

example, it used only 2270 images with limited crack types and the YOLOv5 (s, m, and l) 

models. In the future, larger datasets, including more images and classes of cracks, can be 

used to compare the model’s accuracy over larger datasets. Furthermore, different models 

and algorithms can be used, and results compared with the current study to reach a more 

holistic conclusion. Similarly, the developed system may be modified and trained to rec-

ognize cracks in any environment, including low light, darkness, and other variations, 

especially in case of ongoing disasters such as heavy rains and floods where the light sit-

uation is less than ideal. Also, crack width and height can be determined (in mm) by spec-

ifying camera resolution and capturing the photo at a defined distance or using advanced 

tools such as LIDAR for real-time crack detection. 
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