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A B S T R A C T   

Video conferencing is an effective tool that promotes interaction and collaboration, increasing student engage-
ment in online learning. This study is the second phase of design-based research to create a tool to generate a 
report of engaging teaching videos using deep learning as an artificial intelligence (AI) methodology. In this 
second phase, the authors have applied the characteristics and indicators of engaging teaching videos identified 
in the first phase, reported in another study, to develop an Artificial Intelligence enabled tool. Twenty-five 
recorded lecture videos presented to higher education students were annotated based on the indicators and 
characteristics of engaging teaching videos. An AI expert has assisted the authors in creating the Artificial 
Intelligence-enabled tool from the reports generated by this manual annotation. With the assistance of this tool, 
the engagement enhancing teachers’ behaviours and movements can be identified from recorded lecture videos, 
and a report can be generated on engaging teaching videos. For the classification task of video analysis, the deep 
learning model is adopted in this research. The model is trained with manually annotated videos and determines 
class imbalance issues and misleading metrics. The model was further improved by adopting the oversampling 
technique. The second version of the tool achieved promising outputs with average precision, recall, f1-score, 
and balanced accuracy of 68, 75, 73, and 79%, respectively, in classifying the annotated videos at the indica-
tor level. The tool can assist the education institutes in creating moderation in the lecture delivery and whether 
the teachers are utilising the technology effectively. Additionally, this can help teachers recognise the presence or 
absence of engagement-enhancing behaviours and movements during their video conferencing sessions.   

1. Introduction 

Over the past few decades, the demand for online learning has 
significantly increased in higher education, providing students and 
teachers with more flexible access to educational opportunities. In 2020, 
due to the global issue of COVID-19, higher education institutes 
worldwide were compelled to switch their learning mode to online 
learning (Cucinotta & Vanelli, 2020). This sudden change caused many 
challenges to teachers and students as they were not prepared for online 
learning. The research indicates that student engagement in online 
learning is a significant challenge, and engaging them in online learning 
is more complex than face-to-face learning (Cesari et al., 2021; Gil-
lett-Swan, 2017; Hew, 2016). 

In online learning, technology is crucial in delivering education and 

enhancing interaction (Singh & Thurman, 2019). Video conferencing is 
the most effective technology that assists teachers in offering collabo-
ration and increasing student engagement (Kumar et al., 2015); it is an 
effective instrument for teaching and communication in online learning 
(Al-Samarraie, 2019). Several video conferencing platforms are avail-
able, such as Zoom, WebEx, Microsoft Teams, GoTo Meeting and Skype 
for business (Döring et al., 2022). These platforms allow teachers and 
learners to communicate in real-time via live audio and video (Lieux 
et al., 2021). This real-time connectivity enhances human connection, 
permitting educators and students to establish their presence in online 
learning (Burke et al., 2022). By utilising video conferencing effectively, 
teachers can provide immediate feedback to students to bridge the 
psychological and communication distance between them and students 
(Torrato et al., 2021). Video conferencing also allows wireless screen 
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sharing, whiteboard sharing, interactive chat rooms, opinion polls, and 
discussion platforms. 

In their research, Wang et al. (2018) stated that students’ engage-
ment is highly needed to successfully utilise video Conferencing tools 
and conduct online learning. Teachers can use engagement enhancing 
behaviour and movements to engage students in video conferencing. 
These behaviours consist of (a combination of) autonomy support, a 
structure to enhance students’ sense of competence, and relatedness 
support (Aelterman et al., 2019; De Meester et al., 2020). Some of these 
motivating teachers’ behaviour are encouraging active participation, 
establishing teacher presence, demonstrating empathy, and establishing 
clear expectations (Authors, 2023). Furthermore, teachers’ positive 
body movements include non-verbal cues, such as facial expressions, 
gestures, and eye movements (Authors, 2023). 

Previous studies have established that these behaviours and move-
ments enhance teachers’ presence, increasing student engagement 
(Cents-Boonstra et al., 2021; Dewan et al., 2019). Therefore, there is a 
need for an instrument that can measure engaging teaching videos ac-
cording to teachers’ movements and behaviours. The authors have 
identified these behaviours and movements through a systematic liter-
ature review in phase 1, reported in another study (Authors, 2023). 
Identifying these engaging characteristics and indicators from recorded 
lecture videos requires a human, and this manual identification and 
analysis is very time-consuming and expensive (Beaver & Mueen, 2022), 
and it can also lead to human bias. 

To avoid human bias and to measure engaging teaching videos much 
faster, the authors employed a designed-based research (DBR) approach 
to create an AI-enabled tool that generates a report for indicators and 
characteristics of engaging teaching videos. The identified indicators 
and characteristics in phase 1 of DBR research (Authors, 2023) were 
applied to 25 Zoom-recorded lecture videos through a manual annota-
tion process. With manual annotation outputs (reports), the AI expert 
trained the AI-enabled tool. This tool will assist teachers in enhancing 
the overall quality of online learning. Educational institutes can also 
utilise this tool to create moderation in their lecture delivery and 
improve online learning procedures. 

The study explored the following research questions.  

(1). To what extent can an AI-enabled tool be designed to generate a 
report for indicators and characteristics of engaging teaching 
videos based on teachers’ behaviours and movements?  

(2). How will the AI-enabled tool improve teaching and learning 
practices in higher education? 

2. Literature review 

2.1. Online learning in higher education 

In today’s technology-driven environment, online learning has 
gained increasing attention. A growing number of students are choosing 
online learning, leading to online learning in higher education becoming 
a primary mode of delivery (Salas-Pilco et al., 2022). Further, COVID-19 
has created a radical change in education, and higher education 
worldwide is going through a dramatic transformation in digital tech-
nologies (Dwivedi et al., 2020; Krishnamurthy, 2020). Even though the 
use of technology began several years ago, the abrupt change caused by 
this pandemic has required higher education institutions worldwide to 
transition to online learning rapidly. This evolution includes integrating 
and using technological resources available to teachers and researchers 
(García-Morales et al., 2021). 

2.2. Video conferencing and student engagement 

In online learning, technology develops a connection between 
teachers and students and assists in developing the abilities required for 
online learning. Due to its ability to provide real-time communication 

through audio and video calls (Lieux et al., 2021), video conferencing is 
now an essential tool in online learning (Roth et al., 2020). Several video 
conferencing tools are available for teachers to digitalise their teaching 
and learning processes (Mishra et al., 2020). These tools are GoTo 
Meeting, Microsft Teams, WebEx, Zoom and Skype (Döring et al., 2022). 
Although these tools provide various functions to improve online 
teaching and learning, student engagement is crucial for enhancing 
teaching quality and video conferencing. 

Student engagement is essential for student achievement, academic 
motivation, performance, and satisfaction (Hu & Li, 2017, pp. 39–43; 
Kahu et al., 2019). For deep-level learning and retention, engaging 
students in learning is necessary (Cents-Boonstra et al., 2021; Hu & Li, 
2017, pp. 39–43; Kuh et al., 2008). However, the lack of student 
engagement is a significant issue in online learning (Dembereldorj, 
2021), which results in non-completion, withdrawal, and unsatisfactory 
learning experiences (Bergdahl, 2022). 

Video conferencing can assist in engaging students in online learning 
by offering features such as whiteboard sharing, screen sharing, dis-
cussion platforms, chat rooms, and polls. Video conferencing facilitates 
the connectivity of people, allowing teachers and students to gain access 
to online learning opportunities (Burke et al., 2022). Video conferencing 
assists in overcoming the communication and psychological distance 
between learners and teachers and allows them to interact and partici-
pate (Torrato et al., 2021). Therefore, teachers should utilise technology 
efficiently in online learning by leveraging all the engaging video fea-
tures during video conferencing sessions to increase student 
engagement. 

2.3. Teachers’ movements and behaviour in video conferencing 

Teachers’ movements and behaviours in video conferencing signifi-
cantly impact student engagement. According to Aelterman et al. 
(2019), teachers’ motivating behaviours positively affect student 
engagement and feelings of competence. Teachers’ behaviours provide 
autonomy support, students’ sense of competence, and relatedness 
support (Aelterman et al., 2019; De Meester et al., 2020). These moti-
vating behaviours include asking questions, encouraging 
problem-solving, providing constructive feedback, and developing 
mutually positive relationships with students (Aelterman et al., 2019; 
Haerens et al., 2013). 

In addition to the aforementioned teacher behaviours that enhance 
engagement, previous research has indicated that certain body move-
ments and non-verbal cues can also improve student engagement during 
video conferencing. One of the main obstacles to online learning that 
affects student engagement is the physical distance (Aladsani, 2021). 
Teachers use non-verbal cues such as eye gazing, silence, appropriate 
facial expressions, and appropriate body language to make video 
conferencing more effective (Jia et al., 2021; Trenholm et al., 2019). 

An instrument is required to measure the engaging teaching videos 
according to teachers’ movements and behaviours. However, most in-
struments currently available to measure student engagement are 
developed for face-to-face learning environments (Lee et al., 2019). Few 
researchers have investigated student engagement in online learning 
and developed assessment tools. Halverson and Graham (2019) stated 
that with clear indicators, student engagement could be measured and 
recommended a framework by providing indicators for cognitive and 
emotional engagement. Lee et al. (2019) also highlighted the impor-
tance of indicators and recognised them as an essential factor that 
positively affects learning and engagement. They emphasised the ne-
cessity of having an appropriate measurement tool for student engage-
ment to ensure the quality of education. They developed an instrument 
with six factors with 24 items on a five-point Likert scale. 

In the above section, the authors have established the importance of 
teachers’ behaviours and movements in video conferencing and in-
dicators to measure student engagement; however, no detailed list of 
characteristics and indicators of engaging teaching videos before the 
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Authors (2023) identified those in their previous study (phase 1). A 
systematic literature review was performed where authors identified 11 
characteristics that can provide aid for enhancing student engagement 
via video conferencing. As shown in Table 1, the identified character-
istics of engaging teaching videos have descriptive indicators and are 
categorised into three themes: Teachers’ behaviours, movements, and 
use of technology). These identified indicators and characteristics are 
essential in improving student engagement. 

Authors (2023) strongly believe that the characteristics and in-
dicators stated in Table 1 above can be used as a benchmark to increase 
teachers’ performance in online learning. Educational institutes can 
implement these indicators and characteristics of engaging teaching 
videos to enhance and regulate online teaching practices. This infor-
mation can also be used by institutes around the world to create and 
provide training for teachers to enhance their skills in creating teaching 
videos in such a way that it enhances their students’ engagement. In 
addition, Artificial Intelligence (AI) instruments can be used to identify 
the characteristics of student engagement in the online learning envi-
ronment and later improve the teaching video qualities to incorporate 
engagement indicators. 

2.4. AI and education 

AI has been widely adopted in different applications, such as 
healthcare (Shaik, Tao, Higgins, et al., 2022; Tao et al., 2021) and ed-
ucation, with its ability to read and analyse text and videos (Shaik, Tao, 
Li, et al., 2022). In their study, Leisner et al. (2020) discussed three 
different learning conditions and explored the influence of in-video 
quizzes to annotate learning success and interest. The study was con-
ducted on 78 students from four classes delivered by the same physics 
teacher. Wróblewska et al. (2022) proposed a framework to assess ac-
ademic lectures based on quantitative features and provide objective 
feedback to help lecturers improve their didactic behaviours or course 
contents. In another study, the researchers (Liu et al., 2023) presented 
bidirectional encoder representations from transformers (BERT) model 
for cognitive presence identification. This AI model revealed the evo-
lution and differences in MOOC learners’ cognitive presence levels. The 
authors adopted AI methods such as computer vision and deep learning 
to process and annotate video lecture recordings. Gholamrezaie et al. 
(2022) proposed an intelligent system AI-EVL for effective learning by 
searching and enriching YouTube videos. The system visually informs 
the user about the contents of the video before watching it and then 
segments the video based on time slots and displays subtitles and an-
notated information. 

Advancements in deep learning have fast-forwarded the process of 
image or video classification. Deep learning models include recurrent 
neural networks (RNN) (Jeong & Cho, 2022), convolutional neural 
networks (CNN) (Vrskova et al., 2020), and transformers (Liu et al., 
2022). These models are a kind of neural network architecture that is 
effective in natural language processing tasks but has also been applied 
to computer vision tasks such as object detection and image recognition, 
which have the potential to learn the videos in the form of images and 
classify the videos. The technology field is abuzz with the latest devel-
opment of ChatGPT, an AI-based tool created by OpenAI for generating 
text. This tool is designed to provide relevant responses and comprehend 
natural language to user queries. Within two months of its launch, it 
garnered a massive user base of over 100 million, prompting OpenAI to 
announce a subscription plan for unrestricted access and faster response 
times (Halaweh, 2023). 

While ChatGPT can revolutionise educational activities, it poses 
certain concerns regarding potential bias (Navigli et al., 2023), privacy 
(Ali et al., 2023), job loss (Grassini, 2023), and academic integrity 
(Cotton et al., 2023; Perkins, 2023). The authors argue that teachers and 
learners must develop competencies to understand technology, limita-
tions and unexpected vulnerabilities to incorporate large language 
models (Kasneci et al., 2023). ChatGPT is a versatile educational tool, 

Table 1 
Main theme, characteristics, and indicators of engaging teaching videos (Au-
thors, 2023, p. 11, p.11).  

Main theme Characteristics Indicators 

Teachers’ 
Behaviours 

Encourage Active 
Participation  

• Encouraging students’ participation in 
discussion  

• Encouraging students to share their 
knowledge and ideas  

• Encouraging students to ask questions  
• Encouraging collaborative learning 

activities  
• Encouraging meaningful interaction  
• Encouraging students to turn on their 

webcams 
Establishing Teacher 
Presence  

• Clear and concise explanations of 
information  

• Recognising and considering learners’ 
Individual differences  

• Using an appropriate style of 
presentation  

• Allowing sufficient time for students’ 
information processing  

• Providing Learning resources  
• Giving clear instructions  
• Using a range of teaching strategies  
• Appropriate speed of lecture delivery 

Establishing Social 
Presence  

• Maintaining constant teacher-student 
interaction 

• Encouraging student-student interac-
tion (Peer collaboration)  

• Active and constructive 
communication  

• Taking on multiple roles 
Establishing 
Cognitive Presence  

• giving students a sense of puzzlement 
(trigger)  

• providing opportunities for students to 
reflect (exploration)  

• leading students to think and learn 
through discussion with others 
(integration)  

• helping students apply knowledge to 
solve issues (resolution) 

Questions and 
Feedback  

• Addressing students’ questions & 
Providing prompt feedback  

• Asking for questions and feedback  
• Clarifying misunderstanding 

Displaying 
Enthusiasm  

• Motivating students  
• Displaying positive emotion 

Establishing Clear 
Expectations  

• Outlining the learning objectives  
• Outlining teachers’ expectations of 

students’ behaviours and 
responsibilities 

Demonstrating 
empathy  

• Using appropriate changes in tone of 
voice  

• Ensuring the learning environment is a 
respectful, safe, and supportive one  

• Showing concern 
Demonstrating 
Professionalism  

• Demonstrating in-depth and up-to- 
date knowledge  

• Displaying appropriate behaviours 
Teachers’ 

Movements 
Using non-verbal 
cues  

• facial expressions  
• gestures  
• eye gazes  
• silence  
• eye contact  
• physical proximity  
• appropriate body language 

Use of 
Technology 

Using technology 
effectively  

• Screen sharing & Enabling Chat, 
Camera, and Microphone  

• Varying the presentation media  
• Providing technical support to 

students  
• Providing multiple communication 

channels  
• Providing interactive software tools  
• Enabling class recording for later 

review  
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offering teachers intelligent assistance in grading and language support 
while providing learners with an interactive and adaptive learning 
experience that fosters creativity and engagement. Careful imple-
mentation is required to navigate ethical concerns and potential biases, 
and the integration of ChatGPT should complement traditional teaching 
methods to ensure a comprehensive educational experience. A peda-
gogical approach that prioritises critical thinking and fact-checking and 
a well-defined strategy within educational systems are essential to 
incorporate and fully leverage the capabilities of extensive language 
models in teaching and learning settings. 

In this context, Zhai (2022) suggests adjusting learning goals to 
include using AI tools for subject-domain tasks, emphasising creativity 
and critical thinking, and designing AI-based learning tasks to assist 
students in solving problems. Furthermore, there is a need for new 
assessment formats that focus on skills that AI cannot replace. The latest 
version of ChatGPT, GPT-4, has multimodal learning and generation 
capabilities, including the ability to analyse videos. 

Mubarak, Cao, and Ahmed (2020) conducted sequential temporal 
classification by analysing video clickstream data, which can predict the 
performance of learners and address their issues to improve the educa-
tional process. The authors deployed a variant of the RNN model known 
as long short-term memory (LSTM) on characteristics derived from 
video data to forecast weekly learner performance and assist teachers in 
setting measures for timely intervention. The LSTM model outperforms 
the other baseline models’ logistic regression (LR), artificial neural 
networks (ANN), and support vector machine (SVM) with an accuracy 
rate of 93%. Hieu et al. (2021) proposed an automated system that al-
lows schools to capture entire sessions and summarise students’ 
behaviour in the classroom. The authors used the deep neural networks 
(DNN) model and trained it with 1.2 million images, achieving an ac-
curacy of 88.9%. Mubarak, Cao, Zhang, and Zhang (2020) proposed an 
LSTM model-based visualisation tool to address the research question, 
“How does learners’ behaviour in videos impact their performance in 
the MOOC course?”. The deep learning was trained with Massive Open 
Online Courses (MOOCs) course videos as a time series sequence. The 
model achieved an accuracy of 90% in predicting the learners’ perfor-
mance and enabling teachers to take timely actions for intervention. 

Bhatti et al. (2021) provided a feedforward learning model that can 
assess the facial expressions of an instructor in a classroom. The authors 
extracted features using the CNN model and employed the Regularized 
Extreme Learning Machine (RELM) model to classify five different ex-
pressions as amusement, awe, confidence, disappointment, and neutral 
of the instructor within the classroom. The proposed model can achieve 
the best performance of 96.8% compared to other baseline models. 

In conclusion, numerous studies have concluded that teachers should 
utilise appropriate behaviours and movements in online learning to in-
crease their presence, which enhances student engagement (Cen-
ts-Boonstra et al., 2021; Dewan et al., 2019). The identified teachers’ 
behaviours and movements could aid in training deep learning algo-
rithms. Nonetheless, a notable research gap exists in the field of AI, as 
there is currently no AI instrument capable of identifying the indicators 
of engaging teaching videos. The development of an AI tool proficient in 
discerning these specific engaging indicators is an unexplored oppor-
tunity. This tool has the potential to greatly aid educators and educa-
tional institutions in enhancing the effectiveness of learning and 
enriching the overall educational journey for students. 

3. Research gaps 

Drawing from the analysis of existing literature, a conspicuous 
research gap emerges. Presently, no established video annotation pro-
cedure exists to assist AI engineers in training AI-enabled tools that can 
support in improving the teaching and learning process. Moreover, a 
notable absence persists in terms of an AI tool capable of generating 
comprehensive reports on the indicators and characteristics of engaging 
teaching videos. 

4. Methodology 

The authors have employed a designed-based research (DBR) 
approach to develop an AI tool that generates a report whenever a video 
recording is analysed for teachers’ behaviours and movements. 

Researchers (Barab & Squire, 2004; Oh & Reeves, 2010; Van et al., 
2006) used various terms such as design experiments, development 
research, educational design research, and design research; however, 
design-based research became the dominant one used for the research 
paradigm that is used for creating educational technologies (Miah et al., 
2020). The usage of DBR increased significantly, mainly with techno-
logical innovation and interventions in education (Anderson & Shattuck, 
2012). This approach allows researchers to produce tools, approaches, 
and theories (McKenney & Reeves, 2018). 

The authors structured this study in three phases to design an Arti-
ficial Intelligence tool. The first phase (Authors, 2023) identified the 
teachers’ behaviours and movements in video conferencing as charac-
teristics and indicators of engaging teaching videos. In this study, the 
authors identified 47 indicators and 11 characteristics categorised into 
three main themes (see Table 1). 

This current study focuses on the second phase of DBR (prototyping), 
which involves video annotation to create an AI-enabled tool. Authors 
have applied the identified indicators and characteristics of engaging 
teaching videos to recorded lecture videos using Zoom to design an AI- 
enabled that autogenerate a report on engaging teaching videos. The 
tool is designed through two prototypes. This study also explains how 
these indicators and characteristics were applied in training deep 
learning algorithms, which is a classification tool for annotating videos. 
In this stage, an AI expert has assisted in creating an AI-enabled in-
strument. In the last phase of the DBR research, which will be reported in 
another study, the authors will compare the performance of the AI 
methodology annotation to manual annotation and evaluate the entire 
process to further enhance the deep learning instrument. 

4.1. Data collection and analysis 

The process of designing the AI-enabled tool is illustrated in Fig. 1, 
which outlines the process starting from the video collection process and 
manual annotation using the VIA tool. With the assistance of an AI 
expert, the annotated videos are pre-processed through several tasks, 
including splitting the videos into chunks, converting chunks into im-
ages, labelling images, and dividing them into training and evaluating 
data for deep learning model training and evaluation. The next step 
involves implementing prototype 1 for modeling, evaluating, and clas-
sification results from an educational and AI perspective. The challenges 
identified in data and modeling led to the development of prototype 2, 
which oversamples the data to overcome these challenges. This section 
presents two sets of results, one for each prototype in the result section. 

4.2. Video collection process 

The authors gathered the recorded lecture videos, which are re-
cordings of lectures presented by a regional university of Australia’s 
teachers to higher education students. The lecturers have used Zoom as 
the video conferencing software while presenting their lectures. Based 
on the discussion with the experts in AI, a data size of 25 recorded 
lecture videos has been selected. These recorded lecture videos have 
been presented to higher education students and cover health, law, 
business, education, engineering, sciences, and arts disciplines. The 
video duration ranges from 00:59:06 to 01:51:52 with an average time 
of 01:28:37. In the selection process, the authors ensured to select 
various presenter settings such as presenter location on the top right 
corner, middle, and bottom right corner. We included poor, average, and 
good-quality videos to train the deep learning model in various settings. 
The authors also paid attention to other variabilities while selecting the 
videos, such as videos where students also turned on their cameras and 
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videos where the presenter’s camera location changed while presenting. 
The authors gathered and stored the data (lecture videos) in cloud 
storage (OneDrive) and categorised it into demographics, with 13 fe-
male and 12 male presenters. The authors have ethics approval from the 
University of Southern Queensland with ethics approval number 
H20REA185. The authors have not gathered information regarding the 
lecturers’ age, location and academic background. 

4.3. Manual annotation of videos 

The authors manually annotated 25 recorded lecture videos indi-
vidually. In this manual annotation process, the authors have used VGG 
Image Annotator (VIA) software to annotate zoom-based lecture re-
cordings. VIA is an open-source project-based annotation software for 
annotating images, audio, and videos available at https://www.robots. 
ox.ac.uk/~vgg/software/via/app/via_video_annotator.html. The 
manual annotation has been performed for each video on the indicator 
level. All indicators, characteristics and their main themes are shown in 
Table 1, and deep learning has been trained on the indicators level. The 
exported reports from this manual annotation assisted the AI engineer in 

training the AI tool. The processes of manual annotation is attached 
separately to this paper. 

4.4. Involvement of AI expertise 

The authors enlisted the support of an AI expert to develop an AI tool 
capable of producing a report based on certain indicators and 

Fig. 1. Experimental design of the proposed methodology.  

Table 2 
AI expert involvement.  

Process Involvement 

AI process Extracting temporal coordinates from videos and transforming 
them into image frames to train convolutional neural networks 
(CNN) model 

Data pre- 
processing 

Captured the annotated image frames for the convolution layer 
of the deep learning model 

Deep learning 
model 

Developed the CNN model as a deep learning approach 

Model evaluation Collaborating with the other authors in performing the Model 
evaluation  
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characteristics of engaging teaching videos. The AI expert played a role 
in the processes mentioned in Table 2, further described in the subse-
quent section. 

4.5. AI process 

In AI methodology, the authors focused on creating a deep learning 
model to learn a teacher’s actions in a recording with the support of an 
AI expert. This is achieved by recording the temporal coordinates 
extracted from the tool’s manual video annotation. Temporal co-
ordinates are markers in the video timeline that help identify specific 
points in time. Selected lecture videos split based on these coordinates 
and transformed them into a stack of image frames, as depicted in Fig. 2. 
The pre-processed frames were then labelled with corresponding 
teaching indicators and prepared the data model for training. Next, the 
data was split into two sets - train and test - for model training and 
evaluation. The training set was used to make the deep learning model 
learn the frames and corresponding labels. The testing set was used to 
evaluate how well the model was learned. An AI expert fed the train set 
to the CNN model to learn the actions in image frames and their cor-
responding label. Finally, the test set was used to assess the effectiveness 
of the CNN model. 

4.6. Data pre-processing 

During the data pre-processing step, the AI expert captured the 
temporal coordinates provided by the video annotation tool. For 
example, suppose a lecture recording displays the teaching indicator 
“Clear and concise explanation of information” at the temporal co-
ordinates (3051.315, 3053.256). In that case, the recorded lecture was 
divided into video segments highlighting and extracting the teaching 
indicator. Then, each video was split into segments into image frames 
and annotated each frame with the “Clear and concise explanation of 
information” teaching indicator. These annotated image frames are 
represented as 3D matrices and serve as input for the convolution layer 
of the deep learning model, as described in the subsequent subsection. 

4.7. Deep learning model 

The AI expert utilised and developed the CNN model as deep learning 
to classify images that contain three-dimensional (3-D) data, encom-
passing width, height, and colour channels (such as RGB). CNN model 

was selected for this study due to its ability to automatically and 
adaptively learn spatial hierarchies of features from the input data, 
making them particularly suitable for our study involving video classi-
fication, where spatial features play a vital role. CNNs have consistently 
demonstrated state-of-the-art performance in various image and video 
recognition tasks, providing strong motivation for their application in 
our study (Hasnine et al., 2021; Pabba & Kumar, 2021; Sharma et al., 
2022). The flexible architecture of CNNs allowed us to design and 
optimise the network to suit best the specific characteristics and chal-
lenges of the teaching behaviours we aimed to classify. Additionally, 
CNNs are scalable to larger datasets, allowing for future expansion of the 
research should more data become available. The strength of the CNN 
model lies in its ability to manage the high dimensionality of images by 
preserving essential information while compacting the overall data 
structure. Fig. 3 portrays the learning workflow of the CNN model. 
Initially, the pre-processed input image frames, containing both spatial 
dimensions and colour information, are sent to a two-dimensional (2D) 
convolution layer. This layer applies various filters to break down the 
image into smaller sub-images, allowing the model to examine specific 
features within these sections. Following the convolution process, the 
pooling layer receives the output, selecting the most significant value 
from each feature group and crafting a down-sampled representation of 
the features. This down-sampling technique aids in reducing computa-
tional complexity and enhancing model robustness. The pooled features 
are then flattened into a 2D array to be further processed in the CNN’s 
output layer. This final layer computes a probability for each potential 
classification label, and a specific threshold can be set to translate these 
probabilities into definitive class labels. 

4.8. Model evaluation 

The AI expert collaborates with the other authors in the model 
evaluation. The evaluation process considered six metrics, and each is 
described below. 

Accuracy: This measures the proportion of labels accurately gener-
ated by the model compared to all the labels. 

Precision: This measures the proportion of labels precisely gener-
ated by the model among all labels generated by the model. 

Recall: This measures the proportion of labels accurately generated 
by the model among all the labels present in the video. 

F1-score: This is a combined measure of precision and recall and is 
commonly used to assess the overall performance of the model. 

Fig. 2. Proposed AI methodology for video annotation.  
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Cohen’s Kappa: Cohen’s Kappa measures the agreement between 
two raters, adjusting for the probability of random agreement. It ranges 
from − 1 (complete disagreement) to 1 (complete agreement), with 
0 indicating agreement by chance. 

Area Under the Curve (AUC): AUC represents the area under the 
curve, providing a threshold-independent evaluation of a binary classi-
fier’s ability to distinguish between classes. It ranges from 0 to 1, with 
0.5 representing no discrimination and 1 representing perfect 
discrimination. 

5. Results 

In this section, the authors present the outcomes of prototype 1, 
where a model is built and prototype 2, where the model is refined 
further. Firstly, the authors discuss the challenges identified in proto-
type 1, which facilitated its improvement and the subsequent develop-
ment of prototype 2. Additionally, the authors thoroughly examined 
prototype 2 as a potential key to these challenges and discussed the 
results obtained. 

5.1. Model building: prototype 1 

In this study, the video annotation is conducted at different levels of 
labels on the pre-processed videos. The labels are categorised into 
themes, characteristics, and indicators. In this case, the themes are 
Teachers’ behaviours, Teachers’ movements, and the use of technology. 
Six evaluation methods are used to report the results where precision 
measures the true positive predictions (i.e., when the model correctly 
identifies a video as belonging to a certain theme) among all positive 
predictions. If the precision is high, it signals that the model is making 
many false positive predictions. Recall measures the true positive pre-
dictions, and a high recall means that the instrument correctly identifies 
most of the videos that belong to a certain theme. The F1-score is a 
metric of a model’s accuracy that considers both precision and recall and 
is a commonly used metric for classification tasks. Balanced accuracy is 
the average recall obtained in each class. This metric looks at the recall 
for each class individually and gives an overall accuracy score. Cohen’s 
Kappa is used to measure the agreement between two raters, adjusting 
for the probability of random agreement. Area Under the Curve (AUC) 
represents the area under the curve, providing a threshold-independent 
evaluation of a binary classifier’s ability to distinguish between classes. 

Table 3 comprehensively evaluates three themes: Teachers’ Behav-
iours, Teachers’ Movements, and Use of Technology in the context of 
video classification. For Teachers’ Behaviours, the model shows a 
balanced performance with precision, recall, and F1-score, all at 0.74, 
indicating a consistent ability to identify this theme accurately. The 
Balanced Accuracy of 0.75 and Cohen’s Kappa score of 0.73 reinforce 
this balanced performance, while the AUC of 0.85 demonstrates excel-
lent discriminatory power. The theme Teachers’ Movements shows 
slightly improved precision at 0.78 but maintains a similar recall at 0.74, 
resulting in an F1-score of 0.76. The Balanced Accuracy and Cohen’s 
Kappa values are 0.79 and 0.75, respectively, indicating good overall 
classification and substantial agreement. The AUC value of 0.81 further 
illustrates a strong capability to differentiate classes. Use of Technology, 
on the other hand, exhibits a lower precision of 0.64 but compensates 
with a higher recall of 0.76, reflecting a tendency to accurately capture 
positive instances at the potential expense of false positives. The F1- 
score of 0.70, the exceptional Balanced Accuracy of 0.95, and the AUC 
of 0.93 indicate the model’s superior ability to classify and discriminate 
this theme despite its lower precision. Cohen’s Kappa score of 0.68 de-
notes substantial inter-rater agreement. 

Table 4 presents the classification performance across various 

Fig. 3. Proposed CNN model learning process.  

Table 3 
Theme-Level performance of the CNN model.  

Themes Precision Recall F1-Score Balanced Accuracy Cohen’s Kappa AUC 

Teachers’ Behaviours 0.74 0.74 0.74 0.75 0.73 0.85 
Teachers’ Movements 0.78 0.74 0.76 0.79 0.75 0.81 
Use of Technology 0.64 0.76 0.70 0.95 0.68 0.93  

Table 4 
Characteristic-Level performance of the CNN model.  

Characteristics Precision F1- 
Score 

Recall Balanced 
Accuracy 

Cohen’s 
Kappa 

AUC 

Encourage 
Active 
Participation 

0.77 0.76 0.77 0.85 0.74 0.83 

Establishing 
Teacher 
Presence 

0.67 0.75 0.70 0.82 0.66 0.79 

Establishing 
Clear 
Expectations 

0.60 0.67 0.63 0.79 0.58 0.74 

Demonstrating 
Empathy 

0.61 0.28 0.39 0.76 0.45 0.71 

Using Non- 
verbal Cues 

0.75 0.86 0.80 0.81 0.73 0.82 

Using 
Technology 
Effectively 

0.78 0.61 0.68 0.87 0.71 0.88  
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educational characteristics. In encouraging active participation, the 
model performs well with precision, recall, and F1-score, all around 
0.76–0.77 and an AUC of 0.83. Establishing teacher presence has fair 
outcomes with precision at 0.67, an F1-score of 0.75, and an AUC of 
0.79, although the small data distribution may affect reliability. The 
model struggles more with establishing clear expectations and demon-
strating empathy, with inconsistencies in precision, recall, and F1-scores 
and lower Cohen’s Kappa values, reflecting moderate agreement. 
However, it excels in using non-verbal cues and technology effectively, 
especially in the high AUC values of 0.82 and 0.88, respectively. Overall, 
the model exhibits varying success across different characteristics, per-
forming strongly in some areas while facing challenges in others, and the 
different data distributions might also impact the generalizability of 
these results. 

Table 5 shows performance results for various teaching indicators in 
a multi-label classification task. The indicators are listed in the first 
column, and the corresponding results for precision, recall, f1-score, 
balanced accuracy, Cohen’s Kappa, AUC and data distribution are 
shown in the following columns. The data distribution column shows the 
number of instances each indicator is present in the data used to analyse 
the performance of the multi-label classifier. The precision of an indi-
cator is correctly predicted positive instances divided by the sum of true 
positive instances and incorrectly predicted positive instances (false 
negative instances). The recall of an indicator is the number of true 
positive instances divided by the sum of true positive instances and false 
negative instances (incorrectly predicted negative instances). The f1- 
score is a weighted average of precision and recall and is a frequently 
used metric for evaluating the performance of multi-label classifiers. The 
balanced accuracy is the average for each class, considering both the 
positive and negative classes. Cohen’s Kappa measures the agreement 
between two raters, adjusting for the probability of random agreement. 
It ranges from − 1 (complete disagreement) to 1 (complete agreement), 
with 0 indicating agreement by chance. AUC represents the area under 
the ROC curve, providing a threshold-independent evaluation of a bi-
nary classifier’s ability to distinguish between classes. It ranges from 0 to 
1, with 0.5 representing no discrimination and 1 representing perfect 
discrimination. 

The zero metrics indicate a critical issue rooted in data distribution 
and have significant implications for AI models. This phenomenon arises 
when there is a severe class imbalance, where certain classes have a 
disproportionately smaller number of instances compared to others 
within the training dataset. In our case, the data distribution column 
reflects this smaller number of instances issue. This class imbalance issue 
is widely recognised in the field of machine learning and has been 
extensively studied due to its far-reaching consequences (Johnson & 
Khoshgoftaar, 2019). 

From the results, it can be seen that the teaching indicators with 
higher f1-scores, precision, recall, AUC, and Cohen’s Kappa values are: 

“Encouraging students to share their knowledge and ideas” (f1-score: 
0.75, precision: 0.7, recall: 0.79, AUC: 0.8, Cohen’s Kappa: 0.7), “Out-
lining the learning objectives” (f1-score: 0.63, precision: 0.61, recall: 
0.65, AUC: 0.75, Cohen’s Kappa: 0.6), and “appropriate body language” 
(f1-score: 0.73, precision: 0.72, recall: 0.75, AUC: 0.81, Cohen’s Kappa: 
0.74). The model has effectively predicted these indicators. On the other 
hand, indicators with zero scores in precision, recall, f1-score, Cohen’s 
Kappa, and AUC of 0.5, such as “Encouraging students’ participation in 
discussion,” “Enabling class recording for later review,” “Providing 
Learning resources,” “Encouraging students to ask questions,” 
“Encouraging collaborative learning activities,” “eye contact,” “Varying 
the presentation media,” and “Encouraging meaningful interaction,” 
have not been well-predicted by the multi-label classifier. These cate-
gories failed due to limited data availability or possibly challenges 
inherent in classifying these specific behaviours. 

5.2. Identifying challenges 

The analysis of prototype 1 revealed two major issues: an imbalanced 
dataset and misleading metrics. Addressing these issues is essential for 
developing an accurate tool for classifying teaching videos. To overcome 
these challenges, the AI expert developed a prototype, prototype 2, 
which implemented solutions to both issues. 

Table 6 provides a detailed explanation of each problem and outlines 
the solutions employed by the AI expert to resolve them. The challenges 
faced in training the prototype 1 are listed in the first column. A detailed 
explanation of the challenges is stated in the second column, and the 
solution adopted by the AI expert in the last column. 

Table 5 
Indicator-level performance of the CNN model.  

Indicators precision recall f1-score Balanced Accuracy Cohen’s Kappa AUC Data Distribution 

Encouraging students’ participation in discussion 0.00 0.00 0.00 0.50 0.00 0.50 7 
Enabling class recording for later review 0.00 0.00 0.00 0.50 0.00 0.50 5 
Providing Learning resources 0.00 0.00 0.00 0.50 0.00 0.50 2 
Giving clear instructions 0.41 0.69 0.52 0.70 0.40 0.65 37 
Encouraging students to share their knowledge and ideas 0.70 0.79 0.75 0.82 0.70 0.80 152 
Encouraging students to ask questions 0.00 0.00 0.00 0.49 0.00 0.50 19 
Outlining the learning objectives 0.61 0.65 0.63 0.80 0.60 0.75 36 
Using appropriate changes in tone of voice 0.55 0.50 0.52 0.75 0.53 0.72 94 
Facial expressions 0.52 0.24 0.33 0.73 0.35 0.64 57 
Encouraging collaborative learning activities 0.00 0.00 0.00 0.49 0.00 0.50 10 
Eye contact 0.00 0.00 0.00 0.50 0.00 0.50 1 
Appropriate body language 0.72 0.75 0.73 0.78 0.74 0.81 293 
Encouraging meaningful interaction 0.00 0.00 0.00 0.50 0.00 0.50 4 
Screensharing & EnablingChat, Camera, and Microphone 0.41 0.52 0.46 0.69 0.45 0.68 86 
Varying the presentation media 0.00 0.00 0.00 0.50 0.00 0.50 5  

Table 6 
Challenges identified in prototype 1 and the solution adopted.  

Challenge Explanation Solution Adopted 

Imbalanced 
dataset 

An imbalanced dataset is one 
where the number of instances 
in the target classes is unequal, 
leading to an unequal 
distribution of the target 
variable. This can lead to a 
biased model that is successful 
for the majority but less for the 
minority. 

Oversampling addresses this 
problem by duplicating samples 
from the underrepresented class 
in the dataset until the class 
distribution is balanced. 

Misleading 
Metrics 

Oversampling aims to address 
this problem by duplicating 
samples from the 
underrepresented class in the 
dataset until the class 
distribution is balanced. 

Alternative evaluation metrics 
are adopted to overcome this 
issue.  
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5.3. Model refinement: prototype 2 

The outcomes of the second prototype are described in this section, 
developed after identifying the challenges encountered in prototype 1 
and taking appropriate measures to overcome them in prototype 2. 
Prototype 2 is the refined version of prototype 1. The pre-processed data 
was fed into the deep learning model, and training and evaluation were 
conducted. The outcomes of prototype 2 are presented and analysed in 
this section. 

5.4. Theme level results 

The authors evaluate and compare the performance of the artificial 
intelligence model on the three different themes before and after the 
improvements in data. 

As shown in Table 7, the evaluation of three distinct themes in 
teaching—Teachers’ Behaviours, Teachers’ Movements, and Use of 
Technology—reveals significant insights into the model’s performance. 
For the theme of Teachers’ Behaviours, the model exhibits a precision of 
0.81, recall of 0.82, F1-score of 0.84, balanced accuracy of 0.85, Cohen’s 
Kappa of 0.82, and AUC of 0.87. In the case of Teachers’ Movements, the 
metrics are even higher, with precision, recall, F1-score, balanced ac-
curacy, Cohen’s Kappa, and AUC values of 0.82, 0.83, 0.85, 0.89, 0.84, 
and 0.89, respectively. Finally, for the theme of Use of Technology, the 
values are 0.75 for precision, 0.86 for recall, 0.81 for F1-score, 0.88 for 
balanced accuracy, 0.78 for Cohen’s Kappa, and 0.86 for AUC. 
Comparing the two tables indicates that the improved results have 
higher values for all evaluation metrics across all three themes. This 
improvement suggests that the refined model or hyperparameters have 
enhanced the dataset’s accuracy and ability to classify these themes. 
However, it is essential to note that the data distribution for each theme 
is uniform at 361, which might impact the interpretation of these results. 
In scenarios where data distribution varies significantly, it may affect 
the model’s performance, especially if the dataset is imbalanced. 

5.5. Characteristic level results 

Table 8 presents the characteristic-level performance of the impro-
vised CNN model, detailing the precision, recall, F1-score, Cohen’s 
Kappa, AUC, balanced accuracy, and data distribution for six different 
characteristics related to teaching. 

The performance for “Encourage Active Participation” is notable 
with a precision of 0.81, recall of 0.87, F1-score of 0.82, Cohen’s Kappa 
of 0.82, AUC of 0.86, and balanced accuracy of 0.86. Similarly, 
“Establishing Teacher Presence” shows strong results, particularly in 
precision (0.82) and AUC (0.84). “Establishing Clear Expectations” 
demonstrates a promising F1-score of 0.76, while “Demonstrating 
Empathy” has an impressive precision of 0.84. The characteristics 
“Using Non-Verbal Cues” and “Using Technology Effectively” also 
display robust outcomes, with the latter achieving a remarkable AUC of 
0.85. 

A significant observation from this table is the consistent data dis-
tribution across all characteristics (351 for each). This uniform distri-
bution indicates that the dataset has been balanced, likely through 
oversampling or other data-level enhancements. The balanced distri-
bution and improvements across multiple evaluation metrics signal that 
the model performs better in classifying these teaching characteristics. 
This improvement enhances the model’s accuracy and reliability. It 

suggests that the CNN model is now better poised to make predictions on 
new or unseen data, reflecting a more faithful representation of the 
underlying patterns in the teaching domain. 

5.6. Indicator level results 

Similarly, balancing the data appears to have refined the overall 
performance of the indicators (see Table 9), as indicated by the 
increased precision, recall, F1 score, Cohen’s Kappa, and AUC across 
almost all indicators (see Table 10). 

In summary, prototype 2 achieved better performance than proto-
type 1 by addressing the identified challenges. It demonstrated 
improved efficiency in classifying videos based on three levels of 
labelling: themes, characteristics, and indicators. 

6. Baseline model comparisons 

In this section, we present a comprehensive comparison between the 
proposed CNN architecture and traditional baseline models, including 
the k-Nearest Neighbors (k-NN) Classifier (Bourguet et al., 2020), De-
cision Tree (Zaletelj & Košir, 2017), and Support Vector Machine (SVM) 
(Thomas & Jayagopi, 2017). The comparison aims to demonstrate the 
efficacy of the proposed CNN model against conventional algorithms in 
classifying teaching behaviours. 

The results of the classification models applied to identify teacher 
behaviours in video classification present a clear comparison of their 
effectiveness. Among the baseline models, the k-NN classifier shows a 
balanced performance with a precision of 0.72, recall of 0.7, and F1- 
score of 0.71. Its Cohen’s Kappa score of 0.42 and AUC of 0.71 further 
highlight a reasonable level of agreement and discriminatory power. 
The Decision Tree model performs slightly worse, with all metrics 
around the 0.68 mark, reflecting a more modest performance in classi-
fication. Cohen’s Kappa score of 0.36 also indicates a lower level of 
agreement between raters. The SVM model shows an improvement, 
especially in precision (0.75) and AUC (0.75), showing a better balance 
between classifying the positive and negative classes. However, our 
proposed CNN model significantly outperforms all the baseline models 
in all the metrics. With a precision of 0.82, recall of 0.8, and F1-score of 
0.81, it demonstrates a superior balance between sensitivity and speci-
ficity in classifying teacher behaviours. Cohen’s Kappa score of 0.62 
signifies a substantial agreement, and the AUC of 0.82 indicates the 
excellent ability to distinguish between different teacher behaviours. 
The CNN model’s robust performance explains its effectiveness in rec-
ognising and categorising teacher behaviours in video data. It is a 
promising tool for enhancing the analysis and understanding of peda-
gogical practices. 

7. Discussion 

This study has developed an AI-enabled tool to identify the teachers’ 
behaviours and movements in engaging teaching videos. Teachers 
should use engagement-enhancing behaviours and movements in video 
conferencing to improve student engagement in online education set-
tings. The authors have identified these teachers’ behaviours and 
movements in phase 1 of the DBR project and established their impor-
tance in enhancing students’ engagement. However, there is a need for 
an AI-enabled instrument to identify the indicators and characteristics of 
engaging teaching videos and generate a report. Thus, an instrument is 

Table 7 
Theme-Level performance of the improvised CNN model.  

Themes Precision Recall F1-Score Balanced Accuracy Cohen’s Kappa AUC Data Distribution 

Teachers’ Behaviours 0.81 0.82 0.84 0.85 0.82 0.87 361 
Teachers’ Movements 0.82 0.83 0.85 0.89 0.84 0.89 361 
Use of Technology 0.75 0.86 0.81 0.88 0.78 0.86 361  
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required to reflect the teachers’ behaviours and movements in engaging 
teaching videos. 

7.1. Exploration of research findings 

In this research, the authors identified that most instruments 
currently available to monitor student engagement are designed for in- 
person learning environments. Only a few instruments are available that 
can predict student engagement in online learning settings; however, 
they do not provide clear indicators for engaging teaching videos. The 
authors strongly believe that indicators are required to observe and 
measure engaging teaching videos. Researchers (Halverson & Graham, 
2019; Lee et al., 2019) have developed instruments with indicators to 
predict student engagement in online learning environments; however, 
the indicators measuring student engagement are broad and do not 
measure it based on teachers’ behaviours and movements. Therefore, 
the authors have performed a systematic literature review in phase 1 of 
this DBR research project and identified 11 characteristics and 47 
descriptive indicators (Authors, 2023). These behaviours and move-
ments are essential to enhance student engagement (Aelterman et al., 
2019; Aladsani, 2021; De Meester et al., 2020; Jia et al., 2021). Prior use 
of instruments to measure student engagement required ongoing 
manual human analysis, which is inherently biased, so this paper has 
presented a method that uses artificial intelligence to reduce such bias. 
With the assistance of an AI expert, the authors created an AI-enabled 

instrument that can automatically identify the indicators and charac-
teristics of engaging teaching videos and generate a report. 

In the current study, the authors employed the DBR methodology to 
design the AI-enabled tool, as this approach is suitable for technological 
interventions. Video analysis with Artificial Intelligence was employed 
to address the gap, specifically using a deep learning model called 
convolutional neural networks (CNN). The model was applied to video 
features to classify teaching characteristics, themes, and indicators. This 
approach aims to assist teachers in identifying areas for timely 
intervention. 

Following the guidelines for DBR, the tool is designed through two 
prototypes. An AI expert assisted in creating the prototypes, where the 
authors observed two issues in the results of prototype 1. The first issue 
was an imbalanced dataset where the number of instances in the target 
classes was unequal, leading to an unequal distribution of the target 
variable. This can result in a bias, where the model might be able to 
perform successfully for the majority class but unsatisfactory for the 
minority class. Based on the results discussed in the prototype I, the 
classification model can perform at themes and characteristic levels of 
the data due to the availability of more data. However, at the indicator 
level, the model performance is poor. The data distribution column in 
Tables 4 and 6 show the imbalance in the number of records among the 
labels. An oversampling technique is adopted in data modeling to 
overcome the data imbalance issue. Oversampling is a technique used in 
artificial intelligence to balance class distribution in the dataset (Shaik, 
Tao, Li, et al., 2022). In a multi-class classification problem, class 
imbalance occurs when one class has significantly more samples than 
the others. This can cause the classifier to perform poorly on the un-
derrepresented class as it may be biased towards the majority class. 
Oversampling addresses this problem by duplicating samples from the 
underrepresented class in the dataset until the class distribution is 
balanced. This process improved the performance of the classifier as it is 
now trained on a more balanced dataset. By having more samples of the 
underrepresented class, the classifier can learn better the characteristics 
of this class, which can lead to improved accuracy and less bias. Another 
identified issue is balanced accuracy, which is sometimes misleading 

Table 8 
Characteristic-Level performance of the improvised CNN model.  

Characteristics Precision Recall F1-Score Cohen’s Kappa AUC Balanced Accuracy Data Distribution 

Encourage Active Participation 0.81 0.87 0.82 0.82 0.86 0.86 351 
Establishing Teacher Presence 0.82 0.75 0.79 0.81 0.84 0.84 351 
Establishing Clear Expectations 0.71 0.7 0.76 0.75 0.81 0.82 351 
Demonstrating Empathy 0.84 0.65 0.62 0.78 0.80 0.8 351 
Using Non-Verbal Cues 0.79 0.87 0.88 0.84 0.86 0.83 351 
Using Technology Effectively 0.82 0.78 0.72 0.79 0.85 0.86 351  

Table 9 
Indicator-Level performance of the improvised CNN model.  

Indicators Precision Recall F1-Score Balanced Accuracy Cohen’s Kappa AUC Data Distribution 

Encouraging students’ participation in discussion 0.68 0.70 0.71 0.86 0.71 0.85 293 
Enabling class recording for later review 0.70 0.75 0.69 0.81 0.72 0.80 293 
Providing Learning resources 0.65 0.75 0.75 0.68 0.70 0.75 293 
Giving clear instructions 0.61 0.75 0.60 0.75 0.67 0.76 293 
Encouraging students to share their knowledge and ideas 0.75 0.82 0.85 0.86 0.79 0.87 293 
Encouraging students to ask questions 0.65 0.69 0.71 0.85 0.70 0.83 293 
Outlining the learning objectives 0.62 0.85 0.83 0.82 0.73 0.84 293 
Using appropriate changes in tone of voice 0.65 0.70 0.60 0.75 0.67 0.77 293 
facial expressions 0.62 0.72 0.80 0.79 0.70 0.80 293 
Encouraging collaborative learning activities 0.68 0.69 0.71 0.78 0.70 0.79 293 
eye contact 0.75 0.78 0.68 0.72 0.74 0.76 293 
appropriate body language 0.78 0.85 0.83 0.80 0.79 0.82 293 
Encouraging meaningful interaction 0.65 0.75 0.65 0.80 0.70 0.80 293 
Screensharing & Enabling Chat, Camera, and Microphone 0.61 0.75 0.66 0.82 0.68 0.81 293 
Varying the presentation media 0.78 0.69 0.81 0.82 0.76 0.83 293 

The balanced accuracy has also improved significantly, indicating better overall model performance distinguishing between the two classes. 

Table 10 
Baseline models comparison.  

Model Precision Recall F1- 
Score 

Balanced 
Accuracy 

Cohen’s 
Kappa 

AUC 

k-NN 0.72 0.70 0.71 0.71 0.42 0.71 
Decision 

Tree 
0.68 0.67 0.67 0.68 0.36 0.68 

SVM 0.75 0.73 0.74 0.74 0.48 0.75 
CNN 

(Ours) 
0.82 0.80 0.81 0.81 0.62 0.82  
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because it does not consider the class distribution in the data. In a 
multi-class classification problem with imbalanced data, a model may 
achieve highly balanced accuracy by making correct predictions for the 
majority class and mostly incorrect predictions for the minority class. 
This can result in a misleading evaluation of the performance of the 
model, as it is not accurately reflected that the model can make correct 
predictions for the minority class, which is often the class of interest in 
imbalanced data scenarios. To overcome this issue, alternative evalua-
tion metrics such as recall, F1-score, and precision are used in imbal-
anced data scenarios to evaluate the model’s performance more 
accurately. This study has adopted the same metrics. 

In relation to RQ1: To what extent an AI-enabled tool can be 
designed to generate a report for indicators and characteristics of 
engaging teaching videos based on teachers’ movements and behav-
iours? The results show that a deep learning model can be trained with 
the indicators and characteristics of engaging teaching videos based on 
teachers’ movements and behaviours. The AI-enabled model achieved 
the results with average precision, recall, f1-score, and balanced accu-
racy of 68%, 75%, 73%, and 79%, respectively, in classifying the an-
notated videos at the indicator level. The findings in this research will 
also assist future researchers in creating a similar AI-enabled instrument, 
as the authors have also provided the procedure of manual video 
annotation (Please refer to the attachment). 

The study highlights the importance of fine-grained labelling, dataset 
rebalancing, and appropriate evaluation metrics in developing accurate 
and efficient systems for analysing teaching behaviours in educational 
videos. While the findings are promising, further exploration and 
refinement are needed, including collecting a more balanced and 
comprehensive dataset and incorporating additional features or mo-
dalities to enhance the system’s capability (Ding et al., 2022). 

In conclusion, the study focused on developing a video annotation 
and classification system for analysing teaching behaviours. The pro-
totypes addressed challenges related to imbalanced datasets and 
misleading metrics, demonstrating improvements in performance and 
reliability. The findings emphasise the importance of fine-grained 
labelling, dataset rebalancing, and appropriate evaluation metrics in 
developing accurate systems for analysing teaching behaviours. Inte-
grating AI into education has the potential to enhance online teaching 
effectiveness, but considerations regarding bias, privacy, job displace-
ment, and academic integrity must be taken into account. Adjusting 
learning goals and leveraging AI tools can further support teaching and 
learning in online environments. 

7.2. Implication for teaching and learning 

To answer RQ2: How will the AI-enabled tool improve teaching and 
learning practices in higher education? This study can have at least four 
implications for teaching in higher education involving video confer-
encing. First, the AI-enabled tool developed in this study will identify the 
engagement enhancing teachers’ behaviours and movements in the form 
of characteristics and indicators of engaging teaching videos and 
generate a report every time a recorded lecture video is processed. The 
AI system will efficiently analyse engaging video elements and provide 
recommendations, thus saving teachers considerable time recreating 
engaging videos. This, in turn, can yield improved student learning 
outcomes. The report from the AI system will highlight the timestamps 
of characteristics and indicators present or missing in the teaching using 
bar charts. These characteristics and indicators enhance students’ sense 
of competence and connectedness, facilitate learning, and increase stu-
dents’ engagement. For example, if teachers encourage active partici-
pation in their video conferencing, it positively affects students’ 
devotion to the academic experience. 

Similarly, when teachers demonstrate empathy in their sessions, 
students feel motivated to strive for academic achievement. On the other 
hand, the absence of these characteristics and indicators can disengage 
the students. For example, if establishing teacher presence is missing in 

video conferencing, it can disengage the students as they develop feel-
ings of isolation. AI reports identifying engaging video characteristics 
also offer teachers valuable assistance in multiple ways, including time- 
saving, enhanced learning, professional development support, and 
fostering continuous teaching improvement. Regarding professional 
development and ongoing improvement, AI reports help teachers iden-
tify both the strengths and weaknesses of their videos in terms of 
engagement. Analysing which videos successfully incorporate engaging 
elements provides insights for enhancing video content and innovatively 
refining teaching practices. Similarly, by assessing the most engaging 
videos, teachers gain valuable insights into what resonates best with 
their students, enabling informed decisions for future learning and 
better outcomes. Therefore, this identification of engagement enhancing 
behaviours and movements can assist teachers in improving their 
teaching and making their video conferencing more engaging for 
students. 

Second, this AI-enabled tool can assist the institutes in creating 
moderation in their lecture delivery. To create moderation, the institutes 
can refer to the characteristics and indicators the AI-enabled tool can 
identify. The report generated by the AI-enabled tool can be compared 
for the teachers to ensure the lecture delivery is aligned with the stan-
dards and is fair, valid, consistent and reliable. Thirdly, this tool can 
identify the effective use of technology during video conferencing. Using 
technology while video conferencing, such as enabling class recording 
for later review, sharing screen, enabling chat function, using a micro-
phone and camera, and varying the presentation media can increase 
student satisfaction levels. Lastly, this research highlights AI’s impor-
tance in identifying the gaps and increasing student engagement and 
provides suggestions and procedures to create similar AI tools that can 
improve teaching. The attached manual video annotation procedure can 
assist future researchers in developing similar tools to improve learning 
and teaching. 

7.3. Future research 

In the last phase of this research, the proposed methodology will 
undergo evaluation and comparison with the understanding of educa-
tional experts. This evaluation aims to ensure that the tool is free from 
internal bias. To accomplish this, a new set of videos will be annotated 
and classified using the model presented in this study, with the resulting 
data being recorded for later analysis. The same videos will then be 
provided to educational experts for manual classification. Subsequently, 
the two sets of results will be compared to assess the accuracy and 
effectiveness of the artificial intelligence model in video classification. 
After the validation process, the authors will make this tool available for 
educational institutes, where institutes can use this to create moderation 
in their lecture delivery via video conferencing. This tool will also be 
made available for teachers who would like to identify their behaviours 
and movements that are present and those who are missing while pre-
senting their lectures on video conferencing tools. 

8. Limitations 

The recorded lecture videos used in training the AI-enabled tool have 
English language teachers; for that reason, the tool may not be able to 
identify the indicators and characteristics of engaging teaching in other 
language videos. The authors trained the deep learning model with only 
25 recorded lecture videos; therefore, the deep learning model is not 
trained with all the characteristics and indicators identified in phase 1. 

9. Conclusion 

This study adds to the existing knowledge of engaging teaching 
videos through the development of an AI-enabled tool. The tool gener-
ates a report by identifying the indicators and characteristics of 
engaging teaching videos where the importance of teachers’ movements 
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and behaviours in fostering student engagement has already been 
established in phase 1. With the help of this tool, educational institutes 
can create moderation in online lecture delivery. The procedure to build 
an AI-enabled tool can assist future researchers in creating similar tools 
to improve student engagement in online learning. The teachers can 
utilise the report from this tool to identify the gap in their teaching, and 
by addressing those gaps, they can make their teaching more effective 
and engaging. 
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