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Abstract. The Internet of Things (IoT) is being used for various applications 
where data is collected over time. The data generated in time series is then ana-
lyzed to establish patterns, identify problems, and make different decisions. The 
amount and quality of data generated this way depend on the IoT system’s con-
figuration. If the configurations are left static, the IoT systems can consume ex-
cess resources, e.g., battery or network infrastructure, to produce a quantity of 
data or not produce quality data. This paper proposes an approach to reconfig-
ure IoT systems dynamically to consume relatively lower resources while still 
generating acceptable quality of data fit for an application. Configuration can 
include several parameters, e.g., frequency of data collection, spatial orienta-
tion, and authentication. We first propose a generic reconfiguration framework 
and then mainly discuss the time aspect of reconfiguration in this paper. In this 
approach, the frequency of data collection is dynamically altered depending on 
the current data being generated and the predicted future data points. We show 
that given an absolute maximum frequency where the quality of the output data 
set is the best and a minimum frequency for an IoT device in a system where 
the resource consumption is lowest, the dynamic reconfigurable IoT approach 
can operate with optimized time gaps, still producing good quality data. The 
proposed approach uses a Smart Building IoT system as a case study. 

Keywords: Internet of Things, Smart Buildings, Anomaly Detection, Predictive 
Analysis. 

1 Introduction 

Smart buildings have become popular worldwide to increase users' performance effi-
ciency and operational options. Such environments generate a large data volume that 
almost doubled between 2010 and 2020 [1]. It has been forecasted that the smart 
building market will rapidly grow from 2020 to 2025 with a 23% annual growth rate 
[2]. The investments in smart buildings aim to reduce energy consumption, improve 
management efficiency, and comfort people's lives [3]. The smart buildings revolu-
tion currently has three main objectives. The first is the reduction of energy consump-
tion. Secondly, the detection capability of sensors could improve the management 
efficiency of smart buildings, such as event tracking and warnings. The third driving 



2 

force is to provide comfortable and convenient lifestyles to users with an integrated 
IoT system. This paper focuses on the first and second aspects of the IoT system. A 
large amount of data is generated from multiple devices over time. It is time and en-
ergy-intensive to either reduce the big data to a more minor data set or process it 
whole. Also, radio communications can consume battery power reducing their work-
ing life. There is an increasing drive to deregulate the cloud based IoT architecture by 
pushing a reasonable amount of computing to the edge of IoT in the form of edge 
computing. Such critical decisions can be made locally at an individual device or with 
a cluster of devices. 

In general, smart buildings rely on a network of sensors and actuators as part of the 
IoT systems [4]. Different technical layers in IoT architecture enable flexible deploy-
ment of devices, and such “dedicated” things can share data and ultimately provide 
intelligence, autonomous action, and business value. Reliable, good quality, and time-
ly gathered data sets are vital to smart building IoT systems. Properly deployed and 
operated sensors and actuators are the foundation of the data collection. These com-
ponents must be as autonomous as possible with low power consumption characteris-
tics. 

The sensor supplies data to the IoT system of smart buildings’ time series, which 
can be the foundation for machine intelligence. This paper’s key contribution is to 
propose a versatile event/anomaly detection system to achieve the efficient reconfigu-
ration of IoT systems in smart buildings. Efficiency in the current context is the abil-
ity to detect anomalies with fewer data. This way IoT system can be reconfigured to 
generate just the right amount of data required to capture the relevant events or anom-
alies. Several techniques are used to realize the proposed reconfiguration. This in-
cludes a time series prediction model to capture the characteristics of the time-series 
data. Dynamic Time Warping (DTW) combined with an unsupervised anomaly detec-
tion technique and isolation forest is used to find similarities in detected anomalies. 

This paper first reviews the related work on smart buildings, IoT, prediction, and 
anomaly detection mechanisms in Section 2. Section 3 discusses the paradigms of the 
proposed reconfigurable IoT. A time series based reconfigurable IoT system is shown 
in section 4 and Section 5. 

2 Related Work 

2.1 Smart Buildings  

A smart building uses big data, IoT, AI, and other scientific technologies to help peo-
ple be more comfortable working and studying environments. It also improves the 
production efficiency of the target environments. Smart building research covers 
smart homes, factories, and agriculture [5-9]. 

The development and optimization of smart buildings rely on a sensor network, 
which is now part of more complex IoT systems. Firstly, IoT helps create efficient 
energy management solutions for smart buildings [10, 11]. The sensors in the smart 
building can monitor the various environmental factors, e.g., temperature, humidity, 
and personnel activities in the building, in real-time. Secondly, many facilities in the 
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smart building use preventive maintenance to ensure the proper operation of equip-
ment. 

Through time series forecasting, machine learning, and other methods, initial prob-
lems could be predicted, and the smart building could reconfigure the IoT system for 
the proper operation of types of equipment. Another significant feature the IoT system 
brings to smart buildings is access to real-time data [12-15]. Building managers could 
develop and improve management strategies by visualizing and analyzing collected 
data. Sensors installed in a smart building could monitor the corresponding data in 
real-time and report problems once they are found, including abnormal temperatures 
and fire alarms and PIR sensors monitoring the real-time occupancy in the smart 
building. The collected data can also optimize the space configuration and maximize 
the use of reasonable space, which can optimize the efficiency of the building. 

The technologies used to implement an IoT system in smart buildings generate data 
in multiple formats, including time series, identification/authorization, and metadata 
[16-19]. In this paper, we consider time series data from continuous environment 
monitoring to propose a reconfigurable IoT system. However, the reconfiguration can 
impact all other kinds of data as well. While the importance of IoT technology for 
smart buildings is beyond doubt, collecting meaningful data can be improved. By 
analyzing and processing the sensor's data, the smart building's efficiency can be 
maintained while reducing energy consumption and device maintenance. 

2.2 Prediction Mechanisms  

Time series data is often used to predict or forecast the future. Time series forecasting 
predicts time series data, a field of machine learning [20, 21]. Time series is a set of 
data points collected at different time intervals. Time series forecasting figures out the 
regular patterns in the past time series data and predicts future events.  

Time series forecasting analysis has various models, and five of them will be com-
pared in this research, including Autoregression (AR), Autoregressive Moving Aver-
age (ARMA), Autoregressive Integrated Moving Average (ARIMA), Simple Expo-
nential Smoothing (SES), Vector Autoregression (VAR). The AR model creates a 
regression equation through the correlation between historical values, which can 
achieve the purpose of future prediction. This process becomes an autoregressive 
process. Similar to the AR model, ARMA is an effective tool for analyzing stationary 
time series. In the ARMA model, the purpose of the autoregressive process is to de-
tect the logic of data changes and alterations. The moving average process can handle 
the problems caused by randomness, and the ARMA model has more advantages in 
applications and is more extensive.  

2.3 Anomaly Detection Mechanisms  

In the smart building IoT system reconfiguration, the detected anomaly is the lead-
ing cause of it. Anomaly detection is used to identify events that are not expected. 
These events play significant roles in IoT system reconfiguration. Taking the recon-
figuration of temperature sensors in the IoT system as an example, timely anomaly 
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detection of indoor and outdoor environments is the core of smart building manage-
ment [22]. The anomaly detection technique has been applied in different aspects of 
real life, including bank fraud, medical service, network intrusion detection, traffic 
safety, and industrial equipment failures.  

In terms of the anomaly detection algorithm, based on the amount of labeled data, 
anomaly detection could be separated into three categories, supervised, semi-super-
vised, and unsupervised anomaly detection models [23-27]. This section mainly pre-
sents the isolation forest algorithm. Isolation Forest is based on integrated learning to 
achieve outlier detection, which has almost become the first choice of outlier detec-
tion algorithms [28].  

2.4 Anomaly Similarity  

In the field of time series study, comparing the similarity of the different time se-
ries is essential. The traditional Euclidean distance algorithm compares the points of 
two different time series with the same length through a one-to-one comparison [29]. 
The main feature of Euclidean distance is that it requires time series to be aligned. 
Although the time series are similar, the Euclidean distance may be too large because 
the phase difference between the two series and the peaks are not aligned. The appli-
cation of Euclidean distance in time series similarity measurement has its limitations. 
For example, in the field of speech recognition, speaking speed is different in various 
situations. In the current context, the Euclidean distance becomes invalid because the 
length of the time series is inconsistent. Dynamic Time Warping (DTW) is proposed 
as a solution to overcome the shortcomings of Euclidean distance. Compared with 
Euclidean distance, DTW compares two time series in one-to-many mode [30-32]. 
Time warping means that a point in a time sequence can correspond to multiple con-
secutive points in another time series.  

This research uses DTW with two time series, each from a different data collection 
strategy with a different time gap. It is used to determine the level of accuracy in iden-
tifying the anomalies in each period.  

3 Paradigms of the Proposed Reconfigurable IoT 

3.1 Predictions and Anomaly  

Predictions and anomalies are the critical parts of the proposed reconfigurable IoT. 
In the smart building IoT system, a significant amount of time series data is stored in 
the knowledge base for real-time analysis and training purposes. Real-time data, sen-
sor, and trained data complete predictive analysis and anomaly identification with 
machine learning. The first step is to predict the next data point based on the existing 
training data. Then we calculate the anomalies with isolation forest based on the dif-
ference between the predictions and the actual sensor values. Thus, we have a series 
of predicted and actual values for each time point in the time series. Due to the differ-
ence between prediction and actual data, anomalies can be detected. 
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3.2 Phases of Anomaly Events 

A sensor collects data at regular intervals with a time gap (τ).  
𝐷𝐷 = {𝑑𝑑0,  𝑑𝑑1, … 𝑑𝑑𝑡𝑡}                                            … (1) 

For each incoming data at time t, a predicted value pt may be calculated based on a 
subset of D. As such, we have a set of predicted sensor values, 

𝑃𝑃 = {𝑝𝑝0,  𝑝𝑝1, … 𝑝𝑝𝑡𝑡}                                          … (2) 
where, pi is predicted with {pt-α … pt}. An anomaly event is defined as a continu-

ous sequence of k specific sensor values at a given time t based on the difference 
between P and D. 

et ⊂ 𝐷𝐷                                                                 … (3) 
Multiple sensors may be dynamically associated with an event concerning time as 

well, and a sensor may also be shared among multiple events. In the simplest form, a 
sensor’s values going beyond a given range can be considered an anomaly event asso-
ciated with the sensor(s). 

3.3 Static configuration vs. Dynamic configuration 

IoT data is often simple time-series data, or the data is almost always timestamped, 
allowing the developers to analyze the data in time. The time gap (𝜏𝜏) between the data 
points in the time series can be static or variable. Static reconfiguration means the 
data is collected with a fixed time gap. A large time gap results in sparse data points 
but saves communication or storage-related energy. A smaller time gap means a high-
er resolution of data but results in a big data set. 

Compared with the static state, the dynamic state is multipurpose. Dynamic recon-
figuration can mean a change of orientation, data collection frequency, sensor groups, 
and locations, or a combination of any of these. In terms of event-triggered reconfigu-
ration, the system constantly watches for a specific event with a dedicated sensor. 
However, this may not be known before and hence is hard to implement. Possible 
events can be detected by time series analysis, and dynamic reconfiguring can allow 
the IoT system to focus on finding and capturing a specific event. 

In this paper, we focus only on the time aspects (𝜏𝜏) for detecting and reconfiguring 
the IoT system in terms of data collection frequency. 

4 Implementation and Results 

4.1 Data and Simulation Environment 

Any sensor can generate numeric inputs, e.g., temperature, humidity, illumination, 
gas levels, and smoke. In this research, we used a temperature sensor. However, the 
sensor’s construct and structure are irrelevant to the proposed framework for detecting 
events or anomalies, as any sensor can generate a time series. Each row of the raw 
sensor dataset consists of a 

{timestamp, sensor value} 
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In the simulation, we see the effect of altering the data collection strategy by skip-
ping some of the data for prediction and anomaly detection.  

Figure 1 depicts the operation of the reconfigurable IoT. The stream of data is re-
ceived from IoT devices. Then a series of steps are followed for each data arrival or 
the end of the time gap:  

Step 1. Based on α data points, pt is determined and put in the predicted values set. 
Initialize a buffer time γ.  

Step 2. Next, the isolation forest is used to determine the anomalies between the ac-
tual and predicted values.  

Step 3. Then DTW is used to find similar matching anomalies within those anoma-
lies from Step 2.  

Step 4. If the anomalies increase in number, the time gap is reduced by 1 minute.  
Step 5. If the number of anomalies decreases and the buffer time of γ has passed 

without any more increase in the number of anomalies, the time gap 𝜏𝜏 increases by 1. 

 
Fig. 1. The reconfigurable IoT implementation diagram 

The system maintains a list of all anomalies θω within a time period ω. To prove the 
effectiveness of the proposed system, we compare the reconfigurable IoT with the 
dynamic and static configurations in terms of real-time properties and data quali-
ty/quantity. The following are the measure for comparison:  

To measure the system’s efficiency, we term “Data generation/usage” as the 
amount of data that would have been needed if this was implemented in real. For 
example, for a time gap of 1 minute, every row in the data is used, i.e., the data gener-
ation/usage is 100%. If every 5th row is picked, then it is 20%. If every 15th row is 
picked, then it is 6.6%. It essentially indicates the amount of data used from the da-
taset to achieve the reconfiguration results. Actual implementation will generate the 
data at the same time intervals as the simulations.  

The sensor is merely observing the environment and the prediction of an anomaly 
only leads to a decision on whether to increase or decrease the data collection rate.  

The IoT reconfiguration system has the following aims:  

─ Reduce the data generated/used by each device, and the system could reduce cost, 
power consumption, radio traffic, and storage. This can be determined by the 
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amount of data used/generated and the number of anomalies detected at the corre-
sponding times.  

─ Along with reducing data generation and consumption, the quality of the data col-
lected must also be maintained. This means the data collected must be usable for 
future offline analysis.  

─ Achieve real-time processing, i.e., perform well in detecting anomalies and collect-
ing relevant information, as if the system is running at the lowest possible value of 
time gaps. This means the anomalies must be detected in dynamic configurations at 
approximately the same time as a static configuration.  

For example, considering anomaly detection based on the weather condition data, 
there would be increasing data points from the sensors with dynamic intervals during 
abnormal weather conditions. Under normal circumstances, the data points collected 
by the temperature sensor will be less and at static intervals. An extensive training 
data size α in time series dt-α to dt can ensure the accuracy of predictions. We use the 
static parameters for the simulation in this paper, as in Table 1.  

If the number of anomalies in the time frame increases, we increase the frequency 
of data collection in real time (online). A higher resolution of the data collected can 
help identify repeating anomalies in offline analysis. 

Table 1. Simulation Parameters 

Parameter Value 
Total data points in data set 13000+ 
τL in the data set (lowest and uniform) 1 minute 
Training data size α 5000 
Moving Window size ω 5000 
Anomaly size σn 5 
Prediction Algorithm ARIMA Model 
Initial τ = τe (steady state) 5 minutes 

4.2 Simulation Results for different time gap schemes  

In this research, the reconfigurable IoT system has been tested in three different 
time gap schemes in the static configuration. Data collection frequency in the IoT 
system is set to τ = 5 minutes, 1 minute, and the dynamic configuration with γ = 10 
and 5. The results are plotted in Figure 4. With the reduction in the time gap, there are 
increasing probabilities to find more anomalies and matches in the system. However, 
for each τ, the number of anomalies follows a similar pattern when they change dras-
tically.  

In a dynamic state, the data collection frequency in the system starts every five 
minutes and changes dynamically according to ChangeTimeGap. 

 
Algorithm ChangeTimeGap 

INPUT: 𝜃𝜃𝜔𝜔𝑡𝑡 𝑎𝑎𝑎𝑎𝑎𝑎 𝜃𝜃𝜔𝜔𝑡𝑡−1 
if |𝜃𝜃𝜔𝜔𝑡𝑡 | ≥  |𝜃𝜃𝜔𝜔𝑡𝑡−1| then 
    decrease 𝜏𝜏𝑡𝑡+1 by 1, down to a minimum τL = 1 
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else if |𝜃𝜃𝜔𝜔𝑡𝑡 | <  |𝜃𝜃𝜔𝜔𝑡𝑡−1| then 
     if 𝛾𝛾 = 0 then 
          increase 𝜏𝜏𝑡𝑡+1 by 1, up to a maximum τe = 5 
          reset 𝛾𝛾 
     else  
           change buffer time 𝛾𝛾 ←  𝛾𝛾 −  1 

 
Figure 2 shows that with the parameters stated in Table 1, the dynamic configura-

tion can perform better than τS and underperforms compared to τL. Figure 3 and Table 
2 show the anomaly detection overview. When the time gap changes, it increases the 
probability of finding more anomalies and similarities within the anomalies. With the 
increasing number of anomalies, the number of similar anomaly matches increases as 
well. For example, with τL, the number of unique anomalies is 331, the average num-
ber of points in anomalies is 13.27, the average time of anomalies is 13.27 minutes, 
and the average time gap in the anomaly is fixed at 1 minute. The values  𝜋𝜋𝐷𝐷5  are clos-
er to τL compared to τS (which is the steady state).  

In a static state, the data collection frequency could increase the data usage from 
20% (with 𝜏𝜏𝑆𝑆) to 100% (with τL), but the system operation time is increased by about 
2.82s to 7.09s for each τ. The proposed anomaly detection system's dynamic state 
changes the way IoT observes the environment. With the increasing number of anom-
alies, the frequency of data collection is increased. When the detected abnormal data 
stabilizes or reduces, the frequency of data collection is reduced.  

The performance of the dynamic state is better than the five minutes and two 
minutes time gap but could not achieve the outcome of one-minute data collection 
frequency. The data usage for dynamic reconfiguration is significantly reduced com-
pared to the static time gap of one minute, about 40%.  

In the dynamic state, data generation of the anomaly detection system operates 
around 58.8% of data with 4.17s compared to τL. Changing the time gap from five to 
one dynamically can achieve a high level of anomaly detection but keep the pro-
cessing or execution time of calculating the anomaly lower than a static configuration. 

 
Fig. 2. Real time anomaly detection for different values of τ over a period of over 8000 
minutes. Smaller τ generate substantially more anomalies continuously. 
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4.3 Impact on the matching number of anomalies detected  

As mentioned earlier, the proposed system must be proven effective in terms of re-
al-time decisions and longer-term data quality. Figure 3 demonstrates that with the 
appropriate setting, the dynamic configuration can achieve better results than τ = 5 
mins in terms of anomaly detection and better than τ = 1 minute in terms of data con-
sumption. Next, we show that the anomalies detected θω in dynamic τ have similari-
ties to the θω in other static values of τ. 

 

 
Fig. 3. Anomaly detection overview (number of unique anomalies, average length of anoma-
lies, average time of anomalies, time gap in anomaly) 

Table 2: Anomaly Detection Overview 

Symbol Time Gap Average Execution 
Time after each τ 

Data Generation 
(compared to τL) 

τS 5 mins  
(steady state) 2.82s 20% 

𝝉𝝉𝑫𝑫𝟏𝟏𝟏𝟏 Dynamic (γ = 10) 4.13s 54.2% 
𝝉𝝉𝑫𝑫𝟓𝟓  Dynamic (γ = 5) 4.17s 58.8% 
τL 1 min 7.09s 100% 

This can ascertain that the dynamic configuration can pick up the same anomalies 
at the same time. 

4.4 Prove the real-time worthiness  

To check the real-time anomaly detection, the anomalies in θ for several combina-
tions of τ are mapped with DTW. This maps the smaller set of anomalies θ detected 
with a more extensive τ to the more fragmented larger set of anomalies in a smaller τ 
in a synchronized manner over time. The analysis process counts the number of times 
an anomaly in a θ detected with a larger τ configuration matches an anomaly detected 
with a smaller τ configuration. So, we put the time gaps in the following order accord-
ing to the number of anomalies they generate (as per Figure 4): 

{ 𝜏𝜏𝑆𝑆, 𝜏𝜏𝐷𝐷10, 𝜏𝜏𝐷𝐷5 , 𝜏𝜏𝐿𝐿} 
To describe the real-time worthiness, we define two parameters: 

Ananda Maiti
Change here
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Matching Rate: This is the relationship between the total number of unique anomalies which 
can be mapped from any τi to τL(θ(τi, τL)) to the total number of unique anomalies for τi (θ(τi)). 

𝑀𝑀𝑀𝑀 (𝜏𝜏𝑖𝑖) =
𝜃𝜃(𝜏𝜏𝑖𝑖 , 𝜏𝜏𝐿𝐿)
𝜃𝜃(𝜏𝜏𝑖𝑖)

 × 100                      (4) 

For all the possible combinations of mapping τ, the MR is higher than 90%. The 
results of this comparison are shown in Figure 4(a) when mapping anomalies across 
multiple τ. The x-axis shows the comparison between the τi vs τL with τi > τL. Each of 
these mappings is more than 90%, showing that the dynamic configurations can pick 
up the anomalies almost as good as τL. This may be improved by altering the parame-
ters mentioned in Table 1. Figure 4(b) show the same relations but uses the mapping 
from τL to any τi, modifying Equation 4 accordingly. Due to fragmentations, the num-
ber of anomalies detected at a smaller τ, may not match to a larger τ as the time syn-
chronization does not hold for some fragments.  

Note that even if 𝜏𝜏𝜏𝜏𝑆𝑆𝑆𝑆 appear better in this figure with 97.3% (see Figure 4(a)), it 
only produces 37 anomalies, 97.3% of which has a corresponding real-time match in 
𝜏𝜏𝐿𝐿. On the other hand, for 𝜏𝜏𝜏𝜏𝐷𝐷𝐷𝐷5 the 91.89% matching is from a total of 111 individual 
anomalies in 𝜏𝜏𝜏𝜏𝐷𝐷𝐷𝐷5 to 331 individual anomalies with τL. 

Coverage: This is defined as,  

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 =
𝜃𝜃(𝜏𝜏𝑖𝑖)
𝜃𝜃(𝜏𝜏𝐿𝐿)  × 𝑀𝑀𝑀𝑀 (𝜏𝜏𝑖𝑖)                 (5) 

This ratio shows the real effectiveness of the matching between different τ as depicted in 
Figure 4. The coverage of the 𝜏𝜏𝑆𝑆 is the lowest and it increases to the highest for 𝜏𝜏𝐷𝐷5 . 

 

 

 
Fig. 4. (a): List of similarities across the different values of τ when time-synchronized with τi vs 
τL. Most anomalies found in τi has at least one match in τL. (b): List of similarities across the 
different values of τ when time-synchronized with τL vs τi. The performance, i.e., matching rate 
increases with lower values of τi 

Ananda Maiti
Change here
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5 Conclusions  

Given the large quantity of data generated in various environments, storing a large 
amount of data is not good. This paper presents a comprehensive analysis of the usa-
bility of data collected with multiple time-related contractions. There are four main 
steps in the IoT system reconfiguration process. The first step is to make predictions 
on time series data and then apply a reconfiguration plan for the IoT system. Once the 
reconfiguration is finished, the IoT system is determined whether to roll back by ana-
lyzing the feedback. The IoT system reconfiguration of the smart building refers to 
the change in temperature sensor data collection frequency.  

This research can achieve the same level of decision-making accuracy with a lesser 
amount of data collected to form an IoT environment. Such a method can ensure that 
once an IoT system is implemented, it can set itself to an optimal strategy to generate 
data when required, still making the appropriate decisions. This would ultimately 
reduce network traffic and power consumption. 
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