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(57) ABSTRACT

The present invention resides in a method of transmitting
data packets between a first node coupled to be in commu-
nication with a first network and a second node coupled to
be in communication with a second network, the first
network and the second network coupled to be in commu-
nication with a plurality of network interfaces. The method
includes measuring a forward data flow rate and a reverse
data flow rate between the first node and the second node,
determining an aggregate data flow rate based on the for-
ward flow rate and the reverse flow rate, and assigning data
flow to one or more of the network interfaces based on an
available bandwidth of each network interface and the
aggregate data flow rate.
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ESTIMATING BANDWIDTH
FIELD OF THE INVENTION

[0001] The present invention relates to a method for
estimating bandwidth available on network interfaces. In
particular, although not exclusively, the invention relates to
estimating available bandwidth on network interfaces and
optimising route for data packets through the network inter-
faces.

DESCRIPTION OF THE PRIOR ART

[0002] A large number of private networks are owned by
companies, organisations or individuals. These private net-
works have at least one interface connecting the private
network to the Internet, with many private networks having
more than one interface.

[0003] Where one interface connects a private network to
the internet, all incoming and outgoing data packets com-
municated from a host on the private network to an external
host on the Internet must pass through the one interface.
Where multiple interfaces exist, the private network must
designate an interface for all incoming and outgoing data
packets transmitted externally.

[0004] One approach used where multiple interfaces exist
is to transmit via one default interface, while the remaining
interfaces are only used in the event of the default interface
being incapable of sending additional data packets (i.e. an
overflow scenario), or in the event the default interface fails
(i.e. a failover scenario).

[0005] This approach fails to optimise the full potential of
multiple interfaces. As a person skilled in the art can
appreciate, optimisation for a multiple interface arrangement
can be in terms of connection quality, even distribution of
traffic and/or minimising costs associated with using differ-
ent interfaces.

[0006] Other approaches include estimating a bandwidth
available on each interface and routing data packets accord-
ingly. One such approach is achieved by analysing the
amount of data packets being sent out in a particular data
flow. By looking at data packets travelling from the same
source to the same destination, a prediction of the continued
size of the flow is made, and the available bandwidth of the
external interface on which that data flow is travelling
through is updated accordingly. In this way, a prediction may
be made as to the amount of traffic that is being and will, in
the near future, be sent through a particular interface, and
with this information routing decisions may be made.

[0007] While performing such predictions provides for a
more accurate estimation of used and available bandwidth
than a mere consideration of data packets being sent without
forecasting future traffic, it may be advantageous to have an
alternative and preferably more accurate method for such
estimations.

[0008] Inlight of the prior art, it is an object of the present
invention to at least ameliorate one or more of the disad-
vantages and shortcomings of the prior art, or at least
provide the public with a useful alternative. Further objects
will be evident from the following description.

SUMMARY OF THE INVENTION

[0009] In one form, although it need not be the only, or
indeed the broadest form, the invention resides in a method

Feb. 14, 2008

of transmitting data packets between a first node coupled to
be in communication with a first network and a second node
coupled to be in communication with a second network, the
first network and the second network coupled to be in
communication with a plurality of network interfaces, the
method including:

[0010] measuring a forward data flow rate and a reverse
data flow rate between the first node and the second node;

[0011] determining an aggregate data flow rate based on
the forward flow rate and the reverse flow rate; and

[0012] assigning a data flow to one or more of the network
interfaces based on an available bandwidth of each network
interface and the aggregate data flow rate.

[0013] Preferably, the data flow is one or more of the
following: the forward data flow; the reverse data flow; a
new data flow.

[0014] The method may further include assigning the
forward data flow, the reverse data flow and the new data
flow to be performed in accordance with a predetermined
optimisation algorithm.

[0015] Preferably, the optimisation algorithm is config-
ured to assign data flow to one or more interfaces to optimise
at least one of: cost of transmission; quality of transmission;
speed of transmission.

[0016] The method may further include classifying each
data packet type received at a management module as either
a forward data flow, a reverse data flow or a new data flow.

[0017] Preferably, the management module is located in
first network and is coupled to be in communication with
each network interface.

[0018] Preferably, the first network is a private network
and the second network is the Internet.

[0019] The method may further include assigning a data
flow identifier for each forward data flow, reverse data flow
and new data flow received at the management module.

[0020] Preferably, the data flow identifier is based on one
or more of the following parameters: an IP address of a data
packet source; an IP address of a data packet destination; a
port address of a data packet source; a port address of a data
packet destination; a data packet protocol ID.

[0021] The method may further include assigning one or
more token buffers for each network interface.

[0022] Preferably, each token buffer has one or more
tokens which represent the available bandwidth for a respec-
tive interface.

[0023] The method may further include estimating the
bandwidth of either the forward or reverse flows on the basis
of one or more of the following parameters:

[0024]

[0025] atransmission frequency of data packets belonging
to the data flow component;

[0026] the total amount of data transmitted that belongs to
the data flow component;

[0027] the amount of data transmitted in a predetermined
time period that belongs to the data flow component;

a size of one or more data packets;
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[0028] atotal number of data packets belonging to the data
flow component that have been transmitted;

[0029] a number of data packets transmitted that belong to
the data flow component;

[0030] an average size of a data packet belonging to the
data flow component.

[0031] The method may include determining whether a
data packet received at one of the network interfaces belongs
to a known data flow; and in the event that the received data
packet belongs to an unknown data flow,

[0032] making an initial estimate of the flow’s forward
and reverse bandwidth; and

[0033] forwarding the data packet via one of the network
interfaces on the basis of the estimated forward and reverse
bandwidth of the data flow.

[0034] In another form, the invention resides in a method
of assigning a bi-directional data flow to one of the plurality
of network interfaces on the basis of estimated forward and
reverse bandwidth requirement of the data flow.

[0035] In another form, the invention resides in a com-
munication system, comprising:

[0036] a first network having a first node and a manage-
ment module;

[0037] a second network having a second node; and
[0038] a plurality of network interfaces coupled to be in

communication with the first network and the second net-
work;

[0039] wherein the management module determines an
aggregate data flow rate between the first node and the
second node and assigns a data flow to one or more network
interfaces based on the aggregate data flow rate and avail-
able bandwidth of each network interface.

[0040] In another form, the invention resides in a device
for routing data packets between a first node coupled to be
in communication with a first network and a second node
coupled to be in communication with a second network, the
first network and the second network coupled to be in
communication with a plurality of network interfaces, the
device comprising:

[0041] computer readable program code components con-
figured to cause measuring a forward data flow rate and a
reverse data flow rate between the first node and the second
node;

[0042] computer readable program code components con-
figured to cause determining an aggregate data flow rate
based on the forward flow rate and the reverse flow rate; and

[0043] computer readable program code components con-
figured to cause assigning a data flow to one or more of the
network interfaces based on an available bandwidth of each
network interface and the aggregate data flow rate.

BRIEF DESCRIPTION OF THE DRAWINGS

[0044] In order that the present invention may be readily
understood and put into practical effect, reference will now
be made to the accompanying illustrations wherein:
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[0045] FIG. 1 is a schematic plan of a communication
system including a private network according to one
embodiment of the invention;

[0046] FIG. 2 depicts data flow fields stored in a flow
tracker according to another embodiment of the invention;
and

[0047] FIG. 3 is a flowchart illustrating a process for
routing data packets implemented in the network of FIG. 1.

DETAILED DESCRIPTION OF THE DRAWINGS

[0048] 1t will be appreciated that embodiments of the
invention herein described may be comprised of one or more
conventional processors and unique stored program instruc-
tions that control the one or more processors to implement,
in conjunction with certain non-processor circuits, some,
most, or all of the functions of transmitting data packets in
communication networks as herein described. Furthermore,
it is expected that one of ordinary skill in the art, when
guided by the disclosure herein, will be readily capable of
generating such software instructions, programs and inte-
grated circuits with minimal experimentation.

[0049] FIG. 1 illustrates communication system 100
according to an embodiment of the invention. The commu-
nication system 100 comprises a first network 110 and a
second network 120. According to the embodiment shown,
the first network 110 is in the form of a private network and
the second network is in the form of the Internet 128. Other
types of networks combinations are envisaged.

[0050] The private network 110 shown in FIG. 1 includes
a number of private network nodes 112, 114 and 116. In
addition to traditional network hardware and software com-
ponents (not shown), the private network 110 also includes
a management module 118 in the form of Routing Manage-
ment Application (RMA) module. The external network 120
includes a number of external network nodes 122, 124 and
126 and a plurality of network interfaces 130, 132 and 134,
which are all connected to the Internet 128. Each node on the
private network 110 can connect to the Internet 128, and is
therefore connectable to each node 122, 124, 126 on the
Internet 102, through anyone of the network interfaces 130,
132 and 134.

[0051] All data packets being sent from a private network
node 112, 114 or 116 (i.e. emanating packets) inside the
private network 110 to an external network node 116, 118 or
120 must be routed through one of the network interfaces
130, 132 or 134. For the purposes of the preferred embodi-
ment, it will be presumed that any external network node
122, 124 and 126 may be reached through any one of the
network interfaces 130, 132 and 134. The decision of which
network interface 130, 132 and 134 is used to route a data
packet through is independent of the destination of that data
packet. Any data packets being sent from an external net-
work node 122, 124 and 126 into the private network 110
(i.e. terminating packets) must enter the private network 110
through one of the network interfaces 130, 132 and 134.

[0052] Since the private network 110 possesses links to
each network interface 130, 132 and 134, it has the ability
to manage how data packets are routed through the network
interfaces 130, 132 and 134. The decision regarding how a
particular data packet should be routed is dependent on
many factors such as the cost of using each network inter-
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face, the available bandwidth of each interface and/or the
quality of service and data transfer speed provided by each
interface. As those skilled in the art can appreciate, these
factors and other factors may influence a routing decision in
the communication network 100. In order to manage the
routing of data packets, the management module 118 is
provided.

[0053] The management module 118 intercepts, analyses
and routes all data packets emanating from the private
network 110 to one of the available network interfaces 130,
132 or 134. Similarly, all terminating data packets entering
the private network 110 through one of the network inter-
faces 130, 132 or 134 are intercepted by the management
module 118 for analysis prior to being forwarded to the final
destination (i.e. external network nodes 122, 124 or 126).
The management module 118 functions to implement flow
tracking, bandwidth management, flow based routing strat-
egies, failover, and capacity discovery, each of which will be
described in detail below.

[0054] For the purpose of the discussion of the preferred
embodiment, data packets will be deemed to be either
emanating or terminating. Emanating data packets are sent
from a source (private network nodes 112, 114 or 116) on the
private network 110 to a destination (external network nodes
122, 124 or 126) on the Internet 102. In the preferred
embodiment, emanating data packets are sent from a source
(e.g. node 112) and intercepted by the management module
118 before being forwarded to a network interface 104, 106
or 108 for routing to a destination (e.g. node 122).

[0055] Terminating data packets are sent from a source
(external network nodes 122, 124 or 126) on the Internet 128
to a destination (private network nodes 112, 114 or 116) on
the private network 110. In the preferred embodiment,
terminating data packets are received by one of the network
interfaces 130, 132 or 134 and are passed to the management
module 118 before being forward to a destination (e.g. node
112) on the private network 110.

[0056] In the examples described below, data packets
being transmitted between two network nodes, private net-
work node 112 and external network node 122, will be
discussed.

[0057]

[0058] node 112 is deemed to have an address of ‘x” and
node 122 is deemed to have an address of ‘y’. Ema-
nating data packets will therefore have a source address
x and a destination address y; and

[0059] terminating data packets will have a source
address y and a destination address x.

In this case:

[0060] The full source and destination information of a
data packet can additionally include information such as an
IP address, a port address and/or a protocol identifier.

[0061] According to some embodiments of the invention,
the management module 118 comprises computer readable
program code components configured to cause measuring a
forward data flow rate and a reverse data flow rate between
network node 112 and network node 122. The management
module 118 can include computer readable program code
components configured to cause determining an aggregate
data flow rate based on the forward flow rate and the reverse
flow rate. In addition, the management module 118 can
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include computer readable program code components con-
figured to cause assigning a data flow to one or more of the
network interfaces 130, 132, 134 based on an available
bandwidth of each network interface and the aggregate data
flow rate. In alternative embodiments, the aforementioned
functionality can be implemented in hardware.

Data Flows

[0062] The management module 118 relies on the concept
of data flows to analyse network traffic. Traditionally, data
flows are considered to be the aggregate of data packets
being sent from the same source to the same destination.
Although this traditional approach is useful, it only provides
a partial picture of data communication in a data packet
switched environment.

[0063] In the majority of cases, data packet switched
communication involves information being transmitted in
two directions. Information is sent from a source x to a
destination y (emanating data) and in response to that
information the destination y sends information back to the
original source X (terminating data). This response informa-
tion may simply be acknowledgment data. Alternatively, the
emanating data may be a request for data (such as a file, a
web page, streaming audio/video) in which case a response
including the requested data will be sent back to the source.

[0064] To account for this two way data flow of informa-
tion, data flows in the preferred embodiment of the invention
include an emanating flow component and a terminating
flow component both of which are considered in making
bandwidth estimations and data flow routing decisions. The
emanating flow component includes all data packets being
sent from source (node 112) to destination (node 122), and
the terminating flow component includes all data packets
being sent back to the source (node 112) from destination
(node 122). The emanating flow, for example, may comprise
data packets sent from source (node 112) requesting infor-
mation from destination (node 122). In this case, the termi-
nating flow is the data packets being sent from node 122
back to node 112, in response to the initial request from node
112.

[0065] In order to identify different data flows and to
associate a particular data packet with a particular data flow,
when the management 118 receives a data packet and
calculates a hash value based on the source and destination
information contained in the data packet. The calculated
hash value becomes the data flow identifier and all data
packets with the same calculated hash value are deemed to
belong to the same data flow. If the hash value is not
collision free, a sub identifier may be necessary as part of the
data flow identifier to account for cases where two or more
different flows result in the same calculated hash value.

[0066] The management module 118 analyses all data
packets, either emanating or terminating and, for each data
packet calculates a data flow identifier to determine whether
the packet belongs to an existing data flow or a new data
flow. The data flow identifier of an emanating packet is
calculated by the hash value of the data packet’s source
address (node 112) and destination address (node 118). The
data flow identifier of a terminating packet is calculated by
the hash value of the data packet’s destination address (node
112) and source address (node 118). By switching the order
of the source address and the destination address for the
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terminating data packets, the hash value for emanating data
packets and terminating data packets are the same, thus
indicating they are part of the same data flow.

[0067] The information defining the ‘source” and ‘desti-
nation’ addresses of data packets may be decided on the
level of traffic and/or control requirements. For example, if
traffic details and/or control are required, the hash values
may be calculated on IP addresses only. In this case each
data flow will be relatively large, denoting all data packets
being sent from the IP address of node 112 to the IP address
of' node 122 and all packets from the IP address of node 122
to the IP address of node 112.

[0068] Preferably the hash value is calculated on the IP
address, the port address and the protocol identifier (e.g. an
identifier denoting the file transfer protocol). In this case,
each data flow will be relatively smaller, consisting only of
those data packets of the same protocol being sent from a
particular port on the source IP address of node 112 to a
particular destination port on the destination IP address of
node 122 and, packets from a particular source port on the
source IP address of node 122 to a particular destination port
on the destination IP address of node 112.

[0069] Table 1 sets out a number of exemplary hash value
calculation schemes that could be implemented in embodi-
ments of the present invention.

TABLE 1

Emanating flow  Terminating

Address ID: Hash on flow ID: Hash on Detail/Control
IP Address source IP, destination IP, Low
destination IP source IP
IP Address source IP, destination IP, Medium
Port Address destination IP, source IP,
source port, destination port,
destination port  source port,
IP Address source IP, destination IP, High
Port Address destination IP, source IP,
Protocol ID source port, destination port,
destination port,  source port,
protocol ID protocol ID
[0070] In an alternative but less effective embodiment,

flow identifiers of emanating (i.e. forward) and terminating
(i.e. reverse) data flow components need not be calculated to
be the same (i.e. the flow identifier for the emanating packets
is calculated by a hash over the packet’s source address, and
destination address, and the flow identifier for the terminat-
ing packets is calculated as a hash over the packet’s source
address and destination address). In this way, the flow
identifier of the emanating packets travelling from node 112
to node 122 will be different to the flow identifier of the
terminating packets travelling from node 122 to node 112.

[0071] If this is the case, the forward and reverse data
flows may be associated with each other in a list or table so
the management module 118 can recognise they are part of
the same data flow, or may even be considered and managed
as distinct data flows by the management module 118. If
they are managed separately, important information such as
the amount of data being sent back into the private network
110 as a result of a particular forward data flow is lost. If the
forward and reverse data flow components are associated
with each other at a later stage (e.g. by associating the data
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flows in a secondary list or table), greater computational and
memory overhead are introduced.

[0072] In a still further embodiment, an estimate of the
size of the reverse data flow may be made by analysis of the
forward data flow component (e.g., by analysis of the
protocol of the forward data flow component). For example,
if the forward flow data packet is a request for a web page,
it is likely to require far less traffic for the corresponding
reverse data flow than if the forward flow data packets are
requesting streaming video.

Tokens and Token Handling

[0073] In order to efficiently monitor and manage band-
width on the available network interfaces 130, 132 and 134
and make routing decisions, the management module 118
maintains at least one (preferably more than one) token
buffer for each of the network interfaces 130, 132 and 134.
Tokens effectively represent a unit of bandwidth, each token
accounting for a fraction of the network interface’s trans-
mission rate. For example, a network interface may have an
estimated total transmission capacity of 100 kilobytes per
second, and a single token may represent 1 kilobyte per
second. In this case, the token buffer for the network
interface would have 100 tokens representing the entire
bandwidth capacity of the network interface.

[0074] Where a network interface has dedicated outgoing
and incoming bandwidth (i.e. a full duplex connection),
forward and reverse token buffers are preferably maintained.
If the connection is half duplex, (i.e. data may only be sent
or received at any given time) a single token buffer may be
used. The number of token buffers used may also be deter-
mined on the basis of how bandwidth allowances are cal-
culated by the ISP (or other entity) to which the interface is
connected. If for example, bandwidth limits for incoming
and outgoing data are set independently of each other then
it is preferable to use a dedicated token buffer for each
direction of data flow. However, if the total bandwidth
assigned to the network interface is fixed, but the relative
allocation to forward and reverse flow components can be
varied then it may be preferable to use a single shared token
buffer to manage bandwidth usage in both directions.

[0075] In general terms, a token buffer for a network
interface has tokens removed from it or added to it to
account for fluctuations, in the amount of bandwidth being
used by the data flows being routed through the network
interface. An entirely unused network interface will have a
completely full token buffer and a network interface for
which all available bandwidth has been assigned to one or
more flows will have a completely empty token buffer. In
use, tokens are removed from a token buffer and assigned to
data flows as they are assigned to the network interface or if
they increase or decrease in size and tokens are returned to
the token buffer if a flow stops (e.g. is timed out) or reduces
in size.

[0076] As data flows are added to and removed from a
network interface, the token buffer associated with that
network interface is updated accordingly. For example, in a
case with dedicated forward and reverse token buffers, if a
new data flow arrives on a particular network interface, an
initial number of tokens are reserved for each of the forward
and reverse flow components. From time to time the size of
the forward and reverse data flow components will be
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estimated and, if the flow turns out to be larger than the
initial estimate in either direction, further tokens are
assigned to that data flow component, reducing the number
of tokens available for that interface in the direction. Con-
versely if a data flow component is smaller than expected
then the number of tokens assigned to a flow component can
be reduced. When the flow finishes, all tokens associated
with the flow are returned to the token buffer.

[0077] In order to monitor the size and continuity of flows
or flow components the management module 118 maintains
a flow tracker as described below.

Flow Tracker and Flow Tracking

[0078] The management module 118 maintains a flow
tracker comprising a hash-based data structure in which flow
state information is stored. FIG. 2 provides a representation
of the data structure 200 of the information fields of the flow
tracker according to an embodiment of the invention. The
index of the data structure is the hash value of the flow
identifier 202. Each individual data flow may include a data
structure that stores the flow identifier 202, a source IP
address 204, a destination IP address 206, a source port 208,
a destination port 210, a protocol ID 212, emanating tokens
214, terminating tokens 216, emanating bytes 218, termi-
nating bytes 220, interface ID 222 and time stamp 224.

[0079] The time stamp 224 provides information regard-
ing the last time a data packet associated with that flow was
received at the management module. A “time to live” may be
set in the management module 118, and if the time stamp
224 indicates that the flow is older than the “time to live”
(i.e. no data packets for that data flow have been received at
the management module within the selected time), the entry
in the flow tracker relating to that flow is deleted. When a
data packet is received by the management module and is
associated with an existing data flow, the time stamp 224
corresponding to the flow identifier 202 of the packet is
updated.

[0080] In order to delete flows that are no longer active,
the flow tracker may order flows according to the time stamp
224. When a data packet is received which is part of an
existing data flow and the time stamp 224 for that data flow
is updated, the position of that data flow in the flow tracker
may be moved to the front of the list. This provides for the
efficient management of data flows in that old data flows can
simply be deleted from the tail of the list and additional
processing is avoided.

[0081] The emanating tokens field 214 and terminating
tokens field 216 store the number of flow tokens currently
assigned to the emanating and terminating flow components
respectively. This is discussed in greater detail below in the
Token Handling section.

[0082] The emanating bytes field 218 and terminating
bytes field 220 store information detailing the aggregate
number of bytes sent and received in the emanating and
terminating components of the data flow respectively.

[0083] The interface ID field 222 refers to the particular
network interface through which data packets are routed
through.

[0084] FIG. 3 depicts the process 300 by which the
management module maintains flow information in the flow
tracker according to another embodiment of the invention.
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[0085] The management module intercepts 302 all data
packets being sent from or to the private network 110 (i.e. all
emanating and terminating data packets). Each data packet
is detected 304 to be either an emanating data packet or a
terminating data packet.

[0086] If the data packet is determined to be an emanating
data packet (e.g. if the source address of the data packet is
an address on the private network 110) the management
module 118 calculates a data flow identifier 306 for the
packet as:

[0087] hash (source IP address, destination IP address,
source port, destination port, protocol ID).

[0088] Ifthe data packet is determined to be a terminating
data packet at 304 (e.g. if the source address of the data
packet is an address outside the private network 110) the
management module 118 calculates the data flow identifier
308 for the packet as:

[0089] hash (destination IP address, source IP address,
destination port, source port, protocol ID).

[0090] Inthis way emanating and terminating data packets
that belong to the same communication flow are associated
to the same data flow and same entry in the data structure.

[0091] Ideally, a non-colliding hash function is used to
calculate the data flow identifiers, ensuring that each data
flow is assigned a unique flow identifier. However, if the
hash function is used to calculate an identical data flow
identifier (i.e. the hash value calculated for two packets
belonging to separate flows may end up the same), data
collisions can be resolved in a secondary data structure such
as a linked list.

[0092] Once the data flow identifier for a data packet has
been calculated, the management module 118 compares the
calculated data flow identifier with flow identifiers stored in
the flow tracker 310 and 312 to determine whether the data
packet is part of an existing data flow or a new data flow 314
and 316. If the calculated data flow identifier of the data
packet occurs in the flow tracker the data packet forms part
of an existing data flow. If the calculated data flow identifier
of the packet does not occur in the flow tracker the data
packet is part of a new data flow.

New Flow

[0093] If the packet belongs to a new flow, a new entry for
that flow identifier is created and stored 318 in the flow
tracker.

[0094] If the packet is an emanating packet the interface
10 for that flow is determined 320 according to the network
interface assignment or routing strategy as discussed below.
If the packet is a terminating packet, the network interface
for that flow is assigned 322 to the network interface through
which the packet was received.

[0095] The management module 118 then populates the
data fields 324 in the flow tracker corresponding to the new
flow. The source and destination IP address fields and source
and destination port address fields are populated according
to the corresponding information in the data packet (again,
noting that if the data packet is a terminating packet the
source and destination addresses must be switched). The
time stamp associated with the flow is also updated accord-
ing to the time the data packet was received.
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[0096] The number of tokens assigned to the flow com-
ponents is determined as discussed below in relation to
token handling, and the emanating and terminating token
fields are populated.

[0097] If the packet is an emanating packet the emanating
bytes field is updated according to the size of the data packet
(the terminating bytes field left at zero), and if the data
packet is a terminating data packet the terminating bytes
field is updated according to the size of the data packet (the
emanating bytes field left at zero).

Existing Flow

[0098] If the calculated flow identifier corresponds to a
flow identifier existing in the flow tracker, the packet is
deemed to be part of an existing flow. In this case the flow
1D, source IP, destination IP, source port, destination port
and interface ID fields are already known and stored in the
flow tracker and do not need to be updated.

[0099] The management module 118 does, however,
update 326 the appropriate data fields to maintain up to date
information on flow statistics.

[0100] Ifthe packet is an emanating packet, the emanating
bytes field is updated to be the existing value for that field
plus the size of the packet and the terminating bytes field
remains unchanged.

[0101] If the packet is a terminating packet, the terminat-
ing bytes field is updated to be the existing value of that field
plus the size of the packet, and the emanating bytes field
remains unchanged.

[0102] The time stamp field is also updated to the time the
packet was received.

[0103] From time to time, and preferably upon receipt of
every new data packet, the size of the flow component (or
flow) is estimated and the number of tokens assigned to the
flow component (or flow) from its corresponding interfaces
token buffer is recalculated. Upon recalculation of the num-
ber of tokens assigned to a flow, the flow tracker data fields
214 and 216 relating to the assigned number of emanating
tokens and terminating tokens respectively are updated.

[0104] Table 2 below summarises the update actions
required for the flow tracker data structure in the event of a
packet being received.

TABLE 2

Packet corresponds to:

New New Existing  Existing
Flow tracker emanating terminating emanating terminating
field flow flow flow flow
Flow ID Calculating Calculating Packet details correspond
flow ID flow ID to exiting flow in
Source IP Source IP of  Destination flow tracker:
packet IP of packet No update required
Destination  Destination Source IP of
1P IP of packet packet
Source Port  Source port Destination
of packet port of packet
Destination  Destination Source port
Port port of packet  of packet
Emanating  Assign as per  Assign as per  Update Does not
Tokens policy policy change
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TABLE 2-continued

Packet corresponds to:

New New Existing  Existing
Flow tracker emanating terminating emanating terminating
field flow flow flow flow

Terminating  Assign as per  Assign as per  Does not Update
Tokens policy policy change
Emanating  Size of 0 Old Does not
bytes packet value + change
size of
packet
Terminating 0 Size of Does not  Old value +
bytes packet change size of
packet
Interface ID  Selected ID of Already populated as is
interface ID interface existing flow
through
which packet
arrived
Time Stamp Time of Time of Time of  Time of
packet arrival  packet arrival  packet packet
arrival arrival

[0105] Further manipulation of the data fields in the flow
tracker will be discussed below in relation to failover
scenarios.

[0106] From time to time, and preferably after every
packet is received, the management module updates the
token buffer information 328 as discussed above. If the
packet is an emanating packet, the management module 118
then routes 330 the packet through the interface associated
through the flow the packet is part of. If the packet is a
terminating packet the management module routes 332 the
packet to the destination node on the private network.

Routing Strategies

[0107] Routing strategies for emanating data packets (and
flows) may be implemented according to the way tokens are
assigned to new flows. Forwarding preferences may depend
on a number of factors, such as cost, performance, best
practice requirements or service types, and strategies may be
changed dynamically depending on external factors such as
the time of day or traffic thresholds.

Overflow Routing

[0108] Overflow routing is a strategy that is useful in the
case where some interfaces are preferable over others—for
example one interface is cheaper than the other interfaces
and therefore preferable.

[0109] Inthis scenario one path (for example, the cheapest
path) is designated to be the default path and is the first
choice for routing new flows. If that path becomes “full’—
i.e. estimations indicate that no bandwidth is available in
either the forward or reverse direction, the new flow is
routed to the next preferred interface and so on.

[0110] For such a routing scheme when a packet belonging
to a new flow arrives, the management module 118 checks
the default interface and if sufficient tokens are available for
both directions on that interface, it assigns the new flow to
that interface (and reduces the tokens in the token buffer(s)
accordingly). If, when the default interface is checked, no
tokens are available, the next preferred interface is checked
for available tokens and, if tokens are available, the flow is
assigned to that interface.
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Accurate Load Balancing

[0111] If there are no inherent reasons why a particular
interface should be preferred over another (e.g. the costs and
other overheads associated with all interfaces are the same),
the chosen routing strategy may be to distribute traffic
evenly between the available interfaces.

[0112] This even distribution may be achieved in a number
of ways, the simplest of which being when a packet belong-
ing to a new flow arrives, the available tokens on each
interface are checked and the flow is routed to the interface
having (nominally or proportionally) the most available
tokens. Alternatively the new flow can be routed to the
interface which results in the most evenly distributed “inter-
face utilization” across all the possible interfaces. In this
case the interface utilization is calculated by:

[0113] Tokens used/total possible tokens for interface.
Failover

[0114] In the case of one or more interfaces failing, traffic
on failed links must be rerouted. The failing of an interface
may be detected by the operating system and signalled to the
management module. Where such a signal is received the
management module 118 reduces the number of available
tokens for the failed interface(s) to zero and flushes all the
flow trackers for flows on that link.

[0115] Once the flows are flushed, the next packet for that
flow arriving at the management module is not recognised as
a packet for an existing flow and is routed as if it is a packet
belonging to a new flow.

[0116] In this manner only flows that were assigned to the
failed interface(s) are impacted, with all other flows remain-
ing on their assigned interfaces.

[0117] Although in the preferred embodiment the routing
distribution application and all above functionality is
described as a single application it is, of course, possible to
distribute the functionality between any number of applica-
tions and/or physical devices.

[0118] Throughout the description and claims of this
specification, the word “comprise” and variations of that
word such as “comprises” and “comprising”, are not
intended to exclude other additives, components, integers or
steps. Throughout the specification the aim has been to
describe the invention without limiting the invention to any
one embodiment or specific collection of features. Persons
skilled in the relevant art may realize variations from the
specific embodiments that will nonetheless fall within the
scope of the invention.

1. A method of transmitting data packets between a first
node coupled to be in communication with a first network
and a second node coupled to be in communication with a
second network, the first network and the second network
coupled to be in communication with a plurality of network
interfaces, the method including:

measuring a forward data flow rate and a reverse data flow
rate between the first node and the second node;

determining an aggregate data flow rate based on the
forward flow rate and the reverse flow rate; and
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assigning a data flow to one or more of the network
interfaces based on an available bandwidth of each
network interface and the aggregate data flow rate.

2. The method as recited in claim 1, wherein the data flow
is one or more of the following: the forward data flow; the
reverse data flow; a new data flow.

3. The method as recited in claim 2, wherein assigning the
forward data flow, the reverse data flow and the new data
flow is performed in accordance with a predetermined
optimisation algorithm.

4. A method as recited in claim 3, wherein the optimisa-
tion algorithm is configured to assign data flow to one or
more interfaces to optimise at least one of: cost of trans-
mission; quality of transmission; speed of transmission.

5. The method as recited in claim 1, further including:

classifying each data packet type received at a manage-
ment module as either a forward data flow, a reverse
data flow or a new data flow.

6. The method as recited in claim 5, wherein the man-
agement module is located in first network and is coupled to
be in communication with each network interface.

7. The method as recited in claim 1, wherein the first
network is a private network and the second network is the
Internet.

8. The method as recited in claim 1, further including:

assigning a data flow identifier for each forward data flow,
reverse data flow and new data flow received at the
management module.

9. The method as recited in claim 8, wherein the data flow
identifier is based on one or more of the following param-
eters: an [P address of a data packet source; an IP address of
a data packet destination; a port address of a data packet
source; a port address of a data packet destination; a data
packet protocol 1D.

10. The method as recited in claim 1, further including:

assigning one or more token buffers for each network

interface.

11. The method as recited in claim 10, wherein each token
buffer has one or more tokens which represent the available
bandwidth for a respective interface.

12. A communication system, comprising:

a first network having a first node and a management
module;

a second network having a second node; and

a plurality of network interfaces coupled to be in com-
munication with the first network and the second net-
work;

wherein the management module determines an aggregate
data flow rate between the first node and the second
node and assigns a data flow to one or more network
interfaces based on the aggregate data flow rate and
available bandwidth of each network interface.

13. The communication system as recited in claim 12,
wherein the data flow is one or more of the following: a
forward data flow; a reverse data flow; a new data flow.

14. The communication system as recited in claim 12,
wherein the management module is configured to assign the
data flow to one or more network interfaces in accordance
with a predetermined optimization algorithm.

15. The communication system as recited in claim 14,
wherein the optimisation algorithm assigns data flow to one
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or more network interfaces to optimise at least one of: cost
of transmission; quality of transmission; speed of transmis-
sion.

16. The communication system as recited in claim 12,
wherein the management module is configured to classify
each data packet received as either a forward data flow, a
reverse data flow or a new data flow.

17. The communication system as recited in claim 12,
wherein the first network is a private network and the second
network is the Internet.

18. The communication system as recited in claim 13,
wherein the management module is configured to assign a
data flow identifier for each forward data flow, reverse data
flow and new data flow received.

19. The communication system as recited in claim 18,
wherein the data flow identifier is based on one or more of
the following parameters: an IP address of a data packet
source; an IP address of a data packet destination; a port
address of a data packet source; a port address of a data
packet destination; a data packet protocol ID.

20. The communication system as recited in claim 18,
wherein the management module is configured to designate
common data flow identifiers for a forward data flow and a
reverse data flow as a common flow path.

21. The communication system as recited in claim 12,
wherein the management module is configured to assign one
common flow path to one or more network interfaces.

22. The communication system as recited in claim 12,
wherein the management module is configured assign one or
more token buffers for each network interface.

23. The communication system as recited in claim 22,
wherein each token buffer has one or more tokens which
represent the available bandwidth for a respective interface.

24. A device for routing data packets between a first node
coupled to be in communication with a first network and a
second node coupled to be in communication with a second
network, the first network and the second network coupled
to be in communication with a plurality of network inter-
faces, the device comprising:

computer readable program code components configured
to cause measuring a forward data flow rate and a
reverse data flow rate between the first node and the
second node;

computer readable program code components configured
to cause determining an aggregate data flow rate based
on the forward flow rate and the reverse flow rate; and

computer readable program code components configured
to cause assigning a data flow to one or more of the
network interfaces based on an available bandwidth of
each network interface and the aggregate data flow rate.
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25. The device as recited in claim 24, wherein the data
flow is one or more of the following: the forward data flow;
the reverse data flow; a new data flow.

26. The device as recited in claim 25, further including:

computer readable program code components configured
to cause assignment of the forward data flow, the
reverse data flow and the new data flow to be performed
in accordance with a predetermined optimisation algo-
rithm.

27. The device as recited in claim 26, wherein the
optimisation algorithm is configured to assign data flow to
one or more interfaces to optimise at least one of: cost of
transmission; quality of transmission; speed of transmission.

28. The device as recited in claim 25, further including:

computer readable program code components configured
to cause classification of each data packet type received
at the device as either a forward data flow, a reverse
data flow or a new data flow.

29. The device as recited in claim 24, wherein the device
is located in the first network and is coupled to be in
communication with each network interface.

30. The device as recited in claim 24, wherein the first
network is a private network and the second network is the
Internet.

31. The device as recited in claim 24, further including:

computer readable program code components configured
to cause assignment of a data flow identifier for each
forward data flow, reverse data flow and new data flow
received.

32. The device as recited in claim 31, wherein the data
flow identifier is based on one or more of the following
parameters: an IP address of a data packet source; an IP
address of a data packet destination; a port address of a data
packet source; a port address of a data packet destination; a
data packet protocol ID.

33. The device as recited in claim 31, further including:

computer readable program code components configured
to cause designation of common data flow identifiers
for a forward data flow and a reverse data flow as a
common flow path.

34. The device as recited in claim 24, further including:

computer readable program code components configured
to cause assignment of one or more token buffers for
each network interface.
35. The device as recited in claim 34, wherein each token
buffer has one or more tokens which represent the available
bandwidth for a respective interface.
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