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ABSTRACT Evapotranspiration, as a combination of evaporation and transpiration of water vapour, is a
primary component of global hydrological cycles. It accounts for significant loss of soil moisture from
the earth to the atmosphere. Reliable methods to monitor and forecast evapotranspiration are required
for decision-making. Reference evapotranspiration, denoted as ET, is a major parameter that is useful in
quantifying soil moisture in a cropping system. This article aims to design a multi-stage deep learning
hybrid Long Short-Term Memory (LSTM) predictive model that is coupled with Multivariate Empirical
Mode Decomposition (MEMD) and Boruta-Random Forest (Boruta) algorithms to forecast ET in the
drought-prone regions (i.e., Gatton, Fordsdale, Cairns) of Queensland, Australia. Daily data extracted from
NASA’s Goddard Online Interactive Visualization and Analysis Infrastructure (GIOVANNI) and Scientific
Information for Land Owners (SILO) repositories over 2003—-2011 are used to build the proposed multi-stage
deep learning hybrid model, i.e., MEMD-Boruta-LSTM, and the model’s performance is compared against
competitive benchmark models such as hybrid MEMD-Boruta-DNN, MEMD-Boruta-DT, and a standalone
LSTM, DNN and DT model. The test MEMD-Boruta-LSTM hybrid model attained the lowest Relative
Root Mean Square Error (<17%), Absolute Percentage Bias (<12.5%) and the highest Kling-Gupta
Efficiency (>0.89) relative to benchmark models for all study sites. The proposed multi-stage deep hybrid
MEMD-Boruta-LSTM model also outperformed all other benchmark models in terms of predictive efficacy,
demonstrating its usefulness in the forecasting of the daily ET dataset. This MEMD-Boruta-LSTM hybrid
model could therefore be employed in practical environments such as irrigation management systems to
estimate evapotranspiration or to forecast ET.

INDEX TERMS Reference evapotranspiration forecasting, deep learning, multivariate empirical mode
decomposition, boruta-random forest algorithm, long short-term memory network.

I. INTRODUCTION
Evapotranspiration estimation is involved in water resource
management, hydrological studies, irrigation scheduling,

The associate editor coordinating the review of this manuscript and

approving it for publication was Haiyong Zheng

VOLUME 9, 2021

crop modelling, and computing drought indices. Reference
evapotranspiration (E7T) and crop coefficient [1] are mostly
used to estimate evapotranspiration related to a particular
crop. ET can be directly measured by using the lysimeter
method. Several empirical methods such as the Hargreaves
equation, Priestley—Taylor equation, Ritchie equation, and
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the PMF-56 equation have also been developed to esti-
mate ET using climatic data. Among them, the PMF-56
equation is widely used due to its accuracy and stabil-
ity [2]. Other than empirical methods, many researchers have
developed data-driven Artificial Intelligence (AI) models to
forecast ET and these models have shown superior perfor-
mances despite non-linear behaviour of ET [3]. For instance,
Nourani, et al. [4] employed ensemble Multiple Linear
Regression (MLR), Support Vector Regression (SVR), Adap-
tive Neuro-Fuzzy Inference System, Artificial Neural Net-
work (ANN), and Multiple Linear Regression (MLR) models
for ET forecasting and the ensemble MLR model has shown
the best performance. Tikhamarine, ef al. [5S] examined the
comparative potential of ANN-Embedded Grey Wolf Opti-
mizer, Multi-Verse Optimizer, Particle Swarm Optimizer,
Whale Optimization Algorithm and Ant Lion Optimizer to
predict monthly ET in India and Algeria.

Deep Learning (DL) techniques such as the Temporal
Convolution Network [6] and the ensemble of Convolutional
Neural Networks (CNN) [7] which are comparatively more
advanced and precise than the above traditional machine
learning methods have also been recently employed to predict
ET. The Long Short-Term Memory (LSTM) network is a
DL neural technique that has been used to predict hydro-
logical variables like water quality [8], solar radiation [9],
and streamflow [10], and rainfall-runoff [11]. Several recent
studies have shown the exceptional performance of LSTM
model in predicting hydrological time series [67]-[70]. The
key advantage of the LSTM model is its ability in using
sequential data as inputs instead of independent training sam-
ples and this feature ensures the model’s capability in dealing
with more extended historic hydrologic observations with
temporal dependence [71], which is a common characteristic
related with many types of hydrological time series [66].
However, less research has been carried out to predict ET
using LSTM based models. Yin, ef al. [12] proposed a new
hybrid bi-directional LSTM model to forecast short term
daily ET in data scarce regions.

In recent years, use of Al models have become more
popular in resolving problems related to many various hydro-
logical aspects [72]. For instance, DT model has been used to
map the flood susceptible areas in Kelantan, Malaysia which
performed with greater accuracy in comparison with fre-
quency ratio (FR) and logistic regression (LR) methods [74].
The DNN model has been employed in water resource man-
agement e.g. development of spatial-temporally continuous
evapotranspiration model [75], development of model for
mapping suitable groundwater extraction location [76] and
shown better performances compared to benchmark models.
LSTM is also extensively used for flood forecasting [77], and
predicting water table [8], etc.

To further enhance the forecasting model capabilities,
hybrid models have been developed in the recent past
by many researchers. Ferreira and da Cunha [13] devel-
oped a DL multi-step ET forecasting model with hybrid
CNN-LSTM and assessed in comparison with standalone
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LSTM, CNN and traditional machine learning models (ANN
and RF). According to the performance analysis, the hybrid
CNN-LSTM model outperformed all the comparison models.

In addition, two-phase hybrid models which are capable
of yielding high performances with relatively low errors
are explored [14]. For example, Prasad, et al. [15] devel-
oped a two-phase hybrid Extreme Learning Machine (ELM)
model to forecast soil moisture coupled with the Ensem-
ble Empirical Mode Decomposition (EEMD) data pre-
processing method and the Boruta-random forest optimizer
(Boruta) feature selection method. This model was superior
to the other comparative models and yielded a relatively
accurate performance with a small number of errors.

The Multivariate Empirical Mode Decomposition
(MEMD) is a data pre-processing method that is an
improved extension of standard Empirical Mode Decompo-
sition (EMD) for multichannel data [16] and works effi-
ciently in time series nonlinear and nonstationary signal data
pre-processing [17]. For instance, Prasad, et al. [15] and
Ali, et al. [18] proposed new multi-stage models coupled
with MEMD to forecast solar radiation and drought thereby
showing superior performance when compared with other
models.

Boruta-random forest (Boruta) is a feature selection tech-
nique [19] that can identify significant input parameters
using a comparison with real features to those of random
probes [20]. Boruta has been utilized successfully as a
feature selection technique in hybrid models to forecast
soil moisture [20], [21], streamflow [22], [23], and air
quality [24].

However, ET forecasting based on multi-stage deep neural
networks is yet to be explored. To address this research
gap, this study is focused on developing a novel multi-stage
MEMD-Boruta-LSTM deep neural network to forecast daily
ET based on satellite and ground data. DT and DNN models
which have been widely employed in prediction of various
hydrological parameters are selected for model performance
comparison with target model in this study.

Il. THEORETICAL OVERVIEWS

In this section, the MEMD, Boruta, and LSTM are described
in detail. The models used for comparison purposes in this
study: Deep Neural Network (DNN) [9] and Decision Tree
(DT) [25] are not explained in detail as they are well-known
algorithms.

A. MULTIVARIATE EMPIRICAL MODE
DECOMPOSITION METHOD
The MEMD is an advanced version of EMD proposed by
Rehman and Mandic [16] which is capable of dealing with
multivariate signals and resolved the mode mixing issue by
using white Gaussian noises [26]. The MEMD method can
be described as follows [16]:

I. Generate a suitable number of direction vectors.

II. Calculate projections of the multiple inputs along with

different directions in an n-dimensional space.
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III. Identify local maxima projections and obtain multi-
variate envelope curves through them and subsequently
calculate the mean.

IV. Extract the detail using the difference of the mean enve-
lope curve and original signal until the stopping criteria
is satisfied for a multivariate Intrinsic Mode Function
(IMF) [27].

The mathematical formulae of the MEMD can be found
elsewhere [16], [28].

B. FEATURE SELECTION: BORUTA-RANDOM FOREST
OPTIMIZER ALGORITHM
The algorithm can be briefly explained as follows [19], [29]:
Let x; € R" be the group of predictors for the set of T
and y; € R be the target for n number of inputs, where
t=12,...,T.
I. Create a randomly ordered duplicated (shadow) vari-
able, x; for x; and then predict the target y,.
II. Calculate Mean Decrease Accuracy (MDA) for every
x; and x; over all trees, My (=500 in this
study) [1], [30]:

MDA

_ 1 Miree
B Miree Zm:l
« > reoos ! 0i=f 0)) =Y icoos! 0:=f (7))
|00B| ’
()

where I (x) is indicated function, OOB (Out-of-Bag) is
a predictive error, y, = f (x;) is predicted value before

permuting and, y, = f (x}) is predicted value after
permuting.
III. Compute the Z-score as:
z MDA )
— score = ——
SD

where, SD is the standard deviation of accuracy loss and,
then maximum Z-score (Zpqy) is determined among
duplicated attributes.

IV. Following that, predictors are identified as ‘“Unimpor-
tant” when Z — score < Z,q and “Confirmed” as
important when Z — score > Z,, during the process.

C. TIME SEQUENTIAL PREDICTIVE METHOD: LONG
SHORT-TERM MEMORY NETWORK

The LSTM is a special Recurrent Neural Network
(RNN) [32] related to conventional artificial neural networks
that are mainly used to identify patterns in sequences of
data [33]. The LSTMs operates with special units, denoted as
memory blocks that consist of input, output, and forget gates
and these memory blocks continuously update and control
the information flow [34]. The calculations are described in
4 steps as follows [35]:

I. The LSTM layer decides which information should be
forgotten or remembered, based on the last hidden layer
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output k;_1 and the new input x; by using “‘forget gate”

S
fe =0 (wr [he—1.xc] +by) A3

where wy is the weight matrix; by is the bias vector and
o (...) is the logistic sigmoid function.

II. The LSTM layer decides what information needs to be
stored in the new cell state ¢, that is represented by the
new candidate cell state C; after updating information
by using “input gate” i;:

C; = tanh (w¢ [he-1,x¢] +bc) 4)
i = o (Wi [h—1.%:] + bi) . Q)

where tanh (. . .) is the hyperbolic tangent function.

III. The old cell state C;_; updates to C; by the “forget
gate” f; to remove unnecessary information and the
“input gate” i; to get a new candidate cell state C:

Ci=f,%Ci_1+ixCy 6)

IV. Finally, the output A, is derived using ‘“‘output gate’ o
and the cell state Cy:

0y =0 (Wo [ht—hxt] +bo) @)
ht = O0¢ * tanh (Ct) (8)

Ill. MATERIALS AND METHOD

A. STUDY REGION AND DATASET

This study is centred in Queensland (QLD) Australia, where
84% of the total land resources are used for agricultural oper-
ations [36]. The Queensland government declared 67.4%
of the land area of Queensland drought-affected in the year
2020 [37]. Therefore, developing a precise model to forecast
water losses due to ET is useful for strategic planning in water
resources management in the state.

The three examined sites located in arid and semi-arid
areas in QLD, Australia selected for this study are Gat-
ton —152.34°E,27.54°S, Fordsdale —152.12°F,27.72°S
and Cairns —145.75°E, 16.87°S (see Figure 1). The land
resources of these selected sites are mainly used for agricul-
tural purposes.

To construct a target hybrid model, data for eight daily
predictive climatic variables for the period 01 February
2003 to 19 April 2011 were extracted from the databases
of NASA’s Goddard Online Interactive Visualization and
Analysis Infrastructure (GIOVANNI) - Atmospheric Infrared
Sounder (AIRS) and GLDAS model satellite and Scientific
Information for Land Owners (SILO). The GIOVANNI pro-
vides easy and user-friendly access to visualize and analyse
the vast amount of Earth Science-related remote sensing
data [38] that can be extracted easily without the require-
ment for advanced prior knowledge of complex remote
sensing datasets. In addition, SILO data source provides
ground-based data for predictor variables and it assists to
further improve the model’s performance. This database is
operationally managed by the Queensland Government [39].
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FIGURE 1. Study sites in Queensland, Australia where the proposed
MEMD-Boruta-LSTM model was implemented.

TABLE 1. List of satellite-based Goddard Online Interactive Visualization
and Analysis Infrastructure (GIOVANNI) and the ground-based Scientific
Information for Land Owners (SILO) predictor variables used to forecast
daily Reference Evapotranspiration (ET). Note: Atmospheric Infrared
Sounder (AIRS) and GLDAS model are the two platforms in the GIOVANNI
data source.

Name of input

Data source variable Acronym  Unit

Surface Temperature-Day Tsd °C
AIRS Surface Temperature-Night ~ Tsn °C
GIOVANNI- P
; a
Satellite data Air Pressure Pa
—2c-1
GLDAS | Bare Soil Evaporation Ebs kgm™*s
Model —2.-1
Transpiration TR kgm=*s
Maximum Temperature Tmax °C
Minimum Temperature Tmin °C
SILO-Ground based data
Radiation Ra Mjm~2

Missing data due to instrumental and equipment failures were
filled with daily mean data of previous years [40]. Table 1
shows a summary of predictive variables and sources of data.
For the target variable that is daily E7, point-based data is
extracted from the SILO database.

B. DEVELOPMENT OF THE PROPOSED MULTI-STAGE
DEEP HYBRID MEMD-BORUTA-LSTM MODEL

The proposed multi-stage MEMD-Boruta-LSTM model was
developed using an Intel Core i7 @ 3.3 GHz and 16 GB
memory computer; built using freely available DL libraries:
Keras [46] and TensorFlow [47] in Python [48]. The
MEMD data pre-processing method and Boruta feature selec-
tion method were implemented using MATLAB R2019b and
R respectively, while “matplotlib” and “‘seaborn” tools in
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Python were used for visualizations. The MEMD-Boruta-
LSTM hybrid model was developed using historical time
series inputs as follows:

Stage 1: In this study, before performing MEMD, firstly,
all nine variables (eight predictors 4 target) (see Table 1)
were partitioned into 50% for training (i.e., 1500 data points)
and other 50% for testing (i.e., 1500 data points) for all study
sites [49] to avoid having a different number of Intrinsic
Mode Functions (IMFs). Deo, et al. [50] pointed out that,
if the complete dataset (training, cross-validation, and testing)
is decomposed together without partitioning as explained
above, future data (that is testing and yet unseen data by the
forecasting model at a particular time step) would uninten-
tionally add bias into the forecast. Thus, it is an important
requirement during the decomposition stage to avoid incor-
porating future datasets that are to be used in the testing phase
with the calibration dataset i.e., training and cross-validation
in this study.

The MEMD was performed in the decomposition process
independently for each training, and testing data partitions for
both predictor and target variables for all three sites. In this
process, the recommended predefined parameters: ensemble
number (N = 500) and amplitude of the added white noise
(¢ = 0.2) were applied [51]-[54]. All the first IMFs of pre-
dictor and target variables were pooled into one set. All the
second IMFs of predictor and target variables were pooled
into one set. This pooling was carried out until the i IMFs
including residuals.

Stage 2: Boruta-random forest is a feature selection tech-
nique available in R. Random Forest tree-based algorithm
is embedded in this feature selection technique [21]. This
feature selection algorithm is used to identify the significantly
corelated predictor variables to the target variable in each
IMFs and residuals using historical lagged data at (t-1).

Stage 3: After identifying the significantly corelated pre-
dictor variables for the model development, respective data
of those variables were normalized to remove the variance
of features [55] by converting them into (0 — 1) range using
equation (9):

X, = Xactual — Xmin )
" Ximax — Ximin
where Xgemars Xmax, and Xy represent input data for actual,
maximum, and minimum values respectively.

Stage 4: The LSTM model was employed to forecast
daily ET in each IMF and residual using significantly core-
lated predictor variable data at (t-1) lag. To prepare the best
model design, hyperparameters for the target model (MEMD-
Boruta-LSTM) were identified using the Hyperopt library
in Python [56], [57]. Hyperopt is one of the hyperparam-
eter optimization algorithms that performed better than the
Grid search and Random search algorithms as it ensures
comparatively less time in the model training process while
increasing the accuracy of the model [58]. Thereby opti-
mal architecture of the hybrid MEMD-Boruta-LSTM model
was used to predict daily ET. Finally forecasted ET in each
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FIGURE 2. Workflow diagram detailing the necessary steps taken to design proposed deep hybrid MEMD-Boruta-LSTM model for
daily evapotranspiration (ET) forecast. Note: ET = Evapotranspiration, MEMD = Multivariate Empirical Mode Decomposition,
IMF = Intrinsic Mode Function, LSTM = Long Short-Term Memory. The details of predictors are given in TABLE 1.

IMF and a residual were cumulated to calculate forecasted
daily ET for each study site. Figure 2 presents the workflow
of the proposed multi-stage MEMD-Boruta-LSTM model.
The same procedure is followed to develop hybridized DNN
and DT with MEMD-Boruta (i.e., MEMD-Boruta-DNN and
MEMD-Boruta-DT models). Developed standalone LSTM,
DNN, and DT models and hybrid MEMD-Boruta-DNN and
MEMD-Boruta-DT were used as benchmark models for the
model performance comparison.

C. MODEL PERFORMANCE EVALUATION

Model performances are evaluated using the statistical met-
rics [41]-[45] given below to confirm whether the target
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IL.

predictive model is superior to other benchmark models and
is sufficiently qualified for ET prediction in QLD,

L.

Correlation Coefficient (r): The correlation coeffi-
cient measures the strength of the relationship between
two variables and the values range between —1.0 and
1.0 [62]. The value given for perfect forecasting mod-
els is equal to +1 indicating strong positive relation-
ship of forecasted values derived from the model with
actual values, (10) as shown at the bottom of the next
page.

Root Mean Square Error (RMSE; mmday™"): This
measures the average model-performance error
between predicted value (Elf ORY and observed value
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1L

Iv.

(EPOBS ) [63]. The RMSE value can range from 0 to co
and it becomes zero for the best predictive models.

1 N . 2
RMSE = \'/]v Zizl (ETFOR,Z _ ETOBS,z) ,

0 <RMSE <oo (11)

Mean Absolute Error (MAE ; mmdayfl): This error
value provides an assessment of the actual forecast-
ing errors in terms of the total number of observa-
tions [21]. MAE can range from 0 to oo and it becomes
zero for best predictive models. The MAE gives a more
precise measure of average model error than the RMSE
since it is not influenced by extreme outliers [41].

MAE — 1 ZN )ETFOR,i _ ETOBS.
N i=1 ’
0<MAE <oo  (12)

Relative Root Mean Squared Error (RRMSE): The
RRMSE is used to measure overall forecasting accu-

TABLE 2. Summarized results of MEMD process.

Parameters used in Total

MEMD Number Number  number of
Study Amplitude of initial of IMFs predictor
site Ensemble oo ' dded  predictor & variables

number white noise variables residual  after

™) ® MEMD
Gatton 500 0.2 8 13 104 (13x8)
Fordsdale 500 0.2 8 13 104 (13x8)
Cairns 500 0.2 8 12 96 (12x8)

< NSE < 0 indicates that observed mean is a better
predictor than the model [62].

Zi}/:l (ETOBS,i _ ETFOR,i)z

ZN] <ETOBS,i _ETOBS)2
=

—o0 < Ens <1 (15)

NS =1-

racy of the models and always gives positive val- VII. Willmott’s Index (WI): Willmott index is a standard-
ues [21]. If the value for RRMSE is less than 10% ized measure of the degree of model prediction error
model performance is considered to be outstanding, and the value for W/ rangf%s from 0 to 1, whereas this
while model performance is considered to be good if it value equals 1 for best predictive models, (16) as shown
is lying between 10% to 20%. If the value for RRMSE at the bottom of the page. ) .
error lies between 20% to 30%, model performance VIIL. Legate and McCabe' Index (LM): The LM is an
is considered as fair. If the value for RRMSE error is advancgd gssessment index based on WI and NS val-
higher than 30% model performance is considered to ues. This index can be used to assess the gOOdness'
be poor [64]. of-fit of a hydrologic or hydro climatic model and is
more effective than correlation and correlation-based
\/ 1 ZN (ETFOR,i _ ETOBS,i)2 measures (e.g., the Coefficient of Determination (12),
RRMSE = N 1:11 v RS x 100 WI and NS) [41]. The value for LM ranges from —oo
N 2im ETOP to 1, whereas this value equals one for best predictive
(13) models.
V. Relative Mean Absolute Percentage Error (RMAE): Zf]: | |ETF OR.i _ ETOBS *i‘
The relative mean absolute percentage error measures LM =1- ZN )( ETOBS.i —W))
the size of the error in percentage terms. =1 ’
| < |ETFORi _ prOBS.i —o<IM =1 (I7)
RMAE = N Zi:l ETOBS x100 (14) IX. Absolute Percentage Bias (APB%): The APB gives the
) error of forecasted values as a percentage concerning
VL. Nash-Sutcliffe Infiex (NS): The NS [43] measures.how the observed values. The optimal value for APB is zero
well the plotted line between observed data and simu- and lower-magnitude values closer to zero reflect good
lated data fits into 1:1. The NS is equal to 1, if the model accuracy of the model [65].
forecasted data is perfectly matched to the observed N . FOR.i
data. NSE = 0 indicates that the model predictions are APB — P (ET ' —ET ‘ ”) x 100 (18)
as accurate as the mean of the observed data while, Inf S ETOBS:
Zﬁ\/:l (ETOBS,i - ETOBSJ‘) (ETFOR,i _ ETFOR)
r= , 1<r<li (10)
\/Zi\l_l (ETOBS,i _ ETOBS,i)2 \/va_l (ETFOR,i . ETFOR,i)2
N OBS,i FOR,i\?2
~ (ETYP>0 — ETTY
WI=1-— X ) 5 0<WI<1 (16)
YV (’(ETFORJ _ ETOBS,i) i ‘(ETOBS,i _ ETOBS,i) )
=
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TABLE 3. Summarized results of Boruta feature selection process.

Step2: Boruta Feature Selection
Step 1:
Number MEMD Total
of initial Number of selected predictor variables in each IMF and residuals number
Study prefllctor of
site .varlables Total predictor
in each number of variables
IMF and predictor identified
residual variables after
after feature
MEMD IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7 IMF8 IMF9 IMF10 IMF11 IMF12 Residual selection
Gatton 8 104 (13x8) 6 6 7 8 8 8 8 8 8 8 8 8 99
Fordsdale | 8 104 (13x8) 6 6 6 8 8 8 8 8 8 8 8 8 98
Cairns 8 96 (12x8) 6 6 6 6 8 8 8 8 8 8 - 8 88

TABLE 4. List of selected predictor variables identified in each IMF and residual used to develop hybrid MEMD-Boruta-LSTM, MEMD-Boruta-DNN and
MEMD-Boruta-DT models in Cairns site.

LSTM DNN DT
Standalone Pat-1,Tsd.1, Tsne.1, Ebsc1, TR, Pa.1, Tsde1, Tsnei, Ebser, TRe.1, Tmaxei, Pac1, Tsde1, Tsnei, Ebse1, TRw.1, Tmaxc.i,
model Tmax.1, Tminei, Rac Tmine.i, Rawi Tmine.1, Raw
Hybrid model 6 significant inputs 6 significant inputs 6 significant inputs

MEMD-Boruta

IMF1 Tsnet, Ebsci, TRw1, Tmaxei, Tmine.i
5 Rai.1

Tsn.1, Ebst-1, TRe.1, Tmaxi.1, Tminei, Raw

Tsni.1, Ebsi.1, TRe1, Tmax..;, Tmine.;, Raci

6 significant inputs
IMF2 Tsne1, Ebst.1, TRt.1, Tmax.1, Tmine.
, Rag1

6 significant inputs

Tsne1, Ebsi.1, TRe1, Tmaxi.1, Tmine1, Raci

6 significant inputs

Tsni1, Ebsi.1, TRe1, Tmaxi.1, Tmine.1, Raci

6 significant inputs
IMF3 Tsde1, Ebsci, TRe1, Tmaxe1, Tminei
N Rai.1

6 significant inputs

Tsd1, Ebsi.1, TRe1, Tmaxi.i, Tmin.;, Raci

6 significant inputs

Tsdw1, Ebsi.1, TRe1, Tmaxi.;, Tmine.;, Raci

6 significant inputs
IMF4 Tsne1, Ebst.1, TRt.1, Tmax.1, Tmine.
, Rag1

6 significant inputs

Tsne1, Ebsi.1, TRe1, Tmaxi.1, Tmine1, Raci

6 significant inputs

Tsni1, Ebsi.1, TRe1, Tmaxi.1, Tmine.1, Raci

8 significant inputs
IMF5 Pat-1,Tsd1, Tsne.1, Ebse.1, TR,
Tmaxi.;, Tmine.;, Rag;

8 significant inputs
Pat-1,Tsdr.1, Tsne1, Ebse.1, TRe1, Tmaxe.i,
Tmine1, Raw

8 significant inputs
Pat-1,Tsd:1, Tsne.1, Ebsi.1, TRe1, Tmaxe.1,
Tmin.1, Rawi

8 significant inputs
IMF6 Pat-1,Tsd1, Tsne.1, Ebsc1, TR,
Tmaxi.;, Tmine.;, Rai;

8 significant inputs
Pat-1,Tsd1, Tsne1, Ebsi.1, TRe1, Tmaxei,
Tminei1, Raw

8 significant inputs
Pat-1,Tsd.1, Tsne.1, Ebst.1, TRe.1, Tmax.1,
Tmine1, Rawi

8 significant inputs
IMF7 Pat-1,Tsd1, Tsne.1, Ebse.1, TR,
Tmax.1, Tmine.1, Rawi

8 significant inputs
Pat-1,Tsdr1, Tsne1, Ebse.1, TRe1, Tmaxe.i,
Tmin..;, Raw

8 significant inputs
Pat-1,Tsd:1, Tsne.1, Ebst.1, TRe1, Tmax.1,
Tmine1, Raw

8 significant inputs
IMF8 Pat-1,Tsd1, Tsne.1, Ebse.1, TR,
Tmaxi.;, Tmine.;, Rag;

8 significant inputs
Pat-1,Tsdr1, Tsne1, Ebse.1, TRe1, Tmaxe.i,
Tminei1, Raw

8 significant inputs
Pat-1,Tsd:1, Tsne.1, Ebsi.1, TRe1, Tmaxe.1,
Tmine1, Raw

8 significant inputs
IMF9 Pat-1,Tsdi1, Tsne.1, Ebsc1, TR,
Tmaxi.1, Tmine.1, Rawi

8 significant inputs
Pat-1,Tsdi1, Tsne1, Ebsi.1, TRe1, Tmaxei,
Tmin..;, Raw

8 significant inputs
Pat-1,Tsd.1, Tsne.1, Ebst.1, TRe.1, Tmax.1,
Tmine1, Raw

8 significant inputs
IMF10 Pat-1,Tsd1, Tsne.1, Ebse.1, TR,
Tmaxi.;, Tmine.;, Rai;

8 significant inputs
Pat-1,Tsd.1, Tsne1, Ebse.1, TRe1, Tmaxe.i,
Tminei1, Raw

8 significant inputs
Pat-1,Tsd:1, Tsne.1, Ebsi.1, TRe1, Tmaxe.i,
Tmine1, Rawi

8 significant inputs
IMF11 Pat-1,Tsdi1, Tsne.1, Ebse1, TR,
Tmax.1, Tmine.1, Raii

8 significant inputs
Pat-1,Tsd1, Tsne1, Ebsi.1, TR¢1, Tmaxei,
Tmin..;, Raw

8 significant inputs
Pat-1,Tsd.1, Tsne.1, Ebst.1, TRe.1, Tmax.1,
Tmine.;, Ra

) 8 significant inputs
Residual Pat-1,Tsd1, Tsne.1, Ebse.1, TR,
Tmaxe1, Tmine;, Raeg

8 significant inputs
Pat-1,Tsdr.1, Tsne1, Ebs.1, TRe1, Tmax.i,
Tming; 5 Ra

8 significant inputs
Pat-1,Tsd.1, Tsne.1, Ebse.1, TRe1, Tmaxe.1,
Tming.; 5 Ray

X. Kling-Gupta Efficiency (KGE): The KGE measures

the goodness-of-fit of the model. This metric can be =1- |(r— 1)2 +

decomposed into the contribution of mean, variance,
and correlation on the model performance [45]. Per-

fect models will give value one for the KGE index [65].

KGE
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CV ror 2 ETFOR.
CVOBS ETOBS,i
(19)

where CV = Coefficient of Variation, where ET 955

and ETFOR are observed and forecasted ith value of

166701



IEEE Access

W. J. M. L. P. Jayasinghe et al.: Deep Multi-Stage Reference Evapotranspiration Forecasting Model

the evapotranspiration ET, ET 9851 and ETFOR.{ are the
observed and forecasted average of ET and N is the
total number of data points of the test dataset.

IV. RESULTS AND DISCUSSIONS

In the decomposition process, training and testing datasets for
Gatton and Fordsdale sites were decomposed into 12 IMFs
and a residual component (i.e. 104 (=8 x 13) predictors)
whereas 11 IMFs and a residual component (i.e. 96 (=8 x
12) predictors) were generated by decomposing training and
testing datasets for the Cairns site (see Table 2). In the Boruta
feature selection process, 99 predictor variables were iden-
tified as significantly corelated to the target variable ET in
all IMFs and the residual of Gatton, while 98 and 88 pre-
dictor variables were identified for Fordsdale, and Cairns
sites respectively (see Table 3). Table 4 shows the selected
final predictor variables in each IMF and the residual used
to develop target hybrid MEMD-Boruta-LSTM model and
benchmark models in Cairns site. Identified hyperparameters
for the LSTM in target model through the hyperparameter
optimization process are listed in Table 5.

The performance of the multi-stage deep MEMD-Boruta-
LSTM model and other comparative models: MEMD-
Boruta-DNN, MEMD-Boruta-DT, LSTM, DNN and, DT in
the testing phase were assessed using statistical metrics cal-
culated using equations (10) to (19), visual graphs, and error
distributions between forecasted and observed ET.

Table 6 shows the results derived for statistical met-
rics: Correlation Coefficient (r), Root Mean Squared Error
(RMSE; mm day™"), Mean Absolute Error (MAE; mm
day™"), Willmott’s Index (WI), Nash-Sutcliffe coefficient
(NS), and Legates and McCabe’s (LM). According to the
results shown in table 6, the proposed multi-stage deep
MEMD-Boruta-LSTM model has yielded the highest », WI,
NS, and LM and lowest RMSE and MAE values over the
other benchmark models at all study sites. For instance, val-
ues scored for  WI, NS, and LM by this proposed model
for the Gatton site where it showed the best performances
among all study sites are 0.9668, 0.9723, 0.8960, and 0.6996
respectively and higher than the respective values scored by
other benchmark models. Furthermore, for the same site,
this proposed model scored 0.5307 and 0.4204 for RMSE
and MAE respectively, and these are the lowest recorded
values. These results indicate that the proposed multi-stage
deep hybrid MEMD-Boruta-LSTM model can be confi-
dently employed for forecasting daily ET and for achieving
higher forecasting accuracy compared to counterpart models
(MEMD-Boruta-DNN and, MEMD-Boruta-DT) and stan-
dalone models (LSTM, DNN, and DT).

In terms of the Absolute Percentage Bias (APB%) error
and Kling-Gupta Efficiency (KGE) calculated in the test-
ing phase, Figure 3(a) and 3(b) show that the proposed deep
multi-stage MEMD-Boruta-LSTM model generates better
performance in terms of APB% error percentage and KGE
respectively. Figure 3(a) illustrations that the proposed
MEMD-Boruta-LSTM model has scored the lowest APB
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TABLE 5. List of hyperparameters for the LSTM model. The optimal
parameters used for all sites are boldfaced (in blue). Note: ReLU, Uniform,
He_uniform, Glorot_uniform, and adam stand for the rectified linear
units, uniform initializer, He uniform variance scaling initializer, Glorot
uniform initializer, and adaptive moment estimation respectively.

Model hyperparameter Search space for optimal

Name hyperparameter

LSTM Layer 1 [50,100,150]
LSTM Layer 2 [50,100,150]
LSTM Layer 3 [50,100,150]
LSTM Layer 4 [10,20,30,40,50]
LSTM Layer 5 [10,20,30,40,50]
LSTM Layer 6 [10,20,30,40,50]
Epochs [30, 500, 100,2000]

Activation Function [relu, tanh, sigmoid]

Weight Initializer [uniform , he uniform, glorot_uniform]

Recurrent Activation Function [relu, tanh, sigmoid]

Optimizer [adam]
Dropout Ratio [0.1, 0.2, 0.3]
Batch Size [10,20,30]
Architecture of the backpropagation algorithm

Alpha

pha, o 0.001
Epsilon, & 0.0000001
Bet:

eta, b1 B2 0.9,0.999

o = Learning rate
€ = Small number to prevent any division by zero

B1, B2= 1%, 2™ moment estimation exponential decay rate

error percentage (9.2-12.3%) while other all comparative
models’ APB error percentages are within (11.6-19.7%)
range for all sites. According to Figure 3(b), the proposed
MEMD-Boruta-LSTM model has yielded the highest KGE
values (0.89-0.91) while, KGE values are less than 0.86 for
other all benchmark models for all sites. These results also
provide strong evidence to recognize the superior potentiality
of the proposed multi-stage MEMD-Boruta-LSTM model in
daily ET forecasting over the other benchmark models.

The radar plots in Figure 4 demonstrate the proposed deep
multi-stage MEMD-Boruta-LSTM model yielded the lowest
values for RRMSE,% and RMAE, % for all sites (12.59% and
10.89% at Gatton, 16.21% and 15.06% at Fordsdale, 12.47%
and 11.29% at Cairns respectively). Further, all values scored
for RRMSE and RMAE for all sites by this proposed deep
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TABLE 6. Performance evaluation of the proposed hybrid MEMD-Boruta-LSTM model in the testing phase for the comparative counterpart models in
terms of the Pearson’s Correlation Coefficient (r), Root Mean Square Error (RMSE), Mean Absolute Error (MAE), Willmott's Index (WI), Nash Sutcliffe
coefficient (NS) and Legates and McCabe’s (LM). The best model is boldfaced (in blue).

Model Performance Metrics

Study Site Predictive Model RMSE MAE
r (mm day™) (mm day™) w1 NS M
MEMD-Boruta-LSTM 0.9668 0.5307 0.4204 0.9723 0.8960 0.6996
MEMD-Boruta-DNN 0.8978 0.7637 0.5855 0.9277 0.7841 0.5807
g MEMD-Boruta-DT 0.9195 0.6495 0.4904 0.9547 0.8439 0.6488
=
© LSTM 0.8614 0.8627 0.6671 0.9200 0.7254 0.5231
DNN 0.8527 0.9638 0.7471 0.8827 0.6562 0.465
DT 0.8282 0.9431 0.7128 0.8972 0.6708 0.4895
MEMD-Boruta-LSTM 0.9343 0.5773 0.4380 0.9609 0.8424 0.6404
MEMD-Boruta-DNN 0.8427 0.8791 0.6824 0.8906 0.6348 0.4403
D
E MEMD-Boruta-DT 0.8936 0.7171 0.5549 0.9329 0.7575 0.5449
<
g LSTM 0.8364 0.8853 0.6366 0.8959 0.6295 04773
DNN 0.8134 0.8836 0.7006 0.8628 0.6311 0.4252
DT 0.7990 0.8827 0.6692 0.8818 0.6318 04511
MEMD-Boruta-LSTM 0.9044 0.5218 0.4130 0.9307 0.7655 0.5369
MEMD-Boruta-DNN 0.8108 0.6382 0.4881 0.8731 0.6482 04519
P MEMD-Boruta-DT 0.8240 0.6131 0.4663 0.9014 0.6754 0.4763
=]
3
© LSTM 0.7261 0.7521 0.5610 0.8157 0.5128 0.3709
DNN 0.7043 0.7700 0.5980 0.7855 0.4879 0.3285
DT 0.6890 0.7827 0.5939 0.8033 0.4709 0.3331
(a) (b)
0.90 = Fordsdale
Gatton
18 053 mm Cairns
0.80
16 0.75
- 4
o w
® ® 070
% 14 <
065
2 0.60
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FIGURE 3. Bar graphs show the comprehensive assessment of the performance of the proposed MEMD-Boruta-LSTM model
against the counterpart models, based on the (a) Absolute Percentage Bias (APB, %) error and (b) Kling-Gupta Efficiency (KGE)

in the testing phase for the all study sites. The best model for all sites is boldfaced (in blue).

VOLUME 9, 2021

166703



IEEE Access

W. J. M. L. P. Jayasinghe et al.: Deep Multi-Stage Reference Evapotranspiration Forecasting Model

(a) Gatton

MEMD-Bor%a-LSTM

DT Boruta-DNN DT

D‘Boruta-DT  DNN

LSTM LsT™

(b) Fordsdale

MEMD-Boruta-LSTM

(c¢) Cairns

—— RRMSE (%)
—— RMAE (%)

MEMD-Borﬁ;a-LSTM

EMD*8oruta-DNN DT

~Boruta-DT pnp D-Boruta-DT

LSTM

FIGURE 4. The radar plots showing the Relative Root Mean Squared Error (RRMSE %) and Relative Mean Absolute Error (RMAE %) of the
MEMD-Boruta-LSTM hybrid model and comparative models constructed for 1-day evapotranspiration forecasting in the testing phase. The

best model is boldfaced (in blue).

MEMD-Boruta-LSTM model is lying within the range of
10%-20%. Therefore, this proposed model can be categorized
under the good model group having lower model errors of less
than 20% [59], [60].

To further validate the proposed MEMD-Boruta-LSTM
model the absolute Forecasting Errors ([FE| = |Observed
ET — Forecasted ET|; mm) of this proposed model and
all other benchmark models are compared. The box plots
in Figure 5 depict the distribution of |FE| in the testing
phase with their upper, median and, lower quartiles for
all models and weather stations. The results of box plots
shown in Figure 5 indicate that the proposed multi-stage
MEMD-Boruta-LSTM model presented the smallest quar-
tiles for |FE| for all sites followed by MEMD-Boruta-DNN,
MEMD-Boruta-DT, LSTM, DNN, and DT. These results also
clearly indicate that the proposed deep multi-stage MEMD-
Boruta-LSTM model is superior to the other benchmark
models.

The Empirical Cumulative Distribution Function (ECDF,
Figure 6) is also used to illustrate the forecasting skills in
terms of the absolute Forecasting Error, |FE| (mm) at each
site. Forecasting errors of good models should be closer
to zero. The all-hybrid MEMD-Boruta-LSTM, MEMD-
Boruta-DNN, and MEMD-Boruta-DT models performed bet-
ter than standalone LSTM, DNN, and DT models. Based
on the forecasting error (0 to +4 mm), Figure 6 visibly
depicts that the proposed MEMD- Boruta-LSTM model
is the most accurate compared to all other benchmark
models.

In summary, the proposed multi-stage hybrid DL model
(i.e., MEMD-Boruta-LSTM) provided significant high per-
formance with the lowest values of the absolute and relative
errors i.e., APB, RMSE, MAE, RRMSE, and RMAE, including
the highest ¥ WI, NS, LM and KGE in respect to the other
benchmark models. Consequently, it is promising that the
results confirm the deep multi-stage MEMD-Boruta-LSTM
model has the potential to forecast daily ET and its perfor-
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FIGURE 5. The box plots of the absolute value of the Forecasting Errors
(IFE|) in the testing phase, generated by the hybrid MEMD-Boruta-LSTM
model compared to that of the other predictive models implemented at
all study sites. The best model is boldfaced (in blue).

mance exceeds that of all other comparative hybrid DL and
standalone models for all the study sites in Queensland.
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FIGURE 6. Empirical Cumulative Distribution Function (ECDF) of absolute forecasting error, |FE| (mm) of the testing data using MEMD-Boruta-LSTM
vs. MEMD-Boruta-DNN, MEMD-Boruta-DT, and standalone LSTM, DNN, and DT models in forecasting ET for all study sites.

V. CONCLUSION
This study aims to design a novel deep learning multi-stage
hybrid MEMD-Boruta-LSTM model as a practical tool to
forecast daily ET using satellite and ground-based variables.
The Multivariate Empirical Mode Decomposition
(MEMD) is incorporated with LSTM to decompose predictor
variable data into IMFs and residuals and the Boruta-Random
Forest (Boruta) feature selection method has been employed
to screen the most correlated predictor variables to target vari-
able ET in each IMFs and residuals. The daily predictor and
target variable data (01 February 2003 to 19 April 2011) were
extracted from GIOVANNI-AIRS, GLDAS model satellites,
and the SILO ground database of the Queensland govern-
ment. The test sites included Gatton, Fordsdale, and Cairns,
which are located in drought-prone regions in Queensland,
Australia. The integration of LSTM with MEMD and Boruta
resulted in a novel multi-stage deep learning MEMD-Boruta-
LSTM hybrid model whose performance was evaluated
using statistical score metrics and compared with the other
hybrid and standalone models namely, MEMD-Boruta-DNN,
MEMD-Boruta-DT, LSTM, DNN, and DT based approaches.
The MEMD-Boruta-LSTM hybrid model yielded the high-
est values for normalized performance metrics: b NS, WI, LM
(see Table 6) and the lowest values for RMSE, MAE, RRMSE,
and APB for all sites. Meanwhile, the results also revealed
that all hybrid models (MEMD-Boruta-LSTM, MEMD-
Boruta-DNN, MEMD-Boruta-DT) remarkably outperformed
in comparison with the standalone models (LSTM, DNN,
DT) in forecasting ET at all study sites (see Table 6). This
comparison provides strong evidence to verify that MEMD
decomposition and Boruta feature selection methods can be
used effectively to improve the forecasting accuracy of any
model. All findings of this study confirm that the proposed
multi-stage deep hybrid MEMD-Boruta-LSTM model out-
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performed the comparative hybrid and standalone models in
forecasting ET at a daily forecasting horizon.

The novel proposed deep hybrid MEMD-Boruta-LSTM
model can be practically employed for precise forecasting
of ET. Evapotranspiration is the main causative natural phe-
nomenon that contributes to the water losses from croplands.
By multiplying forecasted ET with the relevant crop factor,
which is a unique value for individual crops, the water loss
due to evapotranspiration can be estimated in advance, which
will be helpful in planning precise irrigation schedules for
the future while avoiding the wastage of water resources
in drought-prone areas. In addition, this multi-stage deep
learning hybrid model used for forecasting ET is likely to
lead to significant financial benefits to the farmers, in arid and
semi-arid regions where agricultural practices are adversely
affected by the scarcity of water resources.

VI. LIMITATION AND FUTURE RESEARCH

For this model development, data were extracted only for
three sites within Queensland (as a case study) as it is
impracticable to select more sites representing the whole
drought-affected region in Australia or elsewhere. However,
this pioneering study has produced a new modelling frame-
work for ET forecasting and paves the way for future studies
with a wider scope. For example, the geographic consistency
of the MEMD-Boruta-LSTM hybrid model, together with
its accuracy can be considered in future research. Moreover,
the potential use of multi-stage MEMD-Boruta-LSTM for
multi-step ahead daily ET (7 days, 15 days, 30 days) forecast-
ing can be researched. Further, instead of the MEMD tech-
nique for data pre- Decomposition (VMD) technique [61]
can be used with Boruta-LSTM to build up a new two-stage
deep forecasting model to forecast ET.
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