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ABSTRACT 
 

 Arguably the most widely used statistical technique is the linear model. Traditionally 

all classical inferences on the parameters of linear model are based exclusively on the 

available sample data. Often valuable non-sample prior information on the value of the 

parameter of interest is available from the expert knowledge or previously conducted 

studies. Inclusion of such information, in addition to the sample data, is likely to improve 

the quality of the inference. This paper uses both sample and non-sample information to 

define estimators of linear model and investigate their statistical properties. It also 

incorporates the non-sample prior information in defining tests for a subset of parameters 

when information on the other subset is available. The comparisons of power of the tests 

are also explored under different conditions. 
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