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H I G H L I G H T S G R A P H I C A L  A B S T R A C T

• Wildfire susceptibility mapping was 
conducted on a nationwide in Canada.
• Novel hybrid of LSTM-GWO, RNN- 

GWO, BiLSTM-GWO, and BiRNN-GWO 
were implemented.
• The results revealed that the hybrid 

BiLSTM-BWO model outperformed 
other models.
• Approximately 62.3 %, 13.4 %, and 

24.3 % of Canada classified as having 
low, moderate, and high susceptibility.
• Saskatchewan, Manitoba, British 

Columbia and Alberta identified as very 
high wildfire susceptible provinces.
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A B S T R A C T

In light of the rising frequency of severe wildfires and their widespread socio-ecological impacts, it is essential to 
develop cost-effective and reliable methods for accurately predicting and mapping wildfire occurrences. This 
study aimed to develop several novel deep-learning models to determine the probability of wildfire occurrence 
on a national scale in Canada by integrating remote sensing data, deep learning, and metaheuristic algorithms. In 
the present study, novel standalone long short-term memory (LSTM), recurrent neural network (RNN), 
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Bidirectional long short-term memory
Black widow optimizer
Canada

bidirectional LSTM (BiLSTM), and bidirectional RNN (BiRNN) models were developed, and these were hybrid
ized with a black widow optimizer (BWO). To train and test the models, 4240 historical (2014–2023) large 
wildfire locations were collected across Canada. Fourteen wildfire-related predictors were used to map wildfire 
susceptibility, with the Gini coefficient determining each predictor’s importance in wildfire occurrence. Finally, 
the developed models were evaluated and tested using the area under the receiver operating characteristic curve 
(AUC), and other statistical error metrics. During the testing stage, the hybrid BiLSTM-BWO model outperformed 
the other models (AUC = 0.9686), followed by RNN-BWO (AUC = 0.9683), LSTM-BWO (AUC = 0.9672), BiRNN- 
BWO (AUC = 0.9643), BiLSTM (AUC = 0.9420), LSTM (AUC = 0.9367), BiRNN (AUC = 0.9247) and RNN (AUC 
= 0.8737). Based on the BiLSTM-BWO model, 19.7 %, 42.6 %, 13.4 %, 14.5 %, and 9.8 % of Canada was 
classified as having very low, low, moderate, high, and very high susceptibility to future wildfires, respectively. 
Saskatchewan, Manitoba, British Columbia and Alberta were among the provinces with large areas of very high 
susceptibility to wildfires, while Prince Edward Island and Newfoundland and Labrador from Atlantic Canada 
had the lowest probability of wildfire occurrence. According to the Gini coefficient, windspeed, land use and land 
cover, precipitation, specific humidity and maximum temperature had the strongest impact on wildfire sus
ceptibility across Canada. This study highlights the effectiveness of the developed hybrid models in wildfire 
prediction and their potential to improve land management, wildfire prevention, and mitigation strategies in 
Canada’s future.

1. Introduction

Wildfires have been reported to affect approximately 4 % of the 
global land area annually (Doerr and Santín, 2016; Tang et al., 2021). 
These natural disasters are a major environmental concern because they 
have the potential to severely damage broad areas of forest, leading to 
habitat destruction, severe loss of biodiversity, and increased soil 
erosion. The resulting changes to the landscape due to wildfires can also 
disrupt hydrological cycles, increase flood risk, and reduce ecosystems 
resilience. Wildfires are also a major source of air pollution, releasing 
substantial amounts of carbon dioxide (CO2) and other greenhouse 
gases, particulate matter (PM2.5), and other harmful pollutants, 
potentially impacting climate change.

Canada has been more severely affected by a record-breaking series 
of wildfires in recent years (i.e., 2023). According to data from Canada’s 
National Forestry Database, more than 8000 wildfires occur annually, 
burning an average of over 2.1 million hectares of land. Hanes et al. 
(2019) stated that lightning was responsible for starting 59 % of the 
wildfires, and these lightning-induced fires contributed to 93 % of the 
total burned area. Particularly, according to the Canadian Interagency 
Forest Fire Centre, wildfires burned over 13 million hectares in Canada 
in the first seven months of 2023, with an estimated 1 billion tons of CO2 
emitted into the atmosphere (Wang et al., 2024). This represents a sig
nificant public health concern, as a Canadian study estimated that 
wildfire-related PM2.5 exposure increases the relative risk of all-cause, 
cardiovascular, and respiratory mortality by 1.019, 1.017, and 1.019, 
respectively (Chen et al., 2021). Moreover, a Global Fire Assimilation 
System (GFAS) report notes that the Canadian wildfire season typically 
runs from May through September, and in 2023, total PM2.5 emissions 
were 6.6 times higher than the average over the past 20 years (Di Giu
seppe et al., 2018). Canadian wildfires also influence the global air 
quality, particularly in the Northern Hemisphere (Chen et al., 2025a, b).

Wildland fire activity is a complex process that depends on several 
geoenvironmental factors such as ignition source, fuel composition, 
weather, and topography. Recently, a variety of methods, including 
empirical/statistical, semi-empirical, physics-based, and artificial intel
ligence (AI) models have been developed to enhance the accuracy of 
wildfire occurrence predictions based on these factors. However, given 
the complexity of wildfire dynamics, simple linear methods generally 
fail to produce reliable results. Empirical methods, which rely on sta
tistical correlations between wildfire occurrences and their causal fac
tors, are highly sensitive to the quality and quantity of data available 
and often struggle to capture the nonlinear relationships involved 
(Abatzoglou and Brown, 2012; Xue et al., 2012), while semi-empirical 
models which are a computational or mathematical model that com
bines theoretical principles with empirical data complicated the 
modeling approach and based on energy conservation principles 

typically do not distinguish between different heat transfer mechanisms 
(Mell et al., 2007). In contrast, physics-based approaches simulate fire 
occurrence by incorporating hydrodynamics, combustion processes, and 
energy transfer dynamics (Mell et al., 2007).

However, these methods depend on several assumptions, such as soil 
moisture, vegetation characteristics, and land cover, which can reduce 
their predictive accuracy (Massada et al., 2011; Sturtevant et al., 2009). 
As a result, AI models have become increasingly important in wildfire 
modeling, including fire detection, fire weather, occurrence, suscepti
bility, behavior, effects, and fire management (Jain et al., 2020).

Recently, machine learning and deep learning models have been 
integrated with geographic information systems (GIS) and remote 
sensing data to more accurately predict wildfire-prone areas. Arrue et al. 
(2000) designed an intelligent system for forest fire detection using 
artificial neural networks (ANNs) and infrared image processing to 
identify true wildfires, while Liu et al. (2015a) investigated forest fire 
detection using ANNs and multiple attributes (e.g., flame, heat, light, 
and radiation). Support vector machine (SVM) has also been imple
mented to automatically detect wildfires from video frames (Zhao et al., 
2011) and a genetic algorithm (GA) has been used for multi-objective 
optimization of light detection and ranging (LiDAR)-based fire detec
tion (Cordoba et al., 2004). Another study was conducted for early fire 
detection based on hierarchical Bayesian networks (BNs) (Ko et al., 
2010), while an adaptive neural fuzzy inference system (ANFIS) was 
used to detect forest fire-prone regions using spatial data (Angayarkkani 
and Radhakrishnan, 2011). Numerous studies have employed AI-based 
models for wildfire prediction (Prasad and Ramakrishna, 2008; Wang 
et al., 2011; Li et al., 2015; Sayad et al., 2019; Horn et al., 2025; 
Masoudian et al., 2025). For example, Tran et al. (2023) used a group 
method of data handling (GMDH) algorithm combined with three met
aheuristic models—teacher-learning-based optimization (TLBO), impe
rialist competitive algorithm (ICA), and biogeography-based 
optimization (BBO)—for wildfire modeling on Oahu Island, US. Their 
results revealed that GMDH-TLBO was the most accurate model, while 
standalone GMDH produced the weakest performance. Hong et al. 
(2018) utilized the Random Forest (RF) and Support Vector Machine 
(SVM) models for forest fire susceptibility mapping in Dayu County, 
China. The results indicated that the RF model demonstrated higher 
performance compared to the SVM model. Hong et al. (2019) integrated 
the Weights-of-Evidence (WOE) bivariate model with the Analytical 
Hierarchy Process (AHP) model for forest fire prediction in Huichang 
County, China, achieving an AUC between 0.91 and 0.94.

It is important to note that machine learning methods tend to be 
susceptible to environmental changes. In contrast, deep learning adapts 
to these changes via constant feedback. Deep-learning models can 
effectively analyze novel data sets due to their hidden layer architecture. 
Zhang et al. (2016) employed a deep convolutional neural network 
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(CNN) for forest fire detection using terrestrial-based images, while a 
follow-up study implemented early wildfire smoke detection based on 
an improved codebook model and a CNN (Zhang et al., 2018). A novel 
image-based fire detection approach has been proposed based on the 
combination of a deep learning network with multi-dimensional texture 
analysis based on higher-order linear dynamical systems (Barmpoutis 
et al., 2019). Rezaie et al. (2023) compared the prediction accuracy of 
GMDH and a CNN for wildfire modeling on the island of Maui, US, 
finding that the latter outperformed the former. Roy and Shome (2023)
also optimized recurrent neural network (RNN)–long short-term mem
ory (LSTM) architecture using an NSGA-II algorithm for IoT-driven fire 
detection systems. Their proposed model improved the accuracy to 
95.05 % and reduced the false positive rate. Khennou and Akhloufi 
(2023) used a U-Net algorithm to improve wildland fire areas. They also 
used an FU-NetCastV2 deep-learning model designed for fire spread 
prediction and burned area mapping, achieving an accuracy of 94.6 % 
and outperforming previously reported models by 3.7 %. Masrur et al. 
(2023) implemented convolutional LSTM (ConvLSTM) for spatiotem
poral wildfire modeling. Their proposed model was evaluated using a 
high-resolution wildfire spread dataset generated using a semi-empirical 
percolation model and satellite-observed wildfire spread data from 
California for the 2012–2021 period. Their findings demonstrated that 
attention-based models effectively predict fire front movements, align
ing closely with established wildfire spread and biophysical dynamics. 
Janizadeh et al. (2023) implemented Partial Least Squares (PLS), 
boosting, bagging, and Bayesian algorithms combined with the Gener
alized Linear Model (GLM) to detect wildfire-prone areas in the Chalus 
Rood watershed, Iran. The results revealed that all developed models 
have a high accuracy in order of: PLS-GLM, boosted-GLM, bagging-GLM, 
and Bayesian-GLM models. Saha et al. (2023) applied Random Forest 
(RF), Multivariate Adaptive Regression Splines (MARS), and Deep 

Learning Neural Network (DLNN) models for forest fire susceptibility 
mapping in the Ayodhya Hill region, part of the Eastern Ghats Mountain 
Range in India. Their findings indicated that the DLNN algorithm ach
ieved the highest prediction accuracy. Janizadeh et al. (2024) integrated 
the Light Gradient-Boosting Machine (LightGBM) model with three 
metaheuristic algorithms—Golden Jackal Optimization (GJO), Pelican 
Optimization Algorithm (POA), and Zebra Optimization Algorithm 
(ZOA)—for wildfire susceptibility mapping on Kaua’i, and Moloka’i 
islands, Hawaii, USA. They reported that the LightGBM-ZOA model 
achieved the highest accuracy (AUC = 0.9314), followed by LightGBM- 
GJO (AUC = 0.9308), LightGBM-POA (AUC = 0.9303), and the stand
alone LightGBM (AUC = 0.9228).

Though many other studies have employed deep-learning models for 
wildfire predictions (Li et al., 2018; Muhammad et al., 2018; Yuan et al., 
2018; Jakubowski et al., 2019; Li et al., 2019; Wang et al., 2019), many 
of these studies are mostly based on terrestrial images for fire and smoke 
detection. Ramayanti et al. (2024) implemented the bivariate frequency 
ratio (FR) model and deep learning models, including CNN and LSTM, 
for mapping wildfire-prone areas on Maui Island, USA. The results 
demonstrated that the CNN model outperformed the other models. 
Moreover, these studies mostly implemented CNN models and did not 
utilize other types of deep learning, restricting the scope of more 
advanced models. In response to this, the present study proposes a 
wildfire susceptibility prediction approach that integrates satellite- 
derived data, deep learning, and a black widow optimizer (BWO). The 
present study utilizes geoenvironmental factors as model inputs, 
including topographic, meteorological, vegetation, and anthropogenic 
variables, to predict wildfire susceptibility. Canada has been severely 
affected by a series of wildfires annually. One of the basic approaches to 
managing and mitigating the effects of wildfires is preparing wildfire 
susceptibility maps. The main aims of the present study were to improve 

Fig. 1. Study area and collected historical (2014–2023) large wildfire locations.

K. Khosravi et al.                                                                                                                                                                                                                               Science of the Total Environment 977 (2025) 179369 

3 



wildfire susceptibility prediction and mapping for Canada for the first 
time, which is a wildfire hotspot country, and take advantage of feature/ 
input importance selection using a random forest classifier and recursive 
feature elimination (RFE) for determine the optimal input scenario and 
identify the most influential input geoenvironmental variables on 
wildfire occurrence. To achieve these aims, LSTM, bidirectional LSTM 
(BiLSTM), RNN, and bidirectional RNN (BiRNN) models were built, and 
they hybridized with BWO to examine how much their prediction ac
curacy will be improved using the BWO metaheuristic algorithm. The 
proposed modeling framework was applied to Canada’s national-scale 
wildfire susceptibility prediction successfully. To the best of our 
knowledge, this is the first attempt to implement BiLSTM and BiRNN 
models in natural hazard modeling.

2. Study area

Canada is the world’s second-largest country by total area 
(9,984,670 km2), although it ranks fourth by land area due to its 
abundant freshwater lakes. Spanning from the Atlantic Ocean in the east 
to the Pacific in the west, with the Arctic Ocean to the north, it has the 
world’s longest coastline (243,042 km) and shares the longest land 
border with the United States (8891 km). Canada also shares a border 
with Greenland to the northeast (Fig. 1).

Canada can be divided into seven physiographic regions: Canadian 
Shield, Great Lakes–St. Lawrence Lowlands, Interior Plains, Appalachian 
region, Hudson Bay Lowlands, Western Cordillera, and the Arctic Ar
chipelago. Boreal forests dominate much of the country, while ice is 
prevalent in the northern Arctic and the Rocky Mountains areas. The flat 
Canadian Prairies in the southwest are important areas of agriculture, 

while the Great Lakes feed into the St. Lawrence River in the southeast, a 
region that drives much of Canada’s economy. With over 2,000,000 
lakes—563 of which are larger than 100 km2—Canada holds a signifi
cant portion of the world’s freshwater, and it also has freshwater glaciers 
in the Rockies, Coast Mountains, and Arctic Cordillera. The average 
winter and summer temperatures vary widely across Canada. Summer 
highs on the east and west coasts typically reach 20–24 ◦C, while interior 
regions can reach 25–30 ◦C, occasionally exceeding 40 ◦C (Regina In
ternational Airport, 2015) which increases its susceptibility to wildfire.

3. Method

The conceptual modeling framework employed in this study 
involved several key steps: data collection, pre-processing, model 
development, model deployment (wildfire map generation), and per
formance evaluation (Fig. 2). Each step is explained in detail in the 
subsequent sections.

3.1. Data collection and inventory map

Compiling a wildfire inventory map is the most important step in 
developing machine learning models to identify wildfire-susceptible 
areas. This map is constructed using point-based historical wildfire lo
cations and is used to assess the spatial relationship between wildfire 
occurrences and wildfire-related geoenvironmental factors. In this 
study, a comprehensive wildfire inventory map was collected, incorpo
rating 4240 large wildfire occurrences (i.e. fires greater than 200 ha in 
final size) recorded over the past decade (2014–2023). The data were 
sourced from the National Burned Area Composite, Fire History Data, 

Fig. 2. Methodological flowchart employed in the present study.
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and Canadian Wildland Fire Information System (CWFIS) Datamart. 
Canada is experiencing a rising frequency and intensity of large wild
fires. Starting in March 2023, Canada experienced an unprecedented 
series of wildfires that intensified by June/July, affecting all 13 prov
inces and territories, with major fires in British Columbia, Alberta, Nova 
Scotia, the Northwest Territories, Ontario, and Quebec (Fig. 3). The 
2023 wildfire season became the most destructive in Canada’s recorded 
history, burning an area of 184,961 km2 by October 6—over six times 
higher than the long-term average and affecting approximately 5 % of 
the country’s forested area (The State of Canada’s Forests Report, 2023). 
The fires resulted in the deaths of eight firefighters and displaced be
tween 185,000 to 232,000 people, with international aid helping to 
mitigate the disaster’s impact (Smellie, 2023).

3.2. Generating non-wildfire data

The algorithm randomly samples candidate points within the study 
area using Python’s built-in random module and computes each point’s 
Euclidean distance to the nearest historical wildfire locations (red data 
points in Fig. 1). A candidate is accepted only if its distance exceeds a 
predefined threshold, set at 4 % of the average of the minimum and 
maximum distances among fire points, ensuring adequate spatial sepa
ration. This process repeats until 4240 non-wildfire points are collected 
(green data points in Fig. 1) or a maximum of 500,000 attempts is 
reached. To create a balanced model and reliable results, the number of 
wildfire and non-wildfire cases are recommended to be equal.

3.3. Spatial autocorrelation between wildfire and non-wildfire data

A spatial autocorrelation analysis was conducted using the Global 
Moran’s I toolbox in ArcGIS Pro (v3.4.0), yielding a highly significant 
Moran’s I value of 0.855, with a z-score of 160.59 and a p-value of 0.000. 
These results indicate a strong clustering pattern, confirming that the 
randomly generated non-wildfire points, positioned based on their dis
tance from actual wildfire occurrences, are distinctly separated from 
wildfire clusters. This clear spatial distinction is beneficial, as it reduces 
ambiguity in machine learning-based wildfire susceptibility models by 
ensuring that each dataset maintains well-defined, non-overlapping 
spatial patterns.

3.4. Training and testing sets

In the present study, we employed binary classification for wildfire 
modeling, which involved inputting both wildfire and non-wildfire 
location data (Tehrany et al., 2014). Therefore, 4240 non-wildfire lo
cations were also generated across the entire study as mentioned above. 
The wildfire and non-wildfire locations were assigned values of 1 and 0, 
respectively. Hold-out cross-validation with an 80:20 ratio was subse
quently utilized to partition both wildfire and non-wildfire datasets. 
Specifically, 80 % of the historical wildfire locations were allocated for 
model training, while the remaining 20 % were reserved for testing 
purposes (Abdollahi and Pradhan, 2023).

In the next step, data from both 80 % of the wildfire and non-wildfire 
locations were combined to create the training dataset for the design, 
development, and hyperparameter tuning of the proposed model. The 
other 20 % of the wildfire and non-wildfire location data were combined 

Fig. 3. Photographs of recent wildfire events in Canada, showing their impact on the ecosystem, landscape and local communities (www.theatlantic.com, www. 
cbc.ca).
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to create the testing dataset for model evaluation. The training dataset 
was overlaid with all 14 remaining wildfire-related factors, and their 
attributes (i.e. wildfire locations within each class of each parameter) 
were extracted using ArcGIS Pro (v3.4.0). These extracted attributes 
were prepared in Excel format and subsequently imported into Python 

3.10 for model development.

3.5. Wildfire-related geoenvironmental factors

Wildfire-related geoenvironmental factors were selected for the 

Fig. 4. Geoenvironmental wildfire-influencing factors used as inputs for the proposed model.
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present study based on a literature review, data availability, and the 
characteristics of the study area, and then grouped into five key cate
gories: meteorological, topographic, anthropogenic, vegetation, and 
physical (Fig. 4). The meteorological factors were mean annual total 
precipitation, wind speed, specific humidity and maximum temperature 
from 2014 to 2023. The topographic factors considered were elevation, 
slope, aspect, the topographic wetness index (TWI), and mean annual 
soil moisture (2014–2023), while the anthropogenic factor was the 
distance from main roads. The vegetation and physical factors were the 
distance from large lakes, distance from large rivers, land use and land 
cover (LULC) and the mean annual normalized difference vegetation 
index (NDVI) from 2014 to 2023. Finally, all datasets were converted to 
raster format and resampled to a uniform 4 km spatial resolution. The 
importance of each factor and the source database are summarized in 
Table 1. More information can be found in Jaafari et al. (2019), Rezaie 
et al. (2023), and Tran et al. (2023).

3.6. Data scaling

In machine learning, one-hot encoding is a widely utilized technique 
for managing categorical data, particularly when numerical input is 
required by most algorithms. Categorical variables, such as land use and 
land cover (LULC), must be transformed into a suitable numerical format 
during the data pre-processing stage. To ensure the data remains non- 
ordinal, one-hot encoding was applied to mitigate the risk of machine 
learning models erroneously assigning greater importance to higher 
numerical values. The implementation of one-hot encoding allowed the 
categorical variables to be represented in a binary format, preserving the 
non-ordinal nature of the data and enhancing model accuracy. Con
tinues data were normalized using the Min-Max Normalization equa
tion: 

Xnorm = (X − Xmin)/(Xmax − Xmin) (1) 

where, Xnorm is the normalized value, X is the original value, Xmin is the 
minimum value in the dataset, and Xmax is the maximum value in the 
dataset.

All data processing and modeling tasks were conducted in Python 
3.10, leveraging its extensive libraries for data manipulation and ma
chine learning.

3.7. Input variable selection

3.7.1. Feature importance using a random forest classifier
Although there is no standard set of predictive factors for wildfire 

susceptibility and the importance of these factors differs between study 
areas, it is essential to analyze the relationship between geo
environmental factors and the probability of wildfire occurrence and 
exclude those factors with low/null effectiveness to improve the results 
(Panahi et al., 2023). To achieve this, the random forest model can be 
used to extract feature importance (Pal, 2005). Determining feature 
importance can reduce the dimensionality of the data, reducing the 
complexity of the resulting model and thus ensuring that it is more 
transparent, easier to interpret, and faster to run. Each decision tree in a 
random forest model splits its nodes based on specific feature values to 
reduce the level of impurity, similar to Gini impurity in classification 
problems. Features that consistently lead to a significant reduction in 
impurity across the ensemble of trees are considered more important. 
The significance of each feature is determined by averaging the reduc
tion in impurity it causes across all the trees in the forest. After the model 
is trained, feature importance can be assessed by randomly shuffling the 
values of each feature and observing the corresponding drop in accu
racy. Features that lead to a significant decline in accuracy when altered 
are deemed more critical to the model.

The Gini Index (GI) is calculated by taking 1 minus the sum of the 
squared probabilities for all classes. It can be mathematically repre
sented as (Breiman et al., 1984): 

GI = 1 −
∑n

i=1
(pi)

2 (2) 

where Pi represents the probability of an element being classified for a 
distinct class.

Table 1 
Potential input geoenvironmental factors description.

Category Geoenvironmental 
factor

Source Spatial 
resolution

Importance

Topographic Elevation Digital elevation model- 
USGS

30 m Wildfires are affected by elevation (Alizadeh et al., 2023) due to its association with 
rainfall, soil moisture, temperature, and vegetation cover

Slope Slope is associated with the soil moisture content, which affects wildfires (Iban and 
Sekertekin, 2022).

Aspect The aspect is associated with solar radiation, temperature, wind speed, soil moisture, and 
the distribution of plant species (Le et al., 2021).

TWI Areas with a higher TWI have a higher soil moisture content
Soil moisture TerraClimate 

(Abatzoglou et al., 2018)
~4 km Regions with higher soil moisture levels are less prone to fire ignition (Achu et al., 2021).

Meteorological Precipitation ClimateNA 
(Mahony et al., 2022; 
Wang et al., 2016)

~4 km Precipitation has a direct impact on wildfire through its impact on vegetation cover and 
soil moisture content

Wind speed TerraClimate 
(Abatzoglou et al., 2018)

~4 km Higher wind speeds accelerate wildfire spread by carrying embers and providing more 
oxygen

Specific humidity NASA (McNally, 2018) ~11 km Lower humidity leads to drier fuels and increases wildfire risk
Mean maximum 
temperature

TerraClimate 
(Abatzoglou et al., 2018)

~4 km Higher temperatures have a direct impact on wildfires, especially due to climate change 
and a longer drought season

Vegetation LULC FAO 
(Latham et al., 2014)

800 m Some LULC types such as shrubland and conifer forests are more vulnerable to wildfires 
compared to wetlands and agricultural areas (Carmo et al., 2011; Moreira et al., 2001
and Moreira et al., 2009).

NDVI Government of Canada 1 km The NDVI measures the greenness and the density of the vegetation
Anthropogenic Distance from major 

roads
Government of Canada 4 km Regions close to roads are more likely to experience anthropogenic impacts such as 

camping
Physical Distance from major 

rivers
Government of Canada 4 km Regions close to rivers have a higher soil moisture content

Distance from lakes Government of Canada 4 km Regions close to lakes have a higher soil moisture content

aAll geospatial layers are resampled to a uniform 4 km by 4 km Pan-Canadian grid using ArcGIS Pro (v 3.4.0). Resampling methods: Majority for slope, aspect, and 
LULC; Cubic Convolution for all other layers.
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Fig. 5. Structure of the (a) BiRNN model (b) BiLSTM model and (c) BWO algorithm.
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3.7.2. Feature selection using recursive feature elimination (RFE)
RFE systematically identifies the most critical features in a dataset by 

iteratively reducing the feature set. During the initial training phase, 
RFE trains the selected machine learning model (e.g., random forest), 
using all available features. It then ranks the features according to their 
significance or influence on the model’s predictions or target variable (i. 
e. wildfires in the present study) (Guyon et al., 2002). The least 
important features are sequentially removed, and the model is re-trained 
with the remaining features. This cycle continues until the feature set is 
sufficiently reduced. The final model is then built using the optimal set 
of features that offer the highest predictive accuracy. The three main 
advantages of RFE are optimal feature identification, improved model 
interpretability, and increased efficiency.

3.8. Model performance

In the present study, a two-stage validation process was employed. 
Initially, the dataset was split into 80 % for training and 20 % for testing, 
with the test set rigorously excluded during all phases of model devel
opment to prevent data leakage (see Section 3.4. training and testing set 
for more details); the final model was evaluated solely on this holdout 
testing set to ensure an unbiased performance estimate (see Section 
3.12. Model evaluation for more details). Subsequently, a 10-fold grid- 
based spatial cross-validation approach was applied exclusively to the 
training set using a specialized Python library (Sun et al., 2023) to assess 
spatial generalizability and mitigate potential bias from spatial auto
correlation. Traditional random cross-validation, which splits labeled 
data into training and validation sets, can overestimate model perfor
mance because spatially close points may share similar attributes, 
effectively allowing the model to “peek” into validation data. By parti
tioning data spatially rather than randomly, spatial cross-validation 
ensures greater independence between training and validation sets. 
More details about this approach provided by Abdollahi and Pradhan 
(2023).

3.9. Model theory and development

3.9.1. RNNs and BiRNNs
RNNs utilize an internal state to address sequential data (Schuster 

and Paliwal, 1997), thus it differs from deep neural networks in that it 
must incorporate information from previous inputs to affect the current 
inputs and outputs. Within each network layer, the RNN model imple
ments weight parameters identical to those of the conventional deep 
neural networks (Dai et al., 2024).

Typically, an RNN generates hidden state hi and outcome yi at time 
step i. RNN structures that employ both of these are referred to as 
complete RNNs. hi and yi, which are interested in the planning of the 
unobserved states hi+1 with outcomes yi+1 at the subsequent time stage. 
The RNN employs hi in the subsequent time step calculation. An Elman 
network is another term for this (Elman, 1990). The RNN requires only 
yi, which is also referred to as an Elman network. In contrast, a Jordan 
RNN requires individual input (Cruse, 1996). The mathematical foun
dation of an RNN is as follows: 

ht = σh(Whxt +Uhht− 1 + bh) (3) 

yt = σ
(
Wyht + by

)
(4) 

where σ is the sigmoid function, and Wh, Wy, and Uh are weights that can 
be employed to generate the output, transmitted hidden state, and 
hidden states, respectively, from the previous time step. bh and by are 
biases for the calculation of the hidden states and output, respectively.

BiRNN is an extended RNN containing layers that process sequential 
data in both forward and backward directions. BiRNN divides the 
standard unidirectional RNN state neurons to acquire both positive and 
negative sequential information (Schuster and Paliwal, 1997). Because 
they do not interact, any processed data, whether positive or negative, 
can be trained and updated in the same manner as a unidirectional RNN. 
The structure of the BiRNN model is presented in Fig. 5a.

3.9.2. LSTM and BiLSTM
Since conventional RNNs are prone to the vanishing gradient prob

lem, we opted for an LSTM model in this study to overcome this limi
tation (Hochreiter and Schmidhuber, 1997). LSTM is a form of RNN that 
is capable of capturing long-term dependencies in sequential data, 
which is ideal for time-series analysis (Greff et al., 2016). The LSTM 
architecture consists of memory cells with three primary gates: input 
(itp ), forget (ftp ), and output (otp ). These gates enable the network to 
write information into, read information from, and reset the cell state 
(Gers et al., 2000). The input gate determines what data is incorporated 
into the cell state, the forget gate decides which data is forgotten, and 
the output gate decides what data is passed onto the output. An LSTM 
layer has the following structure: 

itp = δ
(
Wxixtp +WHiHtp− 1 +Bi

)
(5) 

ftp = δ
(
Wxf xtp +WHf Htp− 1 +Bf

)
(6) 

otp = δ
(
Wx0 xtp +WHoHtp− 1 +B0

)
(7) 

ctp = ftp ⊙ ctp− 1 + itp ⊙ tanh
(
Wxcxtp +WHcHtp− 1 +Bc

)
(8) 

Htp = otp ⊙ tanh
(
ctp

)
(9) 

where W(f , i,o, c) are the weights of the forget, input, output gates and 
cell state, respectively, while Bf , Bi, Bo, and Bc are the bias vectors for the 
forget, input, output gates and cell state, respectively. δ represents a 
sigmoid function. ctp is the memory cell state at tp, xtp is the layer input, 
⊙is the element-wise product, tanh is the activation function for scaling 
values into the range of (− 1,1), and Htp− 1 is the final state or layer output 
at time t − 1.

BiLSTM is an enhanced form of LSTM that takes into account the 
input sequence both forward and backward (Schuster and Paliwal, 
1997). The BiLSTM architecture consists of two separate LSTM layers: 
one that processes the information in the input from left to right (for
ward) (H→tp ) and one that processes it from right to left (backward) (H←tp ). 
BiLSTM can model temporal dependencies in sequential data more 

Table 2 
Optimal Hyperparameter Values of the Models.

Units Dropout Learning rate Batch size Epochs Optimizer Activation function

LSTM 38 0.2946 0.001 32 20 Adam ReLU, Sigmoid
BiLSTM 14 0.1716 0.001 32 20 Adam ReLU, Sigmoid
RNN 37 0.1386 0.001 32 20 Adam ReLU, Sigmoid
BiRNN 36 0.3501 0.001 32 20 Adam ReLU, Sigmoid
LSTM 20 0.3214 0.001 32 20 Adam ReLU, Sigmoid
BiLSTM 17 0.2711 0.001 32 20 Adam ReLU, Sigmoid
RNN 23 0.3209 0.001 32 20 Adam ReLU, Sigmoid
BiRNN 23 0.2986 0.001 32 20 Adam ReLU, Sigmoid
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accurately than unidirectional LSTMs due to the fact that they incor
porate both the past and future context. The output from both the for
ward and the backward LSTM layers can be concatenated or combined 
to produce the final output (utp ). Fig. 5b presents the structure of the 
BiLSTM model. In contrast to LSTM, which can only learn past and 
future dependencies in the forward direction, the BiLSTM layer can be 
concurrently trained as indicated by the following equation: 

utp = ψ
(

H→tp , H←tp

)

(10) 

3.9.3. Black widow optimization
The Black Widow Optimization (BWO) algorithm, a population- 

based metaheuristic inspired by the cannibalistic behavior of black 
widow spiders, was used to determine optimal hyperparameter values 
(Table 2). This algorithm can scan the search area and find a global 
optimal solution while avoiding local optimal solutions. It thus main
tains a balance between exploration and exploitation via mutation 
(Hayyolalam and Pourhaji Kazem, 2020). BWO sets a potential answer 
as a “widow” in a manner similar to a “chromosome” and a “particle 
position” in GAs and particle swarm optimization (PSO), respectively. 
There is a possible answer called a “black widow spider” for some 
optimization problems that shows the values of the problem variables. 
The general phases of the BWO are as follows (Fig. 5c): 

1. Initial population: the process begins by generating an initial popu
lation of spiders that represents potential solutions. Each solution is 
represented by a one-dimensional array.

2. Evaluation of individual fitness: Each widow’s fitness is assessed in 
accordance with the problem-solving specifications using a fitness 
function.

3. Random selection of parents: if the halting criterion is not met, a set 
of mating spiders from the parents is chosen at random.

4. Reproduction: Each pair of spiders in the population generates a new 
generation. To prevent a generation of duplicated randomly selected 
widows, this phase continues for a number that is equal to half of the 
widows in the population (e.g., the number of partnerships).

5. Cannibalism: Three strategies (similar to neighborhood structures) 
are considered for the new generation, and one of them is imple
mented. These represent adolescent spiders and siblings who have 
reached sexual maturity. The fitness value is the determining factor 
for these. The sole organization that has access to this stage is the 
BWO. The new generation precludes solutions with an insufficient 
level of fitness in this scenario, which leads to early convergence.

6. Mutation: Mutation is performed by randomly swapping two ele
ments within the array for each selected solution, allowing diversity 
to be maintained in the population.

7. Population Update: The population is refreshed with the newly 
generated individuals, and the best global solution is selected based 
on fitness evaluation.

8. Termination: A stopping criterion is established to determine 
whether the search should end with the current optimal solution or 
repeat steps 3 to 7 until the condition is met.

In Table 2, the number of units refers to the neurons in the hidden 
layers, while dropout represents the fraction of neurons dropped during 
training to prevent overfitting. The learning rate controls the step size 
during optimization, and the batch size specifies the number of samples 
processed before weight updates. Each model was trained for 20 epochs 
using the Adam optimizer. The Rectified Linear Unit (ReLU) activation 
function was applied in the hidden layers to introduce non-linearity, 
while the Sigmoid activation function was used in the output layer to 
generate probabilities for binary classification.

3.10. Wildfire susceptibility mapping

After developing and training, all eight standalone and hybrid deep 
learning models (i.e. LSTM, BiLSTM, RNN, BiRNN, LSTM-BWO, BiLSTM- 
BWO, RNN-BWO, and BiRNN-BWO) were used to generate the wildfire 
susceptibility map. In the first phase, the entire study area was trans
formed into a raster format with a pixel resolution of 4 km. Next, all 
eight trained models were used to predict the wildfire occurrence 
probability for each pixel of the study area. The wildfire occurrence 
probability values were then exported from Python into ArcGIS Pro 
(v3.4.0) and converted into wildfire susceptibility maps with five cate
gories determined based on the quantile method: very low, low, mod
erate, high, and very high. This method is commonly employed for 
classification determination in datasets with skewed distributions 
(Akgun, 2012). Once the wildfire susceptibility map was generated, an 
analysis was conducted for each province in Canada to determine the 
percentage of the total land area that was susceptible to wildfire.

3.11. Interpretability

SHAP (SHapley Additive exPlanations) is a popular method for 
improving the interpretability of machine learning models by assigning 
each feature’s contribution to the model’s predictions. In the present 
study, SHAP value plot (beeswarm plots) were employed to address the 
black-box nature of the deep learning models used, providing inter
pretability and insights into their predictive behavior. SHAP values 
measure how much each feature positively or negatively influences a 
specific prediction (Pradhan et al., 2023).

3.12. Model evaluation

Several statistical measures and the receiver operating characteristic 
(ROC) were employed to quantitatively evaluate the performance of the 
models. The statistical measures considered in the present study were 
accuracy, precision, sensitivity, specificity, and the F1 score (Pham 
et al., 2016; Hong et al., 2023). Accuracy measured the percentage of 
both wildfire and non-wildfire pixels that were correctly classified, 
while precision represented the proportion of true wildfire samples 
correctly identified for all of the cases of predicted wildfires. Sensitivity 
measured the ratio of correctly identified wildfire cases to the total 
number of actual wildfires. Specificity indicated the ratio of correctly 
classified true non-wildfire cases to the total number of actual non- 
wildfire cases. The F1 score represents the harmonic average of a clas
sification model’s precision and recall. These metrics were calculated as 
follows: 

Accuracy = ((TP+TN)/(TP+TN+ FP+FN) (11) 

Precision = ((TP)/(TP+ FP) ) (12) 

Recall/Sensitivity = ((TP)/(TP+ FN) (13) 

Specificity = ((TN)/(FP+TN) ) (14) 

F1 Score = 2*((precision*recall)/(precision+ recall) ) (15) 

where TP, TN, FP, and FN are true positives (correctly classified as 
wildfires), true negatives (correctly classified as non-wildfires), false 
positives (incorrectly classified as wildfire), and false negatives (incor
rectly classified as non-wildfires), respectively.

The ROC curve illustrates the performance of binary-based models. 
The curve plots sensitivity against the FP rate (FPR). The area under the 
ROC curve (AUC) serves as a quantitative indicator of model perfor
mance, with values ranging from 0.5 to 1. An AUC of 0.5 suggests a poor 
model, while an AUC of 1 represents an ideal model with optimal per
formance. The FPR is calculated as follows: 
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Fig. 6. Importance of geoenvironmental factors influencing the probability of wildfire occurrences based on the Gini Importance (GI) of a random forest model.

Table 3 
Performance evaluation for the developed models (Bold values indicate the highest performance among unoptimized models, while shadow-bold values represent the 
highest overall performance).

Standard deep-learning models Optimized deep-learning models

LSTM BiLSTM RNN BiRNN LSTM-BWO BiLSTM-BWO RNN-BWO BiRNN-BWO

Accuracy 92.58 92.19 86.75 90.60 95.35 95.36 94.59 95.12
Precision 90.70 90.84 85.63 89.46 93.41 93.72 93.49 93.21
Specificity 89.51 89.90 84.55 87.30 93.07 92.50 91.39 92.17
Sensitivity 93.92 93.58 88.64 92.58 96.74 96.98 96.40 96.88
F1 Score 92.28 92.19 87.11 90.99 95.04 95.32 94.92 95.01

Fig. 7. Model performance evaluation based on ROC analysis during (a) training and (b) testing (the dotted black line shows the performance of a random guess).
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FPR = FP/(FP+TN) = 1–specificity (16) 

4. Results

4.1. Feature importance analysis

Assessing the importance of geoenvironmental variables provides 
valuable insights into their impact on wildfire occurrence. To optimize 
model performance, it is crucial to exclude factors that do not contribute 
to the predictive accuracy, thus reducing the model’s complexity. In this 
study, the GI of the random forest algorithm was used to measure the 
influence of each input variable on the probability of wildfire occur
rence. Wind speed (GI = 0.157) had the strongest impact on the wild
fires, followed by LULC (0.122 cumulatively for all the LULC classes), 

precipitation (0.120), specific humidity (0.108), maximum temperature 
(0.079), distance from main roads (0.076), NDVI (0.070), elevation 
(0.077), distance from large lakes (0.043), soil moisture (0.043), dis
tance from large rivers (0.037), TWI (0.031), slope (0.022) and aspect 
(0.021) (Fig. 6). Grasslands, water bodies, snow-covered areas, bare soil, 
and urban regions were excluded from the modeling process based on 
the results of RFE approach, leaving only cropland, tree-covered areas, 
and shrubland remanning among the predictors.

4.2. Model evaluation and analysis

The generated wildfire susceptibility maps were evaluated using 
various performance criteria (Table 3 and Fig. 7). The standalone LSTM 
model performed slightly better than BiLSTM model and outperformed 

Fig. 8. Wildfire susceptibility maps derived from (a) BiLSTM, (b) BiLSTM-BWO, (c) BiRNN, (d) BiRNN-BWO, (e) LSTM, (f) LSTM-BWO, (g) RNN, and (h) RNN-BWO.
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the other standalone models in terms of accuracy, sensitivity, and F1 
score, while standalone BiLSTM model leads to the highest performance 
in precision and specificity. In terms of the optimized deep learning 
models, BiLSTM-BWO exhibited the highest performance for all metrics 
except of specificity. The results indicate that the optimized technique 
enhances the performance of BiLSTM more significantly than LSTM.

According to the classification by Yesilnacar and Topal (2005), all of 
the developed models exhibit an excellent performance in terms of the 
AUC, with values between 0.9 and 1.0, though the hybrid models out
performed the standalone models. In particular, during the training and 
testing phases, BiLSTM-BWO outperformed the other models with 
AUCtraining = 0.9745 and AUCtesting = 0.9686, followed by RNN-BWO, 
LSTM-BWO, BiRNN-BWO, BiLSTM, BiRNN, LSTM and RNN in order.

BiLSTM-BWO improved on BiLSTM by about 2.82 % in terms of the 

AUC during testing, while BiLSTM improved on LSTM by 0.56 %. 
Overall, BiLSTM-BWO demonstrated a 3.40 % higher performance than 
the LSTM model.

4.3. Wildfire susceptibility analysis

This study employed both standard and optimized deep learning 
algorithms to create a wildfire susceptibility map on a national scale for 
Canada. The majority of Canada, particularly in the middle regions, 
exhibited a high to very high vulnerability to wildfires (Fig. 8). The 
unoptimized models tended to overestimate high/very high suscepti
bility areas compared to their optimized versions, especially in Ontario 
and Manitoba. According to BiLSTM-BWO, 19.7 %, 42.6 %, 13.4 %, 
14.5 %, and 9.8 % of Canada had a very low, low, moderate, high, and 

Fig. 9. Percentage area covered by each wildfire susceptibility class for each model.

Fig. 10. Land area coverage of each wildfire susceptibility class by province/territory.
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very high susceptibility to wildfire occurrences (Fig. 9).
The results by BiLSTM-BWO model revealed that 33.69 % of Sas

katchewan—relative to the province’s total area—had a very high sus
ceptibility to wildfires, followed by Manitoba (23.10 %), British 
Columbia (14.03 %), and Alberta (12.19 %). By considering both high 
and very high classes, results shows that New Brunswick had the high 
and very high susceptibility (51.79 %), followed by Saskatchewan, 
Onterio, and British Columbina. In contrast, Prince Edward Island has 
the highest percentage of areas with a very low susceptibility to wildfires 
(93 %), followed by Newfoundland and Labrador (Fig. 10).

4.4. Interpretability

Fig. 11 showcases beeswarm plots depicting the distribution of low, 
high, and mean values for each feature within the training dataset 
(Matin and Pradhan, 2021). In other word, this image is used to interpret 
the contribution of predictive variables in a machine learning model. 
Specifically, the graph highlights the impact of geo-environmental and 
climatic variables on predicting the increasing or reducing of wildfires 
occurrences probability.

The plots reveal that variables such as precipitation, wind speed, 
distance from main roads, distance from large rivers and cropland LULC 
class have an inverse relationship with wildfire occurrence and consis
tently push the SHAP values toward the negative side, suggesting these 
features lower wildfire susceptibility. In contrast, tree covered LULC 
(given the prevalence of wildfires in vegetated areas), specific humidity, 
soil moisture, and slope have a direct relationship with features value 
and produce positive SHAP values, indicating an increased probability 

of wildfire when features value are high. NDVI, TWI and temperature do 
not show a distinct clustering toward positive or negative values, 
implying a relatively neutral net effect. Overall, precipitation, wind 
speed, distance from roads, and tree cover variables appear to signifi
cantly influence wildfire occurrence probability across Canada, as evi
denced by SHAP values distributed widely along both the positive and 
negative ranges of the horizontal axis. By examining both the position 
(SHAP value) and color (feature magnitude) of each point, we gain in
sights into where threshold effects or interactions might be occur
ring—for example, high humidity (red points) is moderately associated 
with elevated wildfire, whereas dry conditions (low humidity) pre
dominantly reduce the predicted probability of wildfire. The distinct 
separation of LULC feature points into red and blue, divided by positive 
and negative SHAP values, arises from the binary encoding of each 
constituent LULC class. Red points for these features indicate the pres
ence (binary value of 1) of that specific class, while blue points indicate 
its absence (binary value of 1). Overall, these findings highlight the most 
influential factors driving the model’s predictions and provide a trans
parent, instance-level interpretation of how individual predictors shape 
wildfire occurrence estimates across Canada.

5. Discussion

Wildfires represent a serious threat in Canada, with the area affected 
by fires steadily increasing in recent decades. This has had detrimental 
effects on natural resources and increased the risk to communities and 
infrastructure at the boundary between natural and urban/residential 
areas. Therefore, it is important to map wildfire-prone areas in Canada 

Fig. 11. Beeswarm plots illustrating the relationship between input variables and the output.
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in order to mitigate wildfire risks and reduce the associated costs 
through proactive prevention and risk management. In this context, 
deep learning models offer a robust approach to identifying wildfire- 
susceptible regions by considering multiple factors based on historical 
wildfire records. In this study, four standalone deep learning models 
(LSTM, BiLSTM, RNN, and BiRNN) and their counterparts optimized 
with the BWO algorithm were used to produce a total of eight wildfire 
susceptibility maps for all of Canada.

5.1. Input geoenvironmental variables

In the present study, wind speed, LULC, precipitation, specific hu
midity, maximum temperature, distance from main roads and NDVI 
were found to be the most important indicators of wildfire probability 
across Canada as a whole, which was in accordance with the current 
understanding of wildfire occurrences. For example, the NDVI and LULC 
are indicative of the material available to be burnt. Jaafari et al. (2019)
reported that most wildfires in the Golestan province of Iran occur in 
areas with an NDVI higher than 0.5. In addition, Prasad et al. (2008)
found that the primary factor influencing wildfire occurrences was the 
mean annual temperature, while Rezaie et al. (2023) revealed that the 
majority of wildfires in Hawaii occurred at temperatures higher than 
23 ◦C, while no wildfires were reported for areas with temperatures 
lower than 19 ◦C. Higher temperatures can lead to a higher evaporation 
rate and reduced moisture levels in vegetation, raising the likelihood of 
a fire outbreak (Guo et al., 2016).

As in the present study, Rezaie et al. (2023) reported that most 
wildfires occurred close to roads. Tran et al. (2023) also showed that the 
distance from roads is the strongest indicator of wildfire occurrence on 
Oahu Island, US, followed by temperature. The same results have also 
been reported by Catry et al. (2009) and Liu et al. (2015b). The prox
imity to roads is closely associated with human activities, which are the 
primary cause of wildfires in Canada. Roadways can act as ignition 
points, whether from vehicle emissions, improperly discarded cigarette 
waste, or by offering access to areas more vulnerable to wildfires, such 
as locations with dry vegetation or accumulated dead trees. In another 
study, Abdollahi and Pradhan (2023) implemented SHAP plots and deep 
learning models for wildfires in Australia. They revealed that factors 
such as rainfall, humidity, elevation, wind speed, slope, and the 
normalized difference moisture index (NDMI) played critical roles in 
influencing the model’s output for wildfire susceptibility mapping. In 
summary, previous research emphasizes that the significance of geo
environmental factors varies by region, indicating that data collection 
must be tailored to the unique attributes of each study area.

As reported by the government of British Columbia, the majority of 
wildfires in the province are sparked by lightning strikes. In contrast, in 
Alberta, human actions are the primary factor behind wildfire out
breaks. These activities include off-road vehicles, campfires, fireworks, 
ammunition, industrial work, agriculture, and power lines. Gaur et al. 
(2021) also revealed that global warming in Canada is likely to lead to a 
longer wildfire season and more extreme wildfire events around Cana
dian cities, with Nelson in British Columbia and Thunder Bay in Ontario 
particularly at risk. These findings thus emphasize the need to adapt city 
infrastructure to the higher wildfire threat.

5.2. Model selection and reliability

Canada has about 367 million hectares of forest (3,670,000 km2) 
and, due to their importance, these areas need to be protected. Because 
Canada has a large land area and a high number of historical wildfires, 
deep learning models are well-suited for wildfire susceptibility pre
dictions in this country. The higher flexibility, end-to-end learning, and 
ability to handle complex data are other advantages of these models. 
Deep learning models consistently improve as more data becomes 
available, making them well-suited for large-scale applications. Their 
multiple layers enable the modeling of highly complex, non-linear 

relationships that are often beyond the capabilities of shallow models 
(Ertuğrul et al., 2024). The deep learning algorithms used in the present 
study effectively captured the intricate and nonlinear connections be
tween wildfire data and the 14 geoenvironmental influencing factors 
without requiring predefined assumptions about the functional form 
needed to describe the underlying physics.

Our results revealed that, although the standalone deep learning 
models were accurate and flexible, optimization increased their pre
diction power. Tuning the hyperparameters of deep learning models can 
be challenging, thus the BWO algorithm was employed in the present 
study. BWO performs well in both the exploitation and exploration 
phases, offering rapid convergence and effectively avoiding local op
tima. Additionally, it maintains a well-balanced approach between 
exploration and exploitation (Hayyolalam and Pourhaji Kazem, 2020).

It was found that BiLSTM was superior to the other models. BiLSTM 
harnesses the strengths of LSTM in terms of handling long-term de
pendencies while also incorporating future context by integrating both 
forward and backward LSTM layers (Kulshrestha et al., 2020). LSTM, a 
specialized form of RNN, was originally developed to address the chal
lenges associated with capturing long-term dependencies in sequential 
data. It achieves this by incorporating memory cells and gating mech
anisms to manage the flow of information. In addition, unlike the LSTM 
and RNN models, BiLSTM processes the sequence in both directions (i.e. 
forward or backward) at the same time.

5.3. Comparison with past studies

Rezaie et al. (2023) implemented GMDH and CNN models combined 
with biogeography-based optimization (BBO) and ant colony optimiza
tion (ACO) to generate a wildfire susceptibility map for Maui, US. In 
total, 1745 historical wildfire locations were recorded and used for 
modeling. They revealed that the CNN outperformed GMDH, with ACO 
(AUC = 0.885) slightly enhancing the results compared to BBO. How
ever, all of the models tested in the present study were more accurate 
than those produced by Rezaie et al. (2023), even their CNN model.

Jaafari et al. (2019) hybridized ANFIS with a GA, PSO, a shuffled frog 
leaping algorithm (SFLA), and an imperialist competitive algorithm 
(ICA) for wildfire mapping in Golestan province, Iran. They reported 
that ANFIS-ICA (AUC = 0.99) outperformed the other models, while the 
ANFIS (0.90) had the weakest performance. The slightly higher perfor
mance of ANFIS-ICA compared to the models in the present study may 
originate from their smaller study area. In larger areas, the pixel size 
may need to be increased, leading to lower performance. It should be 
noted that our standalone models still had a much higher prediction 
power than the ANFIS model (0.90). Hong et al. (2019) integrated the 
Weights-of-Evidence (WOE) bivariate model with the Analytical Hier
archy Process (AHP) model for forest fire prediction in Huichang 
County, China, achieving an AUC between 0.91 and 0.94. This perfor
mance is lower than the predicted results of our study, which is con
ducted at a national scale. Zhang et al. (2019) implemented a CNN 
algorithm for wildfire susceptibility mapping in Yunnan Province, 
China, reporting reasonable results with an accuracy of 0.86.

Bjånes et al. (2021) prepared wildfire susceptibility maps for Biobío 
and Ñuble, Chile, using CNN, SVM, and extreme gradient boosting 
models. They found that the CNN model, with an AUC of 0.902, out
performed the other machine learning models. Tran et al. (2023) also 
combined GMDH with BBO, ICA, and TLBO for the wildfire mapping of 
Oahu Island, US. They reported that GMDH-TLBO, with an AUC of 0.81, 
was the best-performing model. However, our developed models, even 
our standalone models, exhibited a higher performance than their 
hybrid algorithms.

5.4. Limitations and uncertainty

In the present study, a 80:20 ratio was implemented for data splitting 
and the development of the training and testing datasets. While there are 
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no strict guidelines for dividing training and testing datasets, an 80:20 
ratio is widely adopted in machine learning. Nevertheless, this ratio can 
still lead to some uncertainty. Another potential source of uncertainty in 
the present study was the selection of non-wildfire locations, even 
though Euclidean distance to the nearest historical wildfire location 
approach has been considered in random generation of those points. In 
addition, in the present study, only large wildfire data was considered 
for modeling. It should be noted that considering all number of wildfires 
could ensure that the results are more robust.

Due to the large size of Canada, most of the data used in the present 
study was collected using remotely sensed sources. The resolution of the 
digital elevation model and other input variables was satisfactory given 
the size of the study area, but the resolution has an impact on modeling 
accuracy (Qiu et al., 2022). Therefore, the proposed models may still not 
be as accurate as the ground-truth data. Furthermore, historical wildfire 
data collection focused exclusively on large occurrences, excluding 
smaller fires from the dataset. This reliance on historical data may not 
fully capture future wildfire patterns, and there may be other influ
encing factors that were not considered in the present study. Future 
research could thus explore the inclusion of additional factors with a 
larger historical wildfire dataset.

5.5. Challenges and outlook for practical applications

The developed hybrid deep learning models, particularly the 
BiLSTM-BWO model, hold significant potential for real-world applica
tions in wildfire management, including fire warning systems, resource 
allocation, and policy-making. By integrating the models with real-time 
data streams, they can support dynamic updates for early warning sys
tems, prioritize resource deployment in high-risk areas, and guide post- 
disaster recovery efforts. However, practical implementation faces 
challenges such as ensuring the timeliness and quality of data acquisi
tion, addressing computational demands, and adapting the models to 
regional variations. Solutions like automated data pipelines, cloud- 
based computing, and GIS-based platforms can enhance usability, 
while collaboration among researchers, policymakers, and emergency 
responders will be crucial for effective deployment and maximizing the 
models’ impact.

6. Conclusion

This study successfully applied four standalone (LSTM, BiLSTM, 
RNN, and BiRNN) and optimized (LSTM-BWO, BiLSTM-BWO, RNN- 
BWO, and BiRNN-BWO) deep learning models for wildfire susceptibility 
mapping across Canada. A dataset containing 4240 historical wildfires 
recorded between 2014 and 2023, as well as 14 geoenvironmental fac
tors, was collected. A random forest Gini index and RFE were then 
implemented to determine the optimal input parameters. All of the 
developed models and their wildfire-susceptibility maps were evaluated 
using statistical measures and the AUC-ROC method.

It was found that the wind speed had the strongest impact on wildfire 
occurrences, followed by LULC (cumulatively including all LULC clas
ses), total precipitation, specific humidity, maximum temperature, dis
tance from main roads, NDVI, elevation, distance from large lakes, soil 
moisture, distance from large rivers, TWI, slope, and aspect. Based on 
the outcomes of the GI and RFE methods, grasslands, water bodies, 
snow-covered zones, bare soil, and urban areas of LULC classes were 
excluded as predictors from the modeling process, leaving only crop
lands, tree-covered regions, and shrublands as LULC predictors for the 
analysis. Areas covered by trees demonstrate a direct and strong asso
ciation with wildfire across Canada.

While all of the models performed well, the hybrid models out
performed their standalone counterparts. The overall ranking of the 
models in terms of performance was BiLSTM-BWO > RNN-BWO >
LSTM-BWO > BiRNN-BWO > BiLSTM > LSTM > BiRNN > RNN. The 
BiLSTM-BWO model classified 19.7 %, 42.6 %, 13.4 %, 14.5 %, and 9.8 

% of Canada as having very low, low, moderate, high, and very high 
susceptibility to wildfires, respectively. Saskatchewan is the most 
vulnerable provinces to future wildfire occurrences followed by Man
itoba, British Columbia, and Alberta. Conversely, Prince Edward Island 
had the highest proportion of very low wildfire susceptibility areas 
followed by Newfoundland and Labrador.

The findings from the present study offer actionable insights for 
wildfire risk mitigation strategies in Canada. The proposed models 
demonstrated reasonable accuracy, and the resulting susceptibility maps 
can be employed in wildfire risk assessment and strategic management. 
Decision-makers and governmental bodies can use these precision- 
driven maps to implement targeted interventions, optimize resource 
allocation, and enhance preparedness efforts, thereby significantly 
reducing the potential impact of wildfires in vulnerable regions.
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Elevation data were obtained from the USGS EarthExplorer data hub 
(http://earthexplorer.usgs.gov;last accessed 1 January 2025). Slope, 
aspect, and topographic wetness index (TWI) layers were derived from 
the elevation using built-in tools in ArcGIS Pro (v3.4.0). Soil moisture, 
precipitation, wind speed, and maximum temperature data are publicly 
available from TerraClimate through Goggle Earth Engine 
(https://developers.google. 
com/earth-engine/datasets/catalog/IDAHO_EPSCOR_TERRACLIMATE; 
last accessed 1 January 2025), whereas specific humidity data were 
downloaded from NASA FLDAS data catalog (https://developers.google. 
com/earth-engine/datasets/catalog/NASA_ 
FLDAS_NOAH01_C_GL_M_V001;last accessed 1 January 2025). LULC 
data were retrieved from the FAO Land Resources Planning Toolbox 
(https://www.fao.org/land-water/land/land-governance/ 
land-resources-planning-toolbox/category/details/en/c/1036355/;last
accessed 1 January 2025), and NDVI data originated from AVHRR and 
VIIRS satellite imagery through open government datahub 
(https://open.canada. 
ca/data/en/dataset/44ced2fa-afcc-47bd-b46e-8596a25e446e;last
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waterbodies (rivers and lakes) were calculated using the Government of 
Canada’s Road Network dataset (https://www12.statcan.gc. 
ca/census-recensement/2011/geo/rnf-frr/index-eng.cfm;last accessed 
1 January 2025) and the National Hydro Network (https://open.canada. 
ca/data/en/dataset/a4b190fe-e090-4e6d-881e-b87956c07977; last 
accessed 1 January 2025), respectively. Historical large wildfire data 
points can also be accesses through Government of Canada’s LFDB 
database (https://cwfis.cfs.nrcan.gc.ca/datamart/metadata/lfdb;last
accessed 1 January 2025).
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