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Abstract 
 

Global solar radiation (GSR) prediction is a prerequisite task for agricultural 

management and agronomic decisions, including photovoltaic (PV) power generation, 

biofuel exploration and several other bio-physical applications. Since short-term 

variabilities in the GSR incorporate stochastic and intermittent behaviours (such as 

periodic fluctuations, jumps and trends) due to the dynamicity of atmospheric 

variables, GSR predictions, as required for solar energy generation, is a challenging 

endeavour to satisfactorily predict the solar generated electricity in a PV system. 

Additionally, the solar radiation data, as required for solar energy monitoring 

purposes, are not available in all geographic locations due to the absence of 

meteorological stations and this is especially true for remote and regional solar 

powered sites. To surmount these challenges, the universally (and freely available) 

atmospheric gridded datasets (e.g., reanalysis and satellite variables) integrated into 

solar radiation predictive models to generate reliable GSR predictions can be 

considered as a viable medium for future solar energy exploration, utilisation and 

management. Hence, this doctoral thesis aims to design and evaluate  novel Artificial 

Intelligence (AI; Machine Learning and Deep Learning) based predictive models for 

GSR predictions, using the European Centre for Medium Range Weather Forecasting 

(ECMWF) Interim-ERA reanalysis and Moderate Resolution Imaging 

Spectroradiometer (MODIS) Satellite variables enriched with ground-based weather 

station datasets for the prediction of both long-term (i.e., monthly averaged daily) as 

well as the short-term (i.e., daily and half-hourly) GSR. The focus of the study region 

is Queensland, the sunshine state, as well as a number of major solar cities in Australia 
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where solar energy utilisation is actively being promoted by the Australian State and 

Federal Government agencies.  

Firstly, the Artificial Neural Networks (ANN), a widely used Machine 

Learning model is implemented to predict daily GSR at five different cities in Australia 

using ECMWF Reanalysis fields obtained from the European Centre for Medium 

Range Weather Forecasting repository. Secondly, the Self-Adaptive Differential 

Evolutionary Extreme Learning Machine (i.e., SaDE-ELM) is also proposed for 

monthly averaged daily GSR prediction trained with ECMWF reanalysis and MODIS 

satellite data from the Moderate Resolution Imaging Spectroradiometer. Thirdly, a 

three-phase Support Vector Regression (SVR; Machine Learning) model is developed 

to predict monthly averaged daily GSR prediction where the MODIS data are used to 

train and evaluate the model and the Particle Swarm Algorithm (PSO) is used as an 

input selection algorithm. The PSO selected inputs are further transformed into 

wavelet subseries via non-decimated Discrete Wavelet Transform to unveil the 

embedded features leading to a hybrid PSO-W-SVR model, seen to outperform the 

comparative hybrid models. Fourthly, to improve the accuracy of conventional 

techniques adopted for GSR prediction, Deep Learning (DL) approach based on Deep 

Belief Network (DBN) and Deep Neural Network (DNN) algorithms are developed to 

predict the monthly averaged daily GSR prediction using MODIS-based dataset. 

Finally, the Convolutional Neural Network (CNN) integrated with a Long Short-Term 

Memory Network (LSTM) model is used to construct a hybrid CLSTM model which 

is tested to predict the half-hourly GSR values over multiple time-step horizons (i.e., 

1-Day, 1-Week, 2-Week, and 1-Month periods). Here, several statistical, Machine 

Learning and Deep Learning models are adopted to benchmark the proposed DNN 

and CLSTM models against conventional models (ANN, SaDE-ELM, SVR, DBN).  
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In this doctoral research thesis, a Global Sensitivity Analysis method that 

attempts to utilise the Gaussian Emulation Machine (GEM-SA) algorithm is employed 

for a sensitivity analysis of the model predictors. Sensitivity analysis of selected 

predictors ascertains that the variables: aerosol, cloud, and water vapour parameters 

used as input parameters for GSR prediction play a significant role and the most 

important predictors are seen to vary with the geographic location of the tested study 

site. A suite of alternative models are also developed to evaluate the input datasets 

classified into El Niño, La Niña and the positive and negative phases of the Indian 

Ocean Dipole moment. This considers the impact of synoptic-scale climate 

phenomenon on long-term GSR predictions. 

A seasonal analysis of models applied at the tested study sites showed that 

proposed predictive models are an ideal tool over several other comparative models 

used for GSR prediction. This study also ascertains that an Artificial Intelligence based 

predictive model integrated with ECMWF reanalysis and MODIS satellite data 

incorporating physical interactions of the GSR (and its variability) with the other 

important atmospheric variables can be considered to be an efficient method to predict 

GSR. In terms of their practical use, the models developed can be used to assist with 

solar energy modelling and monitoring in solar-rich sites that have diverse climatic 

conditions, to further support cleaner energy utilization. 

The outcomes of this doctoral research program are expected to lead to new 

applications of Artificial Intelligence based predictive tools for GSR prediction, as 

these tools are able to capture the non-linear relationships between the predictor and 

the target variable (GSR). The Artificial Intelligence models can therefore assist 

climate adaptation and energy policymakers to devise new energy management 

devices not only for Australia but also globally, to enable optimal management of solar 
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energy resources and promote renewable energy to combat current issues of climate 

change. Additionally, the proposed predictive models may also be applied to other 

renewable energy areas such as wind, drought, streamflow, flood and 

electricity demand for prediction. 
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design based on optimized Adam algorithm used in prediction of long-

term monthly averaged daily global solar radiation (GSR, MJ m−2).   

Figure 2  Geographic location of four of Australia’s solar cites, selected as the 

present study sites (i.e., Blacktown, Townsville, Adelaide & Central 

Victoria) where the prediction of long-term monthly averaged daily 

solar radiation (GSR) is carried out with Deep Learning models and 

MODIS satellite derived predictor variables. 

Figure 3 Lowry plot with the primary, as well as the total cumulative effects of 

MODIS satellite-derived predictor variables employed to predict 

monthly averaged daily global solar radiation GSR (MJ m−2) in 

Australia’s solar cities. Here, a different mix and the most relevant 

order of predictor variables are shown, obtained through global 

sensitivity analysis test through Gaussian Emulation Machine (GEM-

SA) software executed on a pool of satellite-based predictor variables 

for a) Blacktown b) Adelaide c) Townsville and d) Central Victoria. 

Figure 4  Relative root mean square error (RRMSE %) illustrated for a selected 

solar city (Adelaide) identifying the most accurate performance using 

different IS algorithms.   

Model designations:” DBN10 = Deep Belief Network 10, DNN2SGD = 

Deep Neural Network 2 with SGD as back propagation, ANN = Neural 
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Network, DT = Decision Tree, RF= Random Forest Regression, GBM 

= Gradient Boosting Machine and XGBR= Extreme Gradient Boosting 

Regression).  

Figure 5  Radar plots drawn in the model’s testing phase, revealing the 

performance of the two different Deep Learning models (i.e., 

DNN2RMSProp & DBN10) vs. the single hidden layer neuronal-type 

(ANN), and the ensemble and decision-based data-driven models (i.e., 

Decision Tree DT, Gradient Boosting Machine GBM, Extreme 

Gradient Boosting Regression XGBoost & Random Forest Regression 

RF) designed for the prediction of monthly averaged daily solar 

radiation in Australia’s solar cites, in terms of the relative root mean 

square error (RRMSE %) and relative mean absolute error (RMAE %). 

Figure 6  Bar chart displaying a comparison of the most optimal Deep Learning 

models (i.e., DBN10 & DNN2RMSProp) in terms of their absolute 

percentage bias (APB, %) and the Kling Gupta efficiency (KGE) n the 

testing phase.  

Figure 7 Scatterplots illustrating the predicted vs. observed monthly averaged 

daily global solar radiation (GSR; MJ m-2) for the case of a selected 

solar city, Blacktown in Australia using the optimal Deep Learning 

models (DBN10 and DNN2Nadam) compared against single hidden layer 

neuronal and Ensemble models in the testing phase. A least square 

regression line, of the form y= mx + C, is shown along with the 

correlation coefficient (r). 

Figure 8 Violin plots of the Prediction Error (PE) generated by the two optimal 

Deep Learning models (i.e., DBN10 and DNN2Nadam) compared against 

single hidden layer neuronal and decision tree-based models in the 

testing. 

Figure 9  Sensitivity analysis of the most relevant satellite-derived inputs 

variables: aerosol, cloud and water vapour in terms of their: (i) relative 

root mean square error (RRMSE) (ii) Willmot’s index (WI) (iii) Kling 

Gupta Efficiency (KGE), and (iv) correlation coefficient (r). 
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Chapter 7 

Figure 1  Topological structure of the objective predictive model designed for 

the prediction of short-term (i.e., half-hourly) global solar radiation: (a) 

Long Short-Term Memory (LSTM) Networks, and its comparison with 

(b–c) Recurrent Neural Networks (RNN) and Gated Recurrent Unit 

neural networks (GRU).  

Figure 2  Topological structure of feature extraction algorithm (Convolutional 

Neural Network, CNN) that has been integrated with the objective 

predictive algorithm (Long Short-Term Memory Networks, LSTM) in 

this study used to construct CLSTM hybrid model in the GSR 

prediction problem. The forecasting horizon was up to n-months (n = 

1, 2, 3, 4, 5, 6, 7, & 8) lead time-step based on half-hourly trained 

CLSTM model. 

Figure 3  (a) Partial autocorrelation function (PACF) plot of the GSR time series 

showing antecedent behaviour in terms of the lag of GSR every 30 

minute.  

(b) Mutual information test used to validate PACF for the input matrix 

of 6 antecedent lagged GSR to design CLSTM hybrid model. The blue 

line in PACF is used to show the zone outside which GSR has 

statistically significant correlations with its historical values, as also 

depicted by green circles.   

Figure 4 Half-hourly predicted vs. observed GSR and the model prediction error 

in terms the residual over a diurnal cycle in testing phase generated by: 

(a) CLSTM hybrid predictive model, against standalone models based 

on 7 different comparative algorithms: (b) CNN, (c) LSTM, (d) RNN, 

(e) GRU, (f) DNN, (g) MLP and (h) DT.   

Figure 5 Evaluation of: (a) half-hourly-based two-phase hybrid CLSTM model 

illustrating the predicted vs. the observed GSR generated over 1-weekly 

forecast horizon in respect to 5 other comparative algorithms: (d) RNN, 

(e) GRU, (f) DNN, (g) MLP and (h) DT 
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Figure 6 Histograms illustrating the frequency of absolute prediction error (|PE|) 

generated by two-phase hybrid CLSTM model in the testing phase in 

respect to the 5 other comparison models used for the half-hourly GSR 

prediction horizon. a) CLSTM, b) RNN, c) DNN, d)  MLP, e) GRU 

and f) DT. 

Figure 7 Box plot exemplifying the veracity of the CLSTM hybrid predictive 

model in terms of the overall distribution of absolute value of the 

prediction error against 7 different predictive models. 

Figure 8 Comprehensive evaluation of the overall performance of the CLSTM 

hybrid model developed for the prediction of short term (half-hourly) 

GSR relative to 7 counterpart models: RNN, CNN, LSTM, DNN, MLP, 

GRU and DT.   

Figure 9 Evaluating the predictive skill of the half-hourly CLSTM hybrid model 

emulated over multiple forecast horizons in terms of RRMSE (%), 

MAPE (%), APB (%) and KGE over lead time intervals spanning from 

1-day to 8 months.  

Figure 10 The root mean square error (RMSE) and the mean absolute error (MAE) 

generated by the CLSTM hybrid model for 1-day GSR prediction 

trained with daily GSR datasets.  
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the relevant models in respective Chapters and the model’s input selection 

methodologies. 
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Chapter 1 Introduction 

1.1 Background 

Solar energy resources have become a pertinent source of cost-free electricity 

worldwide during the past two decades. In the last fifteen years, photovoltaic (PV) 

energy reached a compound annual growth rate of 40%, as reviewed in recent studies 

(Ghimire et al., 2018). As per the World Energy Outlook (WEO) 2018, with increasing 

world population in coming decades, solar PV’s installed capacity will surpass wind 

before 2025, hydropower around 2030, and coal before 2040 (Conti et al., 2018). 

Similarly, the International Energy Agency (IEA) (Birol, 2017) has developed an 

optimistic scenario, according to which, electricity generation from renewable energy 

is expected to rise to 39% by 2050. Recently, the role of renewable energy in achieving 

sustainable economic growth has been the topic of interest in the global energy sector. 

Empowered by significant renewable energy potential, Australia's solar energy use 

was among the top ten nations in 2018. Australian photovoltaic power capacity 

reached 7.982 GW spread across 2 million installations by December 2018 (IEA, 

2019) , the equivalent of more than one solar panel per person.  

Furthermore, due to emerging improved technologies, solar energy extraction 

costs are reasonably low and large industrial-scale solar power plants provide low-cost 

electricity compared to fossil fuel and nuclear systems. Australia is expected to reach 

more than 20 GW of photovoltaic power generation in the next 20 years, equal to one-

third of the current total renewable energy generation. This would support the 

Australian Renewable Energy Target for large-scale renewable electricity generation 

to reach 33,000 GWh by 2020, and for 23.5% of all electricity to come from renewable 

energy sources (RES) (REN21, 2018). This clearly reveals that the global market share 

of solar energy is expected to continue rising, and therefore, new and cost effective 

technologies that assess long-term energy sustainability to promote clean energy 

production in all parts of the World (e.g., remote regions) are highly desirable. 

 Due to the decreasing trends of feed-in tariffs for solar PV power in many 

countries (including Australia), there has been an accelerated interest and need for 

versatile energy management schemes (EMS) for end-users to increase the generation 

of electricity and the capacity for power transmission from various regions, both 
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remote and metropolitan, to meet rising consumer energy demands. EMS are able to 

monitor, control, and optimize the transmission and use of solar and conventional 

energies. However, the prediction error on the power output from a PV system can 

cause a negative effect on the economical profit of the system. Considering this, an 

accurate predictive tool for solar radiation and thus, the potential for PV power 

generation in a region, can help reduce the uncertainty of power generation into the 

future. Such tools can be used to explore and evaluate the sustainability of long-term 

solar powered energy installations in all regions, irrespective of their location.  

Furthermore, the Australian Department of the Environment and Energy 

(DEE) has direct responsibility for promoting 5 out of the 17 United Nations 

Sustainable Development Goals (SDGs) (UN, 2015). These SDGs clearly advocate 

new technologies, including advanced modelling approaches to promote: (i) Goal 7 

(G7): Affordable and Clean Energy, (ii) Goal 12 (G12): Responsible Production and 

Consumption, (iii) Goal 13 (G13): Climate Action, (iv) Goal 14 (G14): Life below 

Water, and (v) Goal 15 (G15): Life on Land. Among these five unique, yet very 

important goals, Goal G7 has a direct relationship in promoting renewables and 

developing new and efficient energy extraction technologies. The DEE encourages 

and is endlessly involved in research on renewable energy related technologies (RET) 

to promote the SGDs. However, the stochastic and intermittent nature of any 

renewable resource poses numerous problems in energy security or stability needs, 

and this issue can limit the development of RET. These problems, associated with the 

stochastic nature of RES, can be eliminated, or at least, partially mitigated, by 

developing more precise energy prediction methodologies which are crucial for energy 

policy decision-makers. 

The magnitude of power generated by a solar PV system is largely a function 

of the GSR and is volatile to weather conditions such as cloud motions, cloud 

temperature, humidity, and sunshine hours (Salcedo-Sanz et al., 2018). Therefore, the 

knowledge and clear understanding of solar radiation availability in one particular 

location is a very important parameter for effective utilization of solar energy 

resources in design and modeling of solar energy systems, water resources 

management and agriculture (Wang et al., 2017). Furthermore, the measured solar 

radiation data is not available for many of the potential sites (Khatib et al., 2012; Quej 

et al., 2017), due to the cost of the instruments (Ramedani et al., 2013), improper 
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sensor calibration and equipment failure (Díaz-Gómez et al., 2015). To surmount these 

issues, the opportunity to adopt Reanalysis, weather station and Satellite-derived 

predictors to estimate short-term as well as long-term GSR presents an alternative and 

viable avenue for future exploration of solar energy.  

GSR forecasting are focused on three algorithms; the first technique is based 

on statistical input and may include Autoregressive Moving Averaging (ARMA) 

(Bouzgou et al., 2017), Empirical Models and Support Vector Regression (SVR) 

(Sarikprueck et al., 2017). The second technique involves Artificial Intelligence (AI; 

i.e. Machine Learning (ML)  and the much improved and recent technique based on a 

Deep Learning (DL1) algorithm), which learns from past data to build a black-box 

model that describes the relations between the input (predictors) and output 

(target) (Dayal et al., 2017). These models may include the Particle Swarm 

Optimization (PSO), Genetic Algorithm (GA), Neuro-Fuzzy, Genetic Programming 

(GP), Artificial Neural Networks (ANN) and Extreme Learning Machine (ELM). 

Predicted output that use ML algorithms is a popular approach summarized by many 

authors (e.g., (Voyant et al., 2017)). The third utilizes a hybrid-based approach, which 

employs an integration of statistical and biologically enthused methods like PSO-

ANN, GA-SVR, GA-ANN, and PSO-SVR to attain accurate forecasts (Soufi et al., 

2017). Despite the popularity of ML and DL models for GSR prediction (Fentis et al., 

2017), in Australia the use of ML and DL has been limited. However, research into 

this area has been gaining more recent attention. Moreover, it has also been reported 

in the literature that Australia has been internationally criticised for producing very 

little of its energy from solar power, despite its vast resources, extensive sunshine and 

overall high potential (Byrnes et al., 2013; Mercer, 2014). 

Artificial Neural Network (ANN) has been widely used in GSR prediction 

(Marzo et al., 2017) involving different meteorological and geographical parameters 

as the predictors. Deo and Şahin (Deo et al., 2017) employed a single satellite input 

parameter obtained from the Earth Orbiting System - Moderate Resolution Imaging 

 
1 For the purpose of clarity, in this doctoral research thesis DL (Deep Learning) refers to an alternative 
form of the ML (machine learning) algorithm where a pre-defined set of multiple hidden layers 
including sequential, pooling and convolutional layers are incorporated for a more effective feature 
extraction relative to a traditional approach with a single hidden layer neuronal system (e.g., an ANN 
model).  
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Spectroradiometer (EOS-MODIS), the land-surface temperature (LST) to train an 

ANN model and compare the GSR prediction performance with Multiple Linear 

Regression (MLR) and ARIMA models. Results showed that an ANN model 

outperformed both the MLR and ARIMA model. In a similar way, a Discrete Wavelet 

Transform (DWT) was used to decompose input metrological time-series data and 

combined with SVM (W-SVM) to predict GSR for three metropolitan cities in 

Australia (Deo et al., 2016) . The study of Belaid et al. (Belaid et al., 2016) utilized 

SVR. Least-square SVR using atmospheric data were utilized by Zeng et al. (Zeng et 

al., 2013) to predict GSR. An ANN model with geographic parameters was constructed 

by Sözen et al. (Sözen et al., 2004)  to estimate the GSR in Turkey, and a further study 

by Alsina et al. (Alsina et al., 2016) investigated ANN for estimation of long-term (i.e. 

monthly daily) solar radiation. Additionally, the standalone ELM (Deo et al., 2019) 

and hybrid model in which evolutionary type algorithms integrated with ELM 

(Salcedo-Sanz et al., 2018) were formulated to predict GSR using Reanalysis data for 

two locations in Queensland, Australia; this hybrid model outperformed the other 

benchmarked ML models. 

Besides ANN, a plethora of studies has attempted to predict solar radiation 

utilising other Machine Learning approaches. Ramedani et al. (Ramedani et al., 2014) 

employed a support vector regression (SVR) technique to develop a model for 

prediction of GSR in Tehran. Similarly, Gala et al. (Gala et al., 2016)  proposed a 

hybrid ML method by SVR, employing Gradient Boosted Regression (GBR) and 

Random Forest Regression (RFR) to improve the initial radiation forecasts provided 

by the state-of-the-art European Centre for Medium range Weather Forecasting 

(ECMWF) model; it has been found that the ECMWF with SVR method enhanced the 

solar forecasting accuracy. In addition to this, several hybrid models like GA 

combined with a multi-model framework (Wu et al., 2014), combined Hidden Markov 

models and Generalized Fuzzy models (Bao et al., 2013; Bhardwaj et al., 2013), 

hybrid SVR-Wavelets (Mohammadi et al., 2015), combined Self-Organizing Maps 

(SOM), SVR and PSO (Dong et al., 2015), and a modified ANN called a Non-Linear 

Autoregressive Recurrent Exogenous Neural Network (NARX-NN) using recursive 

filtering (Hussain et al., 2016) have been used to predict the GSR. Mohandes 

(Mohandes, 2012) recently developed a hybrid PSO-ANN  to model longer-term 

monthly mean daily GSR values in Saudi Arabia using input parameters such as month 
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number, sunshine duration, latitude, longitude, and altitude. The developed hybrid 

PSO–ANN model showed better performance compared to a Back-Propagation 

trained Neural Network (BP-NN). 

Furthermore, Deep Neural Network, Deep Belief Network, Convolutional 

Neural Network (CNN) and Long Short Term Memory (LSTM) network which belong 

to the family of Deep Learning have shown excellent performance in a variety of 

applications such as computer vision, text analysis, and many others (Schmidhuber, 

2015). These Deep Learning algorithms have shown remarkable results in numerous 

time series learning tasks such as artificial handwriting generation, language 

forecasting, speech recognition (LeCun et al., 2015; Sutskever et al., 2014), and for 

wind energy prediction (Chen et al., 2018; Cheng et al., 2017; Gers et al., 2000; Liu 

et al., 2018; Xiaoyun et al., 2016). Deep Learning models, e.g., LSTM, have shown a 

superior ability to learn long-term dependencies by maintaining a memory cell to 

determine which unimportant features should be forgotten and which important 

features should be remembered during the learning process. Therefore, by using the 

LSTM for modeling the GSR, not only can the dependence between consecutive days 

be captured, but the long-term (e.g., seasonal) behaviour can also be learned. 

For GSR forecasting using the Artificial Intelligence based predictive models, 

historical data that can be related with the target variables (GSR) plays a key role, also 

the data may not be available in all spatial regions and more importantly, in remote 

sites where meteorological stations are absent. Fortuitously, Reanalysis and remotely 

sensed data has been identified as a practical predictor for solar forecasting problems 

(Şenkal, 2015). In this view, the coupling of AI based models with Reanalysis and 

Satellite products is an improvement over station-based data as the acquisition of 

satellite imagery is feasible as long as a footprint is identified. Predictor variables 

obtained from satellite datasets are beneficial for the study of remote regions where 

meteorological stations are not built or are inaccessible. Satellite data is in abundance 

over large spatial and temporal resolutions (Qin et al., 2011). 

1.2  Statement of the Problem 

Australia receives an average of 58 million Petajoule (PJ) of solar radiation per 

year, approximately 9,400 times larger than its total energy consumption of 6146 PJ 

(Australian Energy Update, 2018) in 2016-2017. Theoretically, then, if only 0.1 per 
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cent of the incoming radiation could be converted into usable energy at an efficiency 

of 10 per cent, all of Australia’s energy needs could be supplied by solar energy (Kent 

et al., 2006).  Moreover, the highest footprints of incident solar fluxes in Australia 

exist in desert regions, particularly in the northwest and centre of the continent. 

Despite a significant push for solar energy utilisation in outlying regions, isolation 

from Australia's National Electricity Market (NEM) grid is a major challenge. 

Additionally, in Australia, electricity networks are State controlled due to which the 

power plants are centrally located, therefore there are massive transmission and 

distribution expenses and losses (Zahedi, 2016). Natural disasters can sometimes 

cause considerable damage to the electricity transmission system. Recent bushfires in 

Western Australia destroyed up to 50 km of power lines in the South West (Tayal et 

al., 2017). This raises the question whether alternative energies such as solar powered 

systems can be explored and sustainably harnessed for such isolated regions, to 

provide equitable access to free and affordable energy for all human populations 

irrespective of their geographic locations. 

Considering these facts, there is great scope for harnessing solar energy, with 

solar energy generation being the foremost choice of energy in Australia. Almost half 

of the population have nominated solar power as its preferred energy source (The 

Climate Institute, 2017). In this context, the aim of this thesis-related research is to use 

the Artificial Intelligence based predictive models to provide a better performance for 

GSR prediction, because the production of the energy depends on the availability of 

the solar radiation, which is variable, intermittent and is not a deterministic variable 

due to variability of meteorological conditions. Although an accurate model is 

essential for GSR prediction, very few studies have been completed in Australia. A 

review of the previous studies also showed that Artificial Intelligence based predictive 

models ANN, SVR, ELM, GP, Gaussian Process of ML, DNN, DBN, CNN and LSTM 

are powerful prediction tools. However, in Australia these methods have not been 

explored for solar radiation prediction with Reanalysis and Satellite data as input. 

Additionally, with a running renewable energy target scheme in Australia, solar and 

wind power generating systems are being installed rapidly (Byrnes et al., 2013). 

Therefore, the improvement of a particular Artificial Intelligence based predictive 

model that can predict the GSR with a high level of accuracy will virtually assist solar 

engineers, architects, agriculturists, hydrologists, and government agencies to boost 
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the adaptation of photovoltaic electricity as a more prominent and predominant energy 

source into the domestic grid system. 

Robust predictive models with better accuracies could serve as suitable 

alternatives for GSR prediction. In order to achieve a high prediction accuracy an 

optimal selection of input variables is vital. There are some features in the datasets, 

many of them might not be relevant to the leaning task. Some might even be noisy and 

their presence can increase the computational complexity and hinder the 

generalization capability of a prescribed model (Qi et al., 2017). 

Besides the input selection, in order to estimate GSR in a region with limited 

predictor dataset (inputs), a solar engineer may also be interested in checking the 

importance of a given predictor that effectively contributes to the GSR prediction 

process. This information can be useful for decision making in power plant design, 

especially in regard to selecting the most appropriate predictors and enhancing their 

understanding of the correct set of measurements to obtain when those data inputs are 

used to predict the surface level GSR. This study employs global sensitivity analysis 

using Gaussian Emulation Machine (GEM-SA) for Sensitivity Analysis software  

(Kennedy, 2005; Kennedy et al., 2017; O’Hagan, 2006). 

Other than implementing an input selection algorithm and sensitivity analysis, 

GSR (target) and the interrelated meteorological inputs exhibit seasonal 

characteristics, including long- and short-term fluctuations that are characterized by 

patterns, drifts and localized or unexpected changes in the variable. Although Artificial 

Intelligence based predictive models are somewhat capable of exploring non-

linearities present in a model input, the accuracy of such a model is likely to be lower 

because of abrupt perturbations due to behaviours. To address the underlying 

challenges due to the presence of non-stationarities in a model’s input variables, 

Discrete Wavelet Transform (DWT), a multi-resolution technique with a capability to 

decompose convoluted time-series signals into approximation (i.e., high frequencies) 

and detailed components (i.e., low frequencies), has been advocated (Zhu et al., 2017) 

(Deo et al., 2016). However, DWT can have two major disadvantages, i) the issue of 

decimation effect whereby half the wavelet coefficients are only used in subsequent 

transformation causing loss of information (Zhu et al., 2014) and their dependence on 

the point of the commencement of wavelet transformation on input data (Rathinasamy 

et al., 2013). Instead, a more refined and non-decimated version, known as the 
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Maximum Overlap Discrete Wavelet Transformation (moDWT) algorithm, can 

overcome these challenges (Renaud et al., 2002). Considering the advantages of 

moDWT over conventional decomposition methods (e.g., DWT), moDWT integrated 

with an SVR algorithm for prediction of GSR, has been trialed in this study. 

Furthermore, considering the gaps in knowledge advocating a need for 

versatile tools applied in energy security devices, and also to assist in integrating solar 

energy variability behaviour into a real-time system, the novelty of this thesis in 

research is to design a new Deep Learning predictive framework based on two-layer 

integration of CNN and LSTM for short-term GSR predictions, and also to emulate 

the model at multi-step forecast horizons. The CNN algorithm is incorporated to 

extract intrinsic features of the GSR series, while in the second phase, LSTM is 

connected to CNN to utilize all relevant features for the purpose of prediction. 

Overall, this doctoral thesis addresses issues of appropriate model input 

selection, sensitivity analysis of the model’s inputs, non-linearity and non-stationarity 

behaviours of the model’s input data in predicting the GSR within Australia’s Solar 

cities. In addition, a novel two-phase hybrid CLSTM model is also explored for half-

hourly GSR prediction to provide a near real-time simulation platform for solar energy.  

 

1.3 Objectives 

The key aim of this doctoral research thesis was to develop a set of high-precision 

Artificial Intelligence based predictive GSR models for long-term and short-term GSR 

predictions using freely available Reanalysis and Satellite data. 

To achieve the key aims, the five objectives of the doctoral research thesis are outlined 

as follows. 

 To develop ML models (ANN, SVR, GPML, GP) using Nearest Component 

Analysis (fsrnca) optimizer algorithms for predicting GSR at daily prediction 

horizon. The preciseness of the ML models was validated in respect to 

deterministic and statistical models. The article has been published in Journal 

of Cleaner Production (Vol. 216, Pages 288-310). 

 To utilize the hybridized ML model based on an ELM (Self Adaptive 

Differential Evolutionary; SaDE-ELM) algorithm to predict monthly averaged 
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daily GSR using Reanalysis and Satellite data. The input selection was done 

using Ant Colony Optimization (ACO), the performance of the hybrid ELM 

model was compared against standalone ELM, hybrid ANN and hybrid SVR 

model. The article has been published in Remote Sensing of Environment 

(Vol. 212, Pages 176-198). 

 To develop three-phase, ML model that utilises the SVR algorithm using the 

non-decimated wavelet transform (moDWT; W) and PSO optimizer 

algorithms for predicting monthly averaged daily GSR using Satellite data. 

Furthermore, a Gaussian Emulation Machine of Sensitivity Analysis (GEM-

SA) was incorporated on screened Satellite variables to ascertain their relative 

role in predicting GSR. The preciseness of the three-phase models were 

validated in respect to their standalone counterparts and other popular ML 

models (standalone SVR, ANN, ELM, Gaussian Processes (GPML), 

Heteroscedatic Gaussian Processes (VHGPR), Adaptive Neuro-Fuzzy 

Inference System (ANFIS), Random Forest (RF), Kernel Ridge Regression 

(KRR), Group Method of Data Handling (GMDH) and Minimax Probability 

Machine Regression (MPMR)). The manuscript is in press for Renewable & 

Sustainable Energy Reviews. 

 To devise a Deep Belief Network (DBN) and Deep Neural Network (DNN) 

model, as a DL model with significant input interpretation capability in 

comparison to the conventional models (ANN, RF, Extreme Gradient Boosting 

Regression (XGBoost), Gradient Boosting Machine (GBM) and Decision Tree 

(DT)) to predict long-term GSR (monthly averaged daily). Fifteen diverse input 

selection approaches including a GEM-SA are used to select optimal MODIS-

predictor variables. The article has been published in energies, 

https://doi.org/10.3390/en12122407. 

 To design a new DL predictive model based on an integration of the 

Convolutional Neural Network (CNN) and Long Short-Term Memory 

Network (LSTM) algorithms tailored for short-term GSR predictions (half-

hourly). This study also aims to emulate the CNN+LSTM (CLSTM) model at 

multi-step prediction horizons (1-Day, 1-Week, 2-Week and 1-Month). The 

manuscript is under review for Applied Energy. 
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1.4 Thesis Layout 

The thesis, presented as a collection of research publications in Scopus Quartile 1 

journals, is organized into eight Chapters as follows: 

Chapter 1  This Chapter presents the introductory background and the statement 

of problem pertaining to the research and presents the objectives of this 

study. 

Chapter 2  This Chapter describes the study area, datasets and general 

methodology used in this doctoral study and also sets the scene for the 

following Chapters. This Chapter provides general viewpoints on the 

research while the specific study area, data and methods are presented 

in the respective following Chapters. 

Chapter 3 This Chapter is presented as a published journal article in the journal, 

Journal of Cleaner Production. It is devoted to the establishment of 

ANN model for GSR prediction where the input selection uses the 

fsrnca approach. It outlines the issues with traditional approaches, 

model development and outcomes with respect to comparative ML 

model (SVR, GPML and GP) as well as deterministic models. Chapter 

3 addresses the first research objective of this study. 

Chapter 4  This Chapter is presented as a published manuscript in the journal, 

Remote Sensing of Environment. This Chapter describes the application 

of advanced optimization algorithm (SaDE-ELM) for GSR prediction 

using the Satellite and Reanalysis data. Chapter 4 is in response to the 

second research objective of this study. It outlines the model 

development and the outcomes benchmarked against standalone ELM 

and comparative PSO-ANN, PSO-SVR, GA-SVR and GP models. 

Chapter 5  This Chapter is presented as a published manuscript in the journal, 

Renewable & Sustainable Energy Reviews. It describes the application 

of non-decimated wavelet transform (moDWT; W) based SVR 

modeling approach for GSR prediction using Satellite data, where the 

Satellite predictors are selected through PSO algorithm. Chapter 5 

captures the third research objective of this study. It outlines the model 
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development and performances of the PSO-W-SVR with respect to 

standalone ML, Ensemble (Gradient Boosting Machine (GBM), 

Extreme Gradient Boosting Regression (XGBoost) and Decision Tree 

(DT)) and statistical models. 

Chapter 6  This Chapter is presented as a published manuscript in Energies. It 

presents the development of a Deep Learning prediction technique for 

GSR prediction. It outlines the model development and performances 

of the DBN and DNN model with respect to Single Hidden Layer (i.e., 

Artificial Neural Network) and Ensemble models (Random Forest 

Regression, GBM, XGBoost and DT). Chapter 6 addresses the fourth 

research objective of this study. 

Chapter 7  This Chapter is presented as a published manuscript in Applied Energy 

(Under second stage review). It presents the development of a two-

phase hybrid CLSTM model for GSR prediction (half-hourly). It 

outlines the model development and performances of the CLSTM 

model with respect to Two-phase CLSTM hybrid model, benchmarked 

with competing approaches (i.e., CNN, LSTM, DNN, Recurrent Neural 

Network (RNN), Gated Recurrent unit Neural Network (GRU)), Single 

Hidden Layer Neural Network using Multilayer Perceptron’s (MLP) 

and DT). Chapter 7 addresses the fifth research objective of this 

doctoral study.  

Chapter 8  This Chapter presents the synthesis of the study with concluding 

remarks, limitations, and recommendations for future works. 
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Chapter 2 Data and Methodology 

This Chapter provides an overview of the location of the study sites used in developing 

the Artificial Intelligence (AI) and Deep Learning (DL) based GSR predictive model. 

Note that the DL models refer are a special category of the AI models with a more 

sophisticated learning algorithm developed in this study. Different study sites within 

Australia were selected to achieve each objective, which is described in detail in each 

of the Chapters. The description of data used, length of data and limitations if any, are 

also presented. Although the methodology and model development are well described 

in each Chapter, the brief account of methodology is also discussed in this Chapter. 

The description of the study area is given next. This is followed by the data used and 

the general procedure used in this doctoral research thesis for development of Artificial 

Intelligence based GSR predictive models. 

2.1 Study Area 

In order to design the predictive model for the GSR prediction, Australia’s solar 

cities(Beatley, 2007; Kuwahata et al., 2011): Alice Springs (Northern Territory), 

Coburg (Victoria), Perth (Western Australia), Adelaide (South Australia), Blacktown 

(New South Wales), Central Victoria (Victoria) and Townsville (Queensland) were 

selected. In addition to these solar cities, precise GSR model for few highly populated 

cities like Brisbane, Sunshine Coast, Ipswich, Gold Coast and Toowoomba from south 

east Queensland (SEQ) were also developed. These regions, which are naturally solar-

rich due to their distinct geographic location, present a unique case for testing the 

Artificial Intelligence (AI) based predictive models. For example, Alice Springs, with 

a population of 28,000, has a desert climate (BWh) as per the Köppen climate 

classification (Belda et al., 2014; Lohmann et al., 1993) occupying about 9% of the 

territory population where the climate is reflective of semi-arid conditions that have 

relatively hot summer temperatures. A mean daily maximum temperature above 30 °C 

occurs for six months of every year  with almost 300 days of sunshine per year and 

during a typical sunshine day receiving approximately 1 kW of solar energy from the 

Sun (Havas et al., 2015; Linacre et al., 1997) .On the other hand, Coburg has a 

temperate oceanic climate (Cfb) with the maximum temperature ranging from 32 °C 
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in summer to 15 °C in winter. All these study sites show disparate geophysical features 

in terms of primary climate classes and differing elevations. Further, SEQ region have 

sub-tropical climate influenced by tropical systems from the north and fluctuations in 

the high-pressure ridge to the south. SEQ is one of Australia’s largest and fastest 

growing urban regions, with the population concentrated along the coast (Dedekorkut 

et al., 2010; Helfer et al., 2012; Mantyka‐Pringle et al., 2014). Recent data from Clean 

Energy Council (Council, 2018) shows that until January 2019 the total installed 

capacity of roof top solar photovoltaics (PV) in SEQ was 1451 MW (Council, 2018), 

more than 450,000 household have solar PV installed (SunWiz, 2019). In this region 

an accurate model is required for the GSR prediction so that the installed technology 

can be operated at maximum efficiency. In a concise way, Figure 2.1 shows the map 

of each location for development of Artificial Intelligence based GSR predictive 

models in achieving each objective. 

2.2 Data Description 

A variety of data sources were utilized in developing high precision Artificial 

Intelligence based predictive GSR models. To summarize, Table 2.1 provides the 

details of the data used with respective sources and other relevant details in achieving 

each objective. 
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Figure 2.1 Geographic location of Australia’s solar cites and south east 

Queensland, illustrating the selected study sites for Objectives 1 to 5, 

respectively. 

Table 2.1  Details of all data used in this study. 

Objective Location Data Source Data 

Period 

Prediction 

Horizon 

1 

(Chapter 3) 

Brisbane, 

Ipswich, Gold 

Coast, 

Toowoomba, 

and Sunshine 

Coast 

Predictors: Atmospheric 

parameters from European 

Centre for Medium range 

Weather Forecasting 

(ECMWF) (Dee et al., 2011) 

and Meteorological 

variables from Scientific 

Information for Land 

Owners (SILO).  

Target: Daily GSR data from 

SILO 

01 

January 

1979 to 

01 

December 

2016 

Short Term 

(daily) 

2 

(Chapter 4) 

Brisbane and 

Townsville 

Predictors: Atmospheric 

parameters from ECMWF 

and Remotely sensed 

atmospheric parameters 

from Moderate Resolution 

Imaging Spectroradiometer 

(MODIS)(Zhou et al., 

2019). 

Target: Daily GSR data from 

SILO 

01 March  

2001 to 

01 August 

2017 

Long term 

(monthly 

mean daily) 
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3 

(Chapter 5) 

Alice Springs, 

Coburg, and 

Perth 

Predictors: Remotely sensed 

atmospheric parameters 

from MODIS. 

                                           

Target: Daily GSR data from 

SILO 

01 March 

2000 to 

01 August 

2017 

Long term 

(monthly 

mean daily) 

4 

(Chapter 6) 

Central 

Victoria, Black 

town, Adelaide, 

and Townsville 

Predictors: Remotely sensed 

atmospheric parameters 

from MODIS. 

                                         

Target: Daily GSR data from 

SILO 

01 March 

2000 to 

01 August 

2018 

Long term 

(monthly 

mean daily) 

5 

(Chapter 7) 

Alice Springs Predictors: Antecedent half 

hourly GSR data from 

Bureau of Meteorology 

(BOM). 

                                    

Target: Half-hourly GSR 

data from BOM. 

01 

January 

2006 to 

27 August 

2018 

Short Term 

(half-hourly) 

 

2.2.1 Meteorological data - Scientific Information for Land Owners 

and Bureau of Meteorology (BOM). 

All target variable data (GSR) for Chapter 1, Chapter 2, Chapter 3 and Chapter 

4 were acquired from Scientific Information for Land Owners (SILO) database: 

https://www.longpaddock.qld.gov.au/silo/ppd/index.php. SILO is a database 

system designed to provide users of biological and hydrological models ‘ready-to-use’ 
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climate data. In SILO-database missing values had been interpolated with robust 

statistical tools applied in the quality control stages implemented by the Australian 

Bureau of Meteorology (BOM) (Beesley et al., 2009; Zajaczkowski, 2009). This has 

empowered SILO-based Meteorological data to be employed in previous solar energy-

related studies (Deo et al., 2016; Salcedo-Sanz et al., 2018). Furthermore, in this 

doctoral research thesis, following recommendation of Simmons et al. (Simmons et 

al., 2010) the meteorological data (Maximum Temperature, Minimum Temperature, 

Relative Humidity, Rainfall, Evaporation and Vapour Pressure) from SILO-database 

are integrated with Reanalysis data as predicants for developing Artificial Intelligence 

based GSR predictive models (Chapter 3 and Chapter 4). A complete list of input 

parameters used is provided in Chapter 3 (Table 2) and Chapter 4 (Table 2). These 

SILO-based meteorological data were produced by the Queensland Climate Change 

Centre of Excellence (QCCCE) within the Queensland Department of Environment 

and Resource Management and is available commercially as patched point records and 

as a synthetic dataset generated over a set of evenly spaced grid locations, referred to 

as the ‘drilled data’.  

To achieve objective 5, one minute GSR data for Alice Springs were acquired from 

the Australian Bureau of Meteorology (http://reg.bom.gov.au/ 

climate/reg/oneminsolar/ index.shtml). GSR is estimated from three sources 

(Zajaczkowski et al., 2013): 

 Radiometer data: direct solar radiation measurements, quality controlled data 

available 1999-current. 

 Sunshine duration measurements in hours from sunshine recorders. 

 Cloud cover observations in oktas: okt9 and okt15 (in 0–8 scale) 

corresponding to observations at 0900 and 1500. A smaller subset of stations 

records cloud-cover also at other times of day. 

This doctoral research thesis utilizes time series of GSR (over preceding 1 minute 

intervals) from 01-January-2006 to 27-August-2018 for Australian Bureau of 

Meteorology, Station ID: 015590 (Alice Springs Airport; Lat.-23.79 oS, Long. 133.89 

oE). Notably, GSR measurements have been performed simultaneously, 24 hours a 

day, at equidistant time intervals of 1 minute. Only the data from 07:00 AM to 06:00 

PM over a 30-minute interval are used for designing CLSTM hybrid predictive model 
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as these times represent a period of meaningful daylight hours. The Australian Bureau 

of Meteorology uses matched sensors for diffuse and global pyranometry, and 

instruments are chosen such that there is a 95% confidence that there will be < 1% 

change in sensitivity over 12 months due to sensor degradation. However, 

pyranometer sensitivity may change with time and exposure to radiation, mainly due 

to the deterioration of the sensor (BOM, 2019).  

2.2.2 Atmospheric parameters - Interim ERA European Centre for 

Medium Range Weather Forecasting (ECMWF) Reanalysis 

To achieve objective 2 and 3, a total of 87 possible predictor inputs were 

acquired from ERA- Interim (Reanalysis). A complete list of input parameters used is 

provided in Chapter 3 (Table 2) and Chapter 4 (Table 2). The ERA-Interim Reanalysis 

data is released by European Centre for Medium-Range Weather Forecasts (ECMWF) 

(Dee et al., 2011) . ERA-Interim is the most comprehensive set of assimilation satellite 

observation data in Reanalysis data (You et al., 2019). ERA-Interim is generated using 

the ECMWF Integrated Forecasting System (IFS) Cy31r2 model and four-dimensional 

variational data assimilation (4D-Var). ERA-Interim replaces the 1990's and 2000's 

ERA-40 Reanalysis data and provides improved atmospheric model and assimilation 

system with high resolution 1.5° × 1.5° latitude–longitude grids with 37 pressure levels 

(http://data.ecmwf.int/data) (Akhil Raj et al., 2015). It includes an “interim” 

Reanalysis of the period 1979 to the present time and updates in near real time (Cheng 

et al., 2014); four times per day at 00, 06, 12, and 18 UTC (Reis et al., 2015). In 

addition to the effects of instrument and calibration errors, biases in in radiance data 

assimilation are affected by systematic errors in the radiative transfer models 

(RTTOV-7) that are embedded in the assimilation system. In order to cope with is bias 

error, in ERA-Interim, the estimation of bias parameters for satellite radiance data is 

handled automatically by a variational bias correction system. An important practical 

advantage of this approach is that it removes the need for manual tuning procedures, 

which are prone to error (Dee et al., 2009).  

Moreover, the introduction of new “Wavelet” like weighting functions (Jb) 

(Fisher, 2003) to cope with background error covariance and the utilization of rain-

affected radiances rather than derived rain rates for rainfall assimilation are further 
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enhancements in Reanalysis data. Nevertheless, uncertainties and biases in these 

Reanalysis data are very difficult to quantify; it is therefore recommended  to consider 

reanalysis data in tandem with the more traditional, observation‐only climate datasets 

(Simmons et al., 2010). Thus, in this doctoral research thesis Reanalysis data are 

integrated with ground-based weather station data from SILO to develop the Artificial 

Intelligence based GSR predictive models (Chapter 3 and Chapter 4). 

2.2.3  Atmospheric Parameters - The Moderate Resolution Imaging 
Spectroradiometer (MODIS) 

The use of satellite-based data overcomes the limitations of site measurements 

and provides an alternative for obtaining the spatial distribution of solar radiation 

(Ibrahim et al., 2017; Quesada-Ruiz et al., 2015). Hence, for this reason in this doctoral 

research thesis for objective 2, 3 and 4 the satellite based atmospheric parameter 

(MODIS) are used to develop Artificial Intelligence based predictive GSR model. 

MODIS is an instrument aboard the Terra (EOS AM) and Aqua (EOS PM) satellites. 

Terra's orbit around the Earth is timed so that it passes from north to south across the 

equator in the morning, while Aqua passes south to north over the equator in the 

afternoon. Terra and Aqua cover the globe every 1-2 days, providing data in moderate 

spatial resolution (250 m at nadir) with wide swath (2330 km) and large spectral range 

(36 channels between 0.412 and 14.2 μm)(López et al., 2014). Forty-four data 

products are retrieved from the MODIS observations. Among these products, the 

MOD08-M3 contains approximately 800 sub-datasets describing features of the 

atmosphere, such as the cloud fraction, cloud optical thickness, precipitable water 

vapor amount, and aerosol optical thickness (Kim et al., 2010). These remotely sensed 

atmospheric products can be considered as an alternative predictor for Artificial 

Intelligence based GSR predictive model, particularly for the remote locations with no 

ground-based measurement infrastructure.  

Additionally, for long-term forecast horizons (e.g.,, monthly), satellite data 

remains in abundance for a diverse range of spatial and temporal resolutions, and 

recently, have been adopted in global solar radiation prediction problems (Deo et al., 

2017; Deo et al., 2019). Although recent studies have considered solar radiation 

models trained with MODIS datasets, these were limited to cloud free predictor 

variables and land surface temperature (LST). Considering this, MODIS-M3 product 
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has not been conducted and models have not been developed and investigated in 

Australia. Therefore, exploring new models using the MODIS-M3 product is of vital 

importance and significance. 

To design an Artificial Intelligence based GSR predictive model over long-

term horizons, monthly predictor data (MODIS-M3) have been extracted from 

Goddard Online Interactive Visualization and Analysis Infrastructure (Giovanni) 

repository (https://giovanni.gsfc.nasa.gov/giovanni). This Giovanni repository is 

maintained by National Aeronautics and Space Administration (NASA).  

Table 1 (Chapter 4), Table 2 (Chapter 5) and Table 1 (Chapter 6) list the 

predictors acquired from Giovanni. 

2.3 General Methodology 

Prior to the model development, data quality checking phase is necessary. Due 

to equipment faults or site closure in a period, there have been some missing data, 

filled with mean value of previous years as a common practice. For instance, in 

Australian Bureau of Meteorology database, 20% of GSR data for March (2018) were 

missing and filled with mean values from March months of 2006 – 2017. Furthermore, 

the meteorological data and the interrelated atmospheric parameters, as well as the 

climatic indices, naturally display stochastic behaviour. In addition, the inputs are in 

the different set of units or are dimensionless. As a result, the appropriate scaling is 

required to avoid the dominance of inputs with large numeric ranges that in turn may 

undermine the effects of lower range values. Normalization also brings the data to a 

common scale and avoid extra iteration during model learning process. Therefore, all 

predictor inputs and the target were normalized to the range of zero and one using the 

below equation Eq. (1) and then returned to the original values after the simulation by 

application of Eq. (2). 

min

max min

actual
n

X X
X

X X





        (1)

  

 max min minactual nX X X X X          (2) 
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where X, Xmin and Xmax represent the input data value and its overall minimum and 

maximum values, respectively.  

 In this doctoral research thesis, various Artificial Intelligence based predictive 

models are considered for an evaluation of their preciseness in emulating GSR since a 

robust modeling approach is necessary. The models range from the well-known 

neuronal Machine Learning (ML) ANN, ELM, SVR (Chapter 3 to 5) model to the 

more efficient and advanced Deep Learning (DL) DBN, DNN, CNN and LSTM 

(Chapter 6 to 7). 

ANN can be identified as a simplified mathematical model based on the 

neurological structure of human brain. The ability of ANN in determining complex 

relationships among variables makes this technique one of the most powerful tools in 

data modeling field (Akbari et al., 2014). The basic unit in an ANN is the neuron 

(node). Neurons are connected to each other by links known as synapses, associated 

with each synapse there is a weight factor (Antonopoulos et al., 2019). The ELM 

model is also neuronal algorithm like ANN but the ELM utilizes a Single Layer Feed 

forward Neural Network (SLFN) to learn the pertinent predictive features from the 

historical data. ELM is comparatively faster and computationally convenient in 

relation to the ANN and SVR (Akbari et al., 2014; Blanchard et al., 2018; Lunsford et 

al., 2019; Song et al., 2017; Spolaore et al., 2017). Similar to ANNs, SVR use an 

implicit feature space mapping from the dimension of the data to a possibly infinite 

feature space, providing a non-linear representation of the modeled data; this is done 

through the ‘kernel trick’(Akbari et al., 2014; Dhiman et al., 2019). The SVR model 

has been accepted as a universal tool for solving multidimensional function estimation 

problems. 

Further, Deep Learning model like DNN, DBN and CNN uses neural networks 

structures to represent the data. The concept of DNN is closely associated with ANN 

with many hidden layers and nodes in each layer (Liu et al., 2017) and is able to learn 

a set of features that will be later used in order to approximate the objective function. 

Similarly, CNN is variant of DNN consisting of one or more convolution, pooling and 

fully connected layers (Wang et al., 2019). Each convolutional layer consists of 

several convolutional units, and parameters of every unit are optimized by a back-

propagation algorithm. The purpose of a convolutional manipulation in CNN is to 
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extract unique features of the input layer. The DBN is a probabilistic, generative model 

that can learn to probabilistically reconstruct its inputs and is composed of multiple 

simple learning modules. The main aim of DBN is the weight initialization of a deep 

neural network to produce optimum model in comparison to the model by random 

weights (Ghasemi et al., 2018). 

As a distinctive class of Recurrent Neural Network, LSTMs utilize special 

units named memory blocks to take the place of the traditional neurons in the hidden 

layers (Hochreiter et al., 1997; Sainath et al., 2015). Moreover, there exist three gates 

units called input gates, output gates and forget gates in memory blocks and hence 

LSTMs have the ability to update and control the information flow in the block through 

these gates (Chen et al., 2018). 

In Chapter 7 of this doctoral research thesis, the CLSTM model is proposed, 

in this CLSTM model, the CNN algorithm is incorporated to extract intrinsic features 

of the GSR time series, while in the second phase, LSTM is connected to CNN to 

utilize all relevant features for the purpose of prediction. 

In order to handle the non-stationarity features within the inputs, data pre-

processing via proper multi-resolution analysis tool is necessary. Hence, hybridized 

models with advanced non-decimated wavelet Multi-Resolution Utility (moDWT, W) 

is adopted (Chapter 5). In addition, new approaches are developed and explored 

including an ACO_SaDE-ELM, three phase SVR model (PSO_W_SVR) and CLSTM 

(CNN_LSTM) model. 

Appropriate input selection is imperative not only for input dimension 

reduction but also to improve the model performances. The optimization by means of 

input selection approaches also has its own advantages and disadvantages and 

therefore many algorithms were explored including the Neighborhood Component 

Analysis (NCA) based input selection algorithm for regression (fsrnca), ACO, PSO, 

GA and RF algorithm. Other than incorporating the input selection strategy, sensitivity 

analysis was also done to examine the statistical relationships between GSR and its 

selected input variables using GEM-SA.  
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Table 2.2 summarizes the details of the methodology and tools used for the 

development of Artificial Intelligence based GSR predictive models. The specific 

models developed in this study include: 

1. Four ML models ANN, SVR, GPML and GP for daily GSR prediction. 

“fsrnca” was utilized for input optimization (Chapter 3). 

2. Hybrid ML model; SaDE-ELM hybrid model is designed by 

integrating evolutionary algorithm with SaDE for optimization of 

neuronal hidden-layer weight. ACO algorithm is then incorporated in 

the SaDE-ELM to screen the appropriate predictors in accordance with 

their functional relationship with GSR (Chapter 4). 

3. Three phase ML model PSO-W-SVR, for monthly averaged daily GSR 

prediction was developed. PSO was utilized for input optimization with 

moDWT (W) for addressing non-stationarity. Further GEM-SA was 

utilized for the sensitivity analysis of selected predictors (Chapter 5). 

4. DL models (DBN and DNN) for monthly averaged daily GSR 

prediction. A total of 5 filter- and 10 wrapper-based input selection 

algorithms are employed. Further GEM-SA was utilized for the 

sensitivity analysis of selected predictors (Chapter 6). 

5. New two-phase DL model (CLSTM) for half-hourly GSR prediction. 

The Autocorrelation Function (ACF) and Mutual Information Test 

were utilized for determination of significant lags (Chapter 7). 
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Figure 2.2 Brief overview of Artificial Intelligence (AI) based predictive GSR 

models used in this doctoral research thesis. 

 

 

Table 2.2 Summary of the methodology and tools used for the development of 

Artificial Intelligence based GSR predictive models. 

Objective Main 

Model 

Benchmark 

Model 

Data Pre-processing Programm

ing Tools 

used 

1 

(Chapter 3) 

ANN SVR, 

GPML, GP, 

ARIMA, 

TM, TSFS 

Normalization, cross-

correlation, and Feature 

selection using 'fsrnca' 

algorithm 

MATLAB, 

Minitab 
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2 

(Chapter 4) 

SaDE-

ELM 

ELM, OS-

ELM, 

OSVARY-

ELM, PSO-

ANN, GA-

ANN, PSO-

SVR, GA-

SVR, GS-

SVR 

Normalization and 

Feature selection using 

ACO algorithm 

MATLAB, 

Minitab 

3 

(Chapter 5) 

SVR ANN, ELM, 

VHGPR, 

LS-SVR, 

ANFIS, RF, 

GMDH, 

MPMR, 

GPML 

Normalization, 

decomposition of input 

using moDWT process, 

Feature selection using 

PSO algorithm and 

sensitivity analysis of 

predictors 

MATLAB, 

R-software 

4 

(Chapter 6) 

DBN, 

DNN 

ANN, RF, 

XGBoost, 

GBM, DT 

Normalization and 

Feature selection using 16 

different Input Selection 

(IS) algorithms and 

sensitivity analysis of 

predictors 

Python, 

MATLAB, 

R-software 

5 

(Chapter 7) 

CLSTM RNN, GRU, 

DNN, MLP, 

DT 

Normalization, 

Autocorrelation and 

Mutual Information Test. 

Python, 

MATLAB, 

R-software 
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2.3.1 Model Evaluation 

To evaluate the performance of Artificial Intelligence based predictive GSR 

models, several statistical metrics were employed. They were based on Root Mean 

Square Error (RMSE), Mean Absolute Error (MAE), Correlation Coefficient (r) 

Willmott’ s Index (WI), Nash–Sutcliffe Coefficient (ENS) and the Legates and McCabe 

Index (E1). Furthermore, relative (%) error values based on the RMSE and MAE are 

also used for model comparison at geographically distinct sites. Additionally, in 

Chapter 5, 6 and 7 the Kling-Gupta Efficiency (KGE) (Gupta et al., 2009) and 

Absolute Percentage Bias (APB) metrics was also computed over the tested data. 

Besides these statistical metrics, the Artificial Intelligence based predictive GSR 

models are also analyzed with diagnostic plots including box plots, scatter diagram, 

histogram, time series plot, spider plot, Lowry Plot and Taylor plots. 

2.3.2  Software Package and Tools 

In this doctoral research thesis, the Artificial Intelligence based GSR predictive 

models (i.e., Machine Learning & Deep Learning) are developed under Intel core i7 

@ 3.3 GHz and 16 GB memory computer. For the model construction, MATLAB 

(MathWorks, 1996) (Chapter 1, 2 and 3) and Python Software (Sanner, 1999) (Chapter 

4 and 5). Freely available libraries based on Deep Learning (DL) abilities (i.e., Keras 

(Ketkar, 2017), Tensor Flow (Abadi et al., 2016)  & Sklearn (Pedregosa et al., 2011)), 

have been used. Other programming tools such as Minitab (Ryan, 1994) (Chapter 1,2 

and 3) is used for statistical analysis of modelling data and R-Software (Benoit et al., 

2018) is used for Lowry Plot. 
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Chapter 3 Global solar radiation prediction by 
ANN integrated with European Centre 
for medium range weather forecast 
fields in solar rich cities of Queensland 
Australia 

Foreword 

This Chapter is an exact copy of the published article in Journal of Cleaner Production 

216 (2019) 288-310. Scopus Impact Factor 6.680. 

This article demonstrates the applicability of ANN (ML) model for the daily GSR 

prediction. Four different Machine Learning models 1) Artificial Neural Network 

(ANN), 2) Genetic Programming (GP), 3) GPML (Gaussian Process of Machine 

Learning (GPML) and 4) Support Vector Regression (SVR) and 7 deterministic 

(Temperature Model (TM) Time Series with Fourier Series (TSFS) and ARIMA) 

models; totally 11 different models evaluated, providing an extensive validation of 

ANN for daily GSR prediction. The eighty five inputs from Reanalysis and SILO are 

screened using a two phase Input Selection (IS) method. Firstly, the cross correlation 

between input and target followed by the Neighbourhood Component Analysis (NCA) 

based input selection algorithm for regression purposes (fsrnca) is applied to 

determine the relative feature weights. 

Additionally, the ANN model for daily GSR prediction is verified for seasonal and 

large-scale climatic irregularities (e.g., ENSO and IOD) for SEQ study site. 
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Chapter 4 Self-adaptive differential evolutionary 
extreme learning machines for long-
term solar radiation prediction with 
remotely-sensed MODIS satellite and 
Reanalysis atmospheric products in 
solar-rich cities 

Foreword 

This Chapter is an exact copy of the published article in Remote Sensing of 

Environment 212 (2018) 176–198. Scopus Impact Factor 8.100. 

The prediction of monthly average daily GSR is undertaken in this Chapter, by 

employing the self-adaptive differential evolutionary Extreme Learning Machine 

(Hybrid, SaDE-ELM). The self-adaptive differential evolutionary algorithm (SaDE) 

was applied for optimization of neuronal hidden-layer weight of ELM model. Sixty-

seven predictor variables were sourced from Giovanni and Eighty seven predictor 

variables from Reanalysis. The metaheuristic input selection algorithm called Ant 

Colony Optimization (ACO) was used to select the most important 20 predictor 

variables to forecast the monthly daily average GSR for Brisbane and Townsville. 

The SaDE-ELM is then benchmarked with nine different ML models: a basic ELM, 

genetic programming (GP), online sequential ELM  with fixed (OS-ELM) and varying 

(OSVARY-ELM) input sizes, and hybridized model including the Particle Swarm 

Optimized-Artificial Neural Network model (PSO-ANN), Genetic Algorithm 

optimized ANN (GA-ANN), PSO-Support Vector Machine model (PSO-SVR), 

Genetic Algorithm optimized-SVR model (GA-SVR) and the SVR model optimized 

with Grid Search (GS-SVR). 

Furthermore, the prediction capability of SaDE-ELM model is tested for large scale 

climatic anomalies (e. g., ENSO and IOD) for Brisbane and Townsville.
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Chapter 5 Wavelet-based 3-phase hybrid SVR 
model trained with particle swarm 
optimization and maximum overlap 
discrete wavelet transform for solar 
radiation prediction with remote 
sensing satellite-derived predictors 

Foreword 

This Chapter is an exact copy of the published manuscript in the Renewable and 

Sustainable Energy Reviews, 113 (2019) 109247. Scopus Impact Factor 10.49. 

This Chapter describes the hybridization of the widely used regression based Machine 

Learning model, Support Vector Regression (SVR) for monthly averaged daily GSR 

prediction for three solar cities of Australia (Alice Springs, Coburg and Perth).  

To acquire relevant model input features, Satellite derived (MODIS) variables are 

screened with the Particle Swarm Optimization (PSO) algorithm, and a Gaussian 

Emulation method of sensitivity analysis (GEM-SA) is incorporated on all screened 

variables to ascertain their relative role in predicting GSR. To address pertinent issues 

of non-stationarities, PSO selected variables are decomposed with Maximum Overlap 

Discrete Wavelet Transformation (moDWT; W) prior to its incorporation in SVR, 

constructing a three-phase PSO-W-SVR hybrid model where the hyper-parameters are 

acquired by evolutionary (i.e., PSO & Genetic Algorithm) and Grid Search methods. 

The three phase Machine Learning model (PSO-W-SVR) is evaluated against the 

comparative ANN, Extreme Learning Machine (ELM), Gaussian Processes regression 

(GPR), Heteroscedatic Gaussian Processes (VHGPR), least-square SVR (LS-SVR), 

Adaptive Neuro-Fuzzy Inference System (ANFIS), Random Forest (RFR), Group 

Method of Data Handling (GMDH) and Minimax Probability Machine Regression 

(MPMR) models. 
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Chapter 6 Deep Learning neural network trained 
with MODIS satellite-derived 
predictors for long-term global solar 
radiation prediction 

Foreword 

This Chapter is an exact copy of the published article in Energies 2019,12(12) 2407. 

Scopus Impact Factor 2.670. 

Compared with other Machine Learning models, the Deep Learning (DL) models can 

extract the deep inherent features in a dataset. Hence in this study, two algorithms 

based on Deep Belief Network (DBN) and Deep Neural Networks (DNN), as popular 

DL models with feature interpretation capability in comparison in respect to Machine 

Learning models, are explored to purposely predict long-term GSR (monthly averaged 

daily) for four solar cities of Australia (Adelaide, Blacktown, Townsville, and Central 

Victoria).  

Five filter based and ten wrapper based Input Selection (IS) methods is used to extract 

the important predictor variables from Satellite data (MODIS), further sensitivity 

analysis is done using the Gaussian Emulation Machine of sensitivity analysis (GEM-

SA). 

The DBN and DNN is evaluated against the comparative Artificial Neural Network 

(ANN) and Ensemble models [Random Forest Regression (RF), Extreme Gradient 

Boosting Regression (XGBoost), Gradient Boosting Machine (GBM) and Decision 

Tree (DT)]. 
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Chapter 7 Deep Solar Radiation Forecasts with 
Hybrid Convolutional Neural Network 
integrated with Long Short-term 
Memory Network Algorithms 

Foreword 

This Chapter is an exact copy of the published manuscript to the Applied Energy 253 

(2019), 113541. Scopus Impact Factor 8.57. 

In this Chapter, real time prediction is done using two-phase hybrid Deep Learning 

(DL) model. A new model by integrating Convolutional Neural Network (CNN) with 

Long Short-Term Memory Network (LSTM) is developed (CLSTM) to predict half-

hourly GSR for Alice Springs. In this CLSTM model, CNN is used to extract GSR data 

features and LSTM to encapsulate the features to generate a low latency-based time 

series GSR prediction. Minute level GSR data for Alice Springs are extracted, 

stationarity checks applied via unit-root test. Further, in order to construct the input 

matrix of antecedent GSR values, Auto Correlation and mutual information test was 

applied. 

The two-phase hybrid CLSTM model is benchmarked with standalone model (CNN 

and LSTM) along with Deep Neural Network (DNN), Recurrent Neural Network 

(RNN), Gated Recurrent unit Neural Network (GRU), Multilayer Perceptron (MLP) 

and Decision Tree (DT). 

Additionally, the two-phase hybrid CLSTM hybrid predictive model is tested for a 1-

Day forecast horizon over a full diurnal cycle (i.e., 23 test points), 1-Week forecast 

horizon over a 7-day period (161 points), 2-Week forecast horizon over a 14 day 

period (322 points) and 1-Month forecast horizon over a 30 day period (621 points). 

The model is also tested over 2, 3, 4, 5, 6, 7 and 8-Monthly horizon.
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Chapter 8 Synthesis, Conclusions and Future 
Scope 

8.1 Synthesis and Conclusions 

Solar power is a vast, free and renewable resource that can be used to produce 

electricity. Solar energy is a commercially-proven, rapidly growing form of electricity 

generation. Accurately predicting solar radiation can help enhance financial efficiency 

and acceptability of solar energy generation and utilization. In this study, the feasibility 

of Artificial Intelligence based predictive model for predicting long-term and short-

term global solar radiation (GSR) was investigated. In order to develop the predictive 

model data were acquired from the Scientific Information for Land Owners (SILO), 

European Centre for Medium Range Weather Forecasting (ECMWF) Reanalysis and 

Moderate Resolution Imaging Spectroradiometer (MODIS; satellite data). Artificial 

Intelligence (AI) based GSR Predictive models are validated for Solar cities of 

Australia (Alice Springs, Coburg, Adelaide, Central Victoria, Perth, Townsville, and 

Blacktown) and five location of South east Queensland (SEQ) (Brisbane, Ipswich, 

Gold coast, Sunshine Coast and Toowoomba). The prediction interval was varied from 

monthly averaged daily (long-term) to daily and half-hourly (short-term). The 

Machine Learning (ML) and Deep Learning (DL) algorithms that were utilized to 

design Artificial Intelligence based predictive models included, Artificial Neural 

Network (ANN; ML), Extreme Learning Machine (ELM; ML), Support Vector 

Regression (SVR; ML), Long Short-term Memory (LSTM; ML), Deep Neural 

Network (DNN; DL), Deep Belief Network (DBN; DL) and the Convolutional Neural 

Network (CNN). 

Four important issues were addressed in this doctoral study (i) the problem of 

selection of non-redundant predictor inputs from sets of multivariate input in GSR 

prediction, (ii) sensitivity analysis of selected predictors, (iii) non-stationarity and non-

linearity issue and (iv) use of Deep Learning model in GSR prediction study. Several 

filter and wrapper based algorithms including swarm based (Particle Swarm 

Optimization (PSO) and Ant Colony Optimization (ACO)) resolved the first issue of 

feature optimization by removing the irrelevant features. Further, the sensitivity 
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analysis of the relevant inputs are done using Gaussian Emulation Machine of 

Sensitivity Analysis (GEM-SA) to ascertain their relative role in predicting GSR. The 

issue with non-stationarity was resolved by the use of non-decimated Discrete Wavelet 

Transform (DWT). Finally, the standalone DL model (DBN, DNN) for long-term 

prediction and two-phase hybrid CNN+LSTM model for real time (half-hourly) 

prediction. 

In the first objective (Chapter 3), the Neighborhood Component Analysis 

(NCA) based Input Selection (IS) algorithm for regression (fsrnca) was employed to 

extract the optimal features, validated against ANN, Gaussian Process of Machine 

Learning (GPML), Support Vector Regression (SVR), Genetic Programming (GP) and 

other deterministic models to emulate the estimation of daily GSR at the five locations 

of SEQ. The 20 most important input variables were chosen from 85 inputs (from 

Reanalysis and SILO) and by integrating these most important predictor variables 

from January 1979 to June 2009. This study has constructed and authenticated the 

ANN model and compared its overall performance with other ML models like SVM, 

GP and GPML. The result shows that an ANN model is able to model the causative 

relationship between meteorological data and solar radiation and this study can be 

utilised by interested stakeholders, including solar energy investors and Engineers to 

predict the solar radiation for sites where ground-based stations are not available. It 

can also be applied for site selection and prioritization purposes to assess whether the 

project is economically and monetarily feasible in terms of solar investment. 

Additionally, the sensitivity analysis confirms that there was shared effect of 

predictors on the target variable (GSR), for instance in Brisbane, the minimum 18 

predictors are essential to achieve the Relative Root Mean Square Error (RRMSE) error 

below 10%. Also, when ANN models are assessed with predictors grouped into El 

Niño, La Niña (ENSO) and the positive, negative and neutral periods of Indian Ocean 

Dipole (IOD), affirmed the merits of ANN model (RRMSE ≤ 11 %). Seasonal analysis 

showed that ANN was an elite tool over SVR, GPML and GP for GSR prediction. 

The hybrid model was proposed in second objective (Chapter 4) for the 

prediction of long-term (monthly averaged daily) GSR using the MODIS and 

Reanalysis data for solar rich cities of Queensland (Brisbane and Townsville). The 

ELM model hidden neuron weights were optimized using the Self Adaptive 
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Differential Algorithm (SaDE) whereas the Input Selection (IS) was done using 

Swarm based algorithm (ACO). The simulation results revealed that a SaDE-ELM 

model can accurately predict GSR based on the satellite (Giovanni; MODIS) and 

observational (Reanalysis) data outperforming all other examined models. The SaDE-

ELM model was tested for large scale climatic anomalies (e.g., ENSO and IOD) and 

found that the relative errors were dramatically better than those of the comparative 

standalone and hybrid models (ELM, PSO-ANN, PSO-SVR etcetera). Furthermore, 

the sensitivity analysis using GEM-SA on predictors shows that GSR predictive model 

must incorporate the aerosol and cloud properties as a prediction variable for better 

accuracy. For instance, in Brisbane, when aerosol and cloud are excluded, the RRMSE 

increased to 15.818% compared to 15.980% (with only aerosol excluded) and 5.582 

% (with only cloud parameters are excluded). In a similar way for Townsville, when 

combined aerosol and cloud parameters were excluded from the predictor variable, the 

RRMSE was 7.607% compared to 4.328% (with only aerosol excluded) and 5.543 % 

(with only cloud parameters excluded). Additionally, it was concluded that the 

predictor variables are location specific, as we have seen that there is major effect on 

relative error (RRMSE ≈15.980 %) when aerosol is excluded for Brisbane whereas for 

Townsville there is very minor effect (RRMSE ≈4.328%). 

Moreover, in the third objective (Chapter 5), the swarm based IS algorithm 

(PSO) was used to select the most important predictors from Satellite data (MODIS). 

Then an advanced and non-decimated wavelet transformation known as the Maximum 

Overlap Discrete Wavelet Transformation (moDWT; W) was utilized in addressing 

non-stationarity problem whilst designing high precision GSR prediction model (PSO-

W-SVR) for long-term basis. Three-phase PSO-W-SVR hybrid model was 

benchmarked with alternative methods: standalone SVR, ANN, ELM, GPML, 

Heteroscedatic Gaussian Processes, Adaptive Neuro-Fuzzy Inference System, 

Random Forest, Kernel Ridge Regression, Group Method of Data Handling and 

Minimax Probability Machine Regression. The Lowry plot (GEM-SA -Plot) suggest 

that, to consider 90% of variance, the first six parameters (Aerosol_Scattering_Angle 

(asa), Cloud_Fraction_Day (cfd) , Cloud_Fraction (cf), Atmospheric_Water_Vapor 

high (awvh), Deep_Blue_Angstrom_Exponent_Land (dbael) and Cirrus_Reflectance 

(cr)) are required for Alice Springs, the first four parameters (asa, awvh,  

Atmospheric_Water_Vapor low (awvl) and cfd) for Coburg and the first four 
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parameters (asa, cfd, Cloud Top Temperature mean (cttm) and Cloud Top 

Temperature Night (cttn)) for Perth. Concurrent with findings from objective 2 

(Chapter 4), this study also concludes that the most important input parameters are not 

all the same for all locations. 

Furthermore, in this doctoral research thesis for fourth objective (Chapter 6) 

Deep Learning tools (Deep Belief Networks (DBN) and Deep Neural Networks 

(DNN)) with significant feature interpretation capability was designed to predict long-

term GSR. Satellite data (MODIS) was used as predictors to predict the monthly 

averaged daily GSR as an output for four Australian solar cities. Fifteen different 

wrapper and filter-based IS algorithms were applied with sensitivity analysis of all 

MODIS-derived predictors using GEM-SA to select the optimum input for the 

prediction of GSR. The sensitivity analysis of the predictor variables demonstrated that 

aerosol, cloud, and water vapour parameters as input parameters play a significant role 

in the prediction of GSR. The DBN and DNN model was found to have better 

performances in emulating monthly averaged daily GSR compared to the ANN and 

Ensemble models (Random Forest Regression, Gradient Boosting Machine, Extreme 

Gradient Boosting Regression and Decision Tree). 

Finally, in the fifth objective (Chapter 7), prediction of near-real-time i.e., half-

hourly GSR was achieved by designing and employing a novel model. This study has 

designed a Deep Learning framework, i.e., CLSTM (CNN+LSTM) that integrates 

Convolutional Neural Networks (CNN) for pattern recognition with the Long Short-

Term Memory Networks (LSTM) to construct a low latency, hybrid model. The 

Bureau of Meteorology (BOM) minute level GSR data were used. The model has been 

evaluated through the predictions of half-hourly, daily, and monthly solar radiations 

whose input elements are defined by antecedent lagged GSR data. In this objective, 

the CLSTM model was found to outperform the standalone CNN, LSTM, DNN, 

Recurrent Neural Network (RNN), Gated Recurrent unit Neural Network (GRU), 

Multilayer Perceptron (MLP) and Decision Tree (DT). 

The Artificial Intelligence based predictive GSR model developed in this 

doctoral research thesis could be a particularly useful decision-support tool for energy 

utilisation in data sparse regions and could help facilitate core decisions about future 

sustainability of solar energy investments in metro, regional, and remote locations. 
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Additionally, incorporation of freely available Satellite and Reanalysis data with 

ANN, ELM, SVR and CLSTM model requires trivial human interventions. This has 

the prospects of being embedded into advanced prediction apps for portable devices 

such as tablets and mobile phones and to provide GSR prediction at required locations. 

 

8.2 Limitations of the Current Study and Recommendations for 
Future Research 

 

The following issues were found to be the limitations of this study, and hence are 

recommended in future independent studies: 

 Integration of add-on optimizer algorithms; Sequential Minimal Optimization 

for SVR (SMO-SVR), Glow-worm Swarm Optimization algorithm for SVR 

(GSO-SVR)(Jiang et al., 2016), Whale Optimization Algorithms for ANN 

(WOA-ANN) and Coral Reef Optimization for ELM (CRO-ELM) trained with 

Satellite-derived predictor variables could also provide greater insight into the 

performance of these GSR predictive models. 

 Studies with other multiresolution analysis utilities to deal with non-stationary, 

such as Improved Complete Empirical Ensemble Mode Decomposition with 

Adaptive Noise (ICEEMDAN), Empirical Wavelet Transform (EWT), 

Wrapper Mutual Information Methodology (WMIM) and Variational Mode 

Decomposition (VMD) could may also provide greater insight into the 

performance of these GSR models. 

 Alternative input selection algorithms modified Minimum Redundancy 

Maximum Relevance (mMRMR) algorithm, Joint Mutual Information 

Maximization input selection (JMIM) or Bootstrap Rank-ordered Conditional 

Mutual Information (broCMI) can further be explored. 

 LSTM-based ELM can also be implemented to search for features that are local 

in space and time and its computational complexity is generally low so that it 

can lead to extensive feature extraction with a low latency output of the 

meteorological variable. 
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 CLSTM model was tested in only one location in Australia (Alice Springs), 

which can be extended to other cities and other nations with similar climate. 

Future research could also focus on the testing of CLSTM at different time 

scales, for example, at a better temporal resolution of 1-minute, 5-minute, or 

10-minute prior to being implemented in Energy Management Systems. 

In closing, this doctoral research has made novel contributions towards the practical 

problem of GSR forecasting using Artificial Intelligence based predictive models. This 

study is beneficial not only in Australia but also globally, to address climate change 

issues, devise new energy modelling technologies, and promote sustainable energy 

resources as per the United Nations Development Program Goal 7. The utilization of 

the free Satellite and Reanalysis dataset may be especially useful for modelling solar 

energy in remote regions where an installation and maintenance of any sort of ground-

based equipment are not economically viable.  

The findings ascertain that with appropriate input selection methods (such as the 

fsrnca, PSO or ACO) and the suitable decomposition of inputs and target data to better 

reveal the data features (such as using moDWT procedure), the Artificial Intelligence 

based predictive models can indeed capture the nonlinear dynamics and interactions 

among inputs and target (GSR) to generate an optimal model.   

Moreover, the proposed Artificial Intelligence based predictive model could also help 

in solar plant design and could be applied to other areas such as wind speed, river flow, 

and electricity demand forecasting that will assist policymakers in Australia in optimal 

management of resources. 
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