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ABSTRACT

Simulations of individual global climate drivers using models from the Coupled Model Intercomparison

Project phase 3(CMIP3) have been examined; however, the relationship among them has not been assessed.

This is carried out to address several important issues, including the likelihood of the southern annular mode

(SAM) forcing Indian Ocean dipole (IOD) events and the possible impact of the IOD on El Niño–Southern

Oscillation (ENSO) events. Several conclusions emerge from statistics based on multimodel outputs. First,

ENSO signals project strongly onto the SAM, although ENSO-forced signals tend to peak before ENSO. This

feature is similar to the situation associated with the IOD. The IOD-induced signal over southern Australia,

through stationary equivalent Rossby barotropic wave trains, peak before the IOD itself. Second, there is no

control by the SAM on the IOD, in contrast to what has been suggested previously. Indeed, no model pro-

duces a SAM–IOD relationship that supports a positive (negative) SAM driving a positive (negative) IOD

event. This is the case even in models that do not simulate a statistically significant relationship between

ENSO and the IOD. Third, the IOD does have an impact on ENSO. The relationship between ENSO and the

IOD in the majority of models is far weaker than the observed. However, the ENSO’s influence on the IOD is

boosted by a spurious oceanic teleconnection, whereby ENSO discharge–recharge signals transmit to the

Sumatra–Java coast, generating thermocline anomalies and changing IOD properties. Without the spurious

oceanic teleconnection, the influence of the IOD on ENSO is comparable to the impact of ENSO on the IOD.

Other model deficiencies are discussed.

1. Introduction

The global climate is influenced by several major cli-

mate drivers, including the El Niño–Southern Oscillation

(ENSO) (Philander 1990), the southern annular mode

(SAM, also called the Antarctic Oscillation) (Wallace

and Thompson 2002), and the Indian Ocean dipole

(IOD) (Saji et al. 1999; Webster et al. 1999). Using out-

puts from the Coupled Model Intercomparison Project

phase 3 (CMIP3), recent studies have examined climate

model simulations of the IOD (Saji et al. 2006; Cai et al.

2009a,b), ENSO (Joseph and Nigam 2006; Guilyardi

2006; Guilyardi et al. 2009), and the SAM (Raphael and

Holland 2006; Cai and Cowan 2007); however, model

performance in terms of their relationships in the multi-

model space has not been assessed. As we will show, such

an examination will help address several important is-

sues, including whether the SAM drives the IOD, or

whether the IOD influences ENSO.

Throughout the paper, a simple test is used: if mode A

has an influence on mode B, then in models with a greater

amplitude of A, the coherence (correlation) between A

and B will be greater; therefore, the intermodel variations

in the amplitude of mode A versus intermodel variations

of their coherence is statistically significant. It is impor-

tant to emphasize that this is only a necessary condition

for the possibility that mode A has an impact on mode B.

If the condition is met, then a physically plausible process

must also be identified. If this condition is not met, then it

is unlikely that mode A has an impact on mode B.

Several recent studies have investigated various impacts

of ENSO on the Southern Hemisphere (SH). For instance,

there are well-established linkages in terms of zonal wave-

number 3 and wavenumber 1 of the subpolar circulation

(Kidson and Renwick 2002; Cai and Baines 2001; Hobbs

and Raphael 2007) through the so-called Pacific–South

America (PSA) pattern (Karoly 1989). L’Heureux and

Thompson (2006) found a strong linear relationship be-

tween the SAM and ENSO, particularly in the austral

summer months (November–February), and showed that

the impact of ENSO is through both thermally forced

and eddy-driven zonal wind anomalies. L’Heureux and
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Thompson (2006) concluded that a significant portion

of SH circulation variability on interannual time scales

is ENSO driven.

Conversely, it has been suggested that tropical ENSO

variability can be influenced by variations of circulation

fields (e.g., sea levels) near the Drake Passage (Ivchenko

et al. 2004, 2006) through an oceanic pathway, whereby

a perturbation propagates in a wavelike manner in the

form of fast-moving barotropic oceanic Rossby waves

from the Drake Passage to the western Pacific in only

a few days. This signal is then reflected at the western

boundary of the South Pacific and generates a coastally

trapped Kelvin wave moving equatorward, eventually

reaching the equator. This, in conjunction with a signifi-

cant correlation between sea level or transport variations

at the Drake Passage and the SAM (Hughes et al. 2003;

Meredith et al. 2004; Vivier et al. 2005), presents an un-

clear picture regarding the relationship between the SAM

and ENSO. The notion that ENSO is a forcing of SH

variability appears to be weakened by the fact that a PSA

mode tends to peak before ENSO. Jin and Kirtman

(2009) demonstrated that this is due to the seasonal cycle

of the SH circulation and ENSO. If the phase of ENSO is

shifted by 6 months to peak in June–August (JJA), as

realized in their model, then the SH response becomes in

phase with ENSO.

The relationship between the IOD and the SAM is just

as unclear. A lag correlation between the IOD and mean

sea level pressure (MSLP) anomalies south of Australia

was invoked to suggest that the SAM is a driver of the

IOD through IOD–conducive wind anomalies (Lau and

Nath 2004). Because MSLP anomalies south of Australia

peak before the mature phase of the IOD in September–

November (SON), and are correlated with the SAM, the

inference is that the SAM is a driver of the IOD. We use

our simple test to examine this relationship.

In terms of an ENSO–IOD relationship, most studies

have focused on the response of the Indian Ocean to

ENSO through three different teleconnection processes.

One process is an atmospheric teleconnection that mod-

ulates the thermodynamic fluxes at the sea surface (Klein

et al. 1999; Yulaeva and Wallace 1994; Alexander et al.

2002), forcing basinwide sea surface temperature (SST)

anomalies following an ENSO event, and easterly and

heat flux anomalies conducive to the IOD during austral

winter and spring. The second process involves off-

equatorial Rossby waves excited by ENSO-induced wind

stresses (Xie et al. 2002). The slow westward propagation

of Rossby waves prolongs the ENSO influence on Indian

Ocean SSTs seasons after the demise of ENSO. This

leads to a capacitor-like effect in the Indian Ocean, as it

slowly exerts a climatic impact in the surrounding regions

in austral winter and spring (Xie et al. 2009). The third

process involves the propagation of Pacific anomalies

from the western Pacific into the Indian Ocean. This

oceanic teleconnection is conducted through the Indo-

nesian Throughflow passage, whereby ENSO signals

transmit to the Indian Ocean arriving at the northwest

Australia (NWA) coast and then radiate into the Indian

Ocean interior. The transmission consists of two pathways:

an equatorial Pacific wave pathway, in which equatorial

Rossby waves become coastally trapped near where the

western New Guinea coast intersects the equator in the

west Pacific (Clarke and Liu 1994; Potemra 2001; Wijffels

and Meyers 2004); and a subtropical North Pacific (NP)

wave pathway (Cai et al. 2005; Shi et al. 2007), in which off-

equatorial NP Rossby waves associated with ENSO im-

pinge on the western boundary and move equatorward

along the pathway of Kelvin–Munk waves (Godfrey

1975).

More recent studies suggest that significant interac-

tion exists between the development of the IOD and

ENSO; for example, a positive IOD may modify the

amplitude/evolution ENSO by inducing wind anoma-

lies associated with the Walker circulation (Saji and

Yamagata 2003a,b; Li et al. 2003; Kug and Kang 2006;

Behera et al. 2006) and vice versa. Such an interbasin

coupling is crucial to both extreme positive IOD and

El Niño predictions. In particular, accurate predictions

of the IOD (El Niño) signal greatly enhance the El Niño

(IOD) onset forecast (Luo et al. 2008, 2010). Are CMIP3

models as an entity able to simulate their mutual in-

fluence?

2. Data and models

We take one twentieth-century simulation of 50 yr

(1950–99) from each of the available 24 CMIP3 models to

provide a large intermodel space of a multicentury re-

alization. The twentieth-century outputs of SST, MSLP,

and thermocline (D20, depth of the 208C isotherm)

anomalies are linearly detrended and interpolated onto

a common grid (0.88 3 1.98). For each model, the outputs

are stratified into four seasons with austral autumn as

March–May (MAM), and so on.

Previous studies (Cai et al. 2009a,b) have identified five

models [ECHAM and the global Hamburg Ocean Prim-

itive Equation (ECHO-G), L’Institut Pierre-Simon La-

place Coupled Model, version 4 (IPSL CM4), Goddard

Institute for Space Studies Atmosphere–Ocean Model

(GISS-AOM), GISS Model E-R (GISS-ER), and Institute

of Numerical Mathematics Coupled Model, version 3.0

(INM-CM3.0)] in which the IOD pattern is rather un-

realistic. Thus, throughout our analysis these models are

excluded. For each of the remaining 19 models, the three

modes are identified by applying empirical orthogonal
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function (EOF) analysis on detrended SST anomalies in

the tropical Indian Ocean domain for the IOD (208S–

208N, 408–1208E) and in the tropical Pacific domain for

ENSO (208S–208N, 1208E–808W), and on MSLP anoma-

lies for the SAM (408–708S). This is carried out for each

season for each model, although the IOD only operates in

JJA and SON. The associated time series are taken as the

indices of these modes. EOF analysis is preferred to using

standard indices such as Niño-3.4 and the dipole mode

index (DMI), as it allows each model to show their pat-

terns, as opposed to an imposed structure.

In our EOF analysis, the variance is expressed in the

EOF pattern, and the amplitude is calculated as the stan-

dard deviation of the spatial variance, so that the associ-

ated time series has a standard deviation value of one.

Throughout this study, a positive SAM index value refers to

a phase when MSLP is anomalously high in the midlatitudes

but low in the high latitudes, a positive IOD index value

refers to a phase when SST anomalies are anomalously cold

in the eastern Indian Ocean, and a positive ENSO index

value refers to an El Niño phase.

An important feature of the model IOD is that the ma-

jority of the models generate an amplitude of cold anom-

alies in the Sumatra–Java upwelling region that is greater

than the positive anomalies in the western IO, because of

a Bjerknes-like positive feedback involving anomalous

SSTs, winds, and the thermocline in the east (Saji et al.

1999; Webster et al. 1999). The majority of models produce

an IOD variance stronger than that in the observed,

meaning that the east–west SST gradient is stronger than

the observed but with a reasonable IOD pattern.

For MSLP and geopotential height measurements, we

use reanalyses from the National Centers for Environ-

mental Prediction (NCEP) (Kalnay et al. 1996) to help

benchmark the performance of models. A reconstructed

SST reanalysis product [Met Office Hadley Centre Sea

Ice and Sea Surface Temperature (HadISST)] (Rayner

et al. 2003) is used to construct an index of the IOD [the

DMI, defined by Saji et al. (1999)] and ENSO through

EOF analysis as discussed above. Although these data are

taken to represent observations, it is important to note

that even within the 50-yr period that we focus on the

relationship between the three modes varies vastly with

time. For example, Fig. 1 displays the relationship be-

tween the SAM and ENSO indices in austral summer

[December–February (DJF)] based on NCEP and Ha-

dISST, respectively. When based on data since 1977 (Fig.

1a), there is a statistically significant relationship (at the

95% confidence level), as in L’Heureux and Thompson

(2006) using the November–February mean; an El Niño

is associated with a negative SAM. But by extending the

data back to 1950, the relationship weakens considerably

(Fig. 1b). Using a station-based SAM index as in Marshall

(2003), the relationship between SAM and ENSO is

weaker in both periods.

3. The SAM and ENSO

Using the test outlined earlier, ENSO’s influence on the

SAM is produced in all seasons (Fig. 2). For each model,

taking each of the 50 yr as independent samples, it would

require a correlation coefficient of 0.27 between the SAM

and ENSO to reach the 95% confidence level. Similarly,

treating the 19 models as independent samples, a correla-

tion coefficient of 0.43 is required to reach the 95% con-

fidence level for the intermodel linear fit. Although strong

intermodel variations exist, the intermodel linear fit is

significant in most seasons and is strongest in austral

spring (SON) and summer (DJF), when ENSO develops

rapidly and matures. In most models, the correlation is

such that when the ENSO index is positive, the SAM in-

dex is negative, yielding a negative correlation. In SON,

FIG. 1. Time series of the DJF SAM and ENSO indices over the

periods (a) 1977–2005 and (b) 1950–2005, based on EOF analysis.

The ENSO index is inverted for comparison to the SAM index.
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only four models [Commonwealth Scientific and In-

dustrial Research Organisation Mark version 3.5 (CSIRO

Mk3.5), Geophysical Fluid Dynamics Laboratory Cli-

mate Model version 2.1 (GFDL CM2.1), Flexible Global

Ocean–Atmosphere–Land System Model gridpoint ver-

sion 1.0 (FGOALS-g1.0), ECHAM5/Max Planck Insti-

tute Ocean Model (MPI-OM)] produce a correlation that

is greater than that based on NCEP reanalysis. A similar

plot (Fig. 3), replacing ENSO amplitude with the ampli-

tude of the SAM, shows that there is no control of the

SAM on ENSO. Thus, our results support the idea that

ENSO signals drive and project onto the SAM (L’Heureux

and Thompson 2006).

The observed correlation in DJF (Fig. 1a) using NCEP

is far smaller than that shown by previous studies. Using

data for the period 1978–2003, L’Heureux and Thompson

(2006) obtained a correlation of 20.52 for the average

over November–February.

Because the control by ENSO on the SAM is present in

most seasons, we apply EOF analysis to monthly MSLP

to obtain a monthly SAM index (positive meaning high

MSLP at the midlatitudes) and to SST to obtain an ENSO

index (positive indicating El Niño) for the four models in

which the ENSO–SAM correlation is generally greater

than that from NCEP. Figure 4 shows that there is indeed

a strong coherence, with all models exceeding the 95%

confidence level based on the lag-1 month autocorrela-

tion. An important feature is that while some of the SAM

signals are forced by ENSO, the SAM peaks before

ENSO in all but one of the four models. For example,

the SAM leads ENSO by 2 months in the observations

(Fig. 4e), by 3 months for ECHAM5–MPI-OM (Fig. 4d),

and 1 month for GFDL CM2.1 (Fig. 4b). For FGOALS-

g1.0 (Fig. 4c), ENSO peaks 1 month before the SAM

with a correlation of 0.60 (although the concurrent cor-

relation coefficient is comparable at 0.59) and may be

linked to the fact that the ENSO amplitude is about

3 times as large as the observed. For CSIRO Mk3.5

(Fig. 4a), ENSO peaks concurrently with the SAM; as

will be discussed below, in CSIRO Mk3.5, ENSO peaks

FIG. 2. Scatterplot of intermodel variations of ENSO–SAM correlations vs intermodel variations of ENSO am-

plitude for (a) DJF, (b) MAM, (c) JJA, and (d) SON. The ENSO–SAM correlations are calculated from the asso-

ciated EOF time series, and the ENSO amplitude is the standard deviation of the EOF pattern. The dotted line

represents the 95% confidence level for ENSO–SAM correlation coefficients.
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in May, rather than the observed DJF. This lead–lag

relation is generally true for other modes, such as the two

PSA patterns, as shown in Jin and Kirtman (2009) using

NCEP data. Thus, although ENSO forces the SAM, the

SAM tends to peak before ENSO.

To illustrate the ENSO–SAM lag relationship, we take

ECHAM5–MPI-OM, in which ENSO peaks in DJF as in

the observations, and conduct a lag correlation between

the monthly SAM index and gridpoint MSLP and SST

anomalies, at 3-month intervals. Three months before an

El Niño peaks, the SAM is the dominant pattern (Figs. 5b

and 5e) with large MSLP and SST anomalies highly zon-

ally symmetric in the middle to high latitudes. Three

months after the SAM peaks, ENSO reaches its mature

phase with a Southern Oscillation pattern well defined

(Fig. 5c) and strong cold SST anomalies in the equatorial

Pacific (Fig. 5f). As discussed above, the lag is due to the

seasonal cycle of a response in the SH circulation, which

generally peaks in austral winter and spring, as opposed to

the matured phase of ENSO in austral summer as illus-

trated by Jin and Kirtman (2009) for an ENSO-induced

PSA pattern. This is confirmed by CSIRO Mk3.5, in which

ENSO peaks in May, and no such lag is generated be-

tween the timing of the matured SAM and ENSO.

In summary, using our test, ENSO has an influence on

the SAM, even though the SAM tends to peak earlier

than ENSO. The SAM has little influence on the ENSO.

4. The SAM and the IOD

The majority of models produce a SAM variance stron-

ger than in the observations. Likewise the IOD (which op-

erates in JJA and SON) is stronger in the majority of the

models (Fig. 6), meaning that the east–west SST gradient

is stronger than the observed. Figures 6a and 6b examine

a possible control by the SAM over the IOD in JJA and

SON, respectively. The intermodel relationship between

the SAM amplitude and the SAM–IOD correlation is small

and not statistically significant in both seasons, implying that

there is no forcing effect of the SAM on the IOD. This is in

sharp contrast to the result suggesting that a positive SAM

phase is conducive to a positive IOD (Lau and Nath 2004).

In their study Lau and Nath (2004) showed that a circu-

lation anomaly pattern associated with MSLP anomalies

FIG. 3. As in Fig. 2, but for the SAM amplitude.
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averaged over 358–508S, 1108–1658E (which they termed

the AUS index) is similar to that associated with the

SAM. Southeasterly wind anomalies associated with the

AUS index over the Sumatra–Java region promote up-

welling and a shoaling thermocline, leading to a cooling in

the eastern pole and eventually to a positive IOD.

Using HadISST and a SAM index, derived from EOF

analysis on NCEP MSLP anomalies, we are able to re-

produce the result of Lau and Nath (2004) associated the

AUS index. For example, a simultaneous correlation of

the AUS index with the SAM is 0.48 in JJA and 0.55 in

SON, and their regression patterns of SLP and SST onto

the AUS index [Lau and Nath (2004), their Figs. 9e and

9f] are similar to our correlation patterns (Figs. 7a and

7b). However, the MSLP pattern associated with the

AUS index is confined to south of Australia (Fig. 7a).

One argument supporting the forcing of the IOD by

anomalies represented by the AUS index (and hence by

the SAM) is that the JJA AUS index leads the IOD

index by one season. This IOD–AUS index lead–lag re-

lationship means that the AUS index peaks before the

IOD matures. This is indeed the case, and there is

a better-defined IOD pattern with stronger western

pole anomalies in SON (Fig. 7c) than in JJA (Fig. 7b).

However, there is no statistically significant relation-

ship between the SAM and the IOD in JJA (Fig. 7, right

column). Correlation patterns associated with the

SAM (Figs. 7e and 7f) are quite different from those

associated the AUS index (Figs. 7b and 7c). There is

little significant correlation with the SAM over the

Indian Ocean. For that matter, the polarities in the

Indian Ocean are generally opposite.

FIG. 4. Time series of ENSO and SAM indices for (a)–(d) 4 models and (e) observations,

represented by the corresponding EOF monthly time series. Both time series are smoothed by

7 months.
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In the multimodel space, there is no relationship be-

tween intermodel variations of JJA-SAM amplitude and

JJA-SAM–SON-IOD correlations (Fig. 8). This is to

test if the SAM leads the IOD in any of the models. No

model produces a positive correlation that is statistically

significant, whereas most produce a small negative cor-

relation that is not statistically significant. Only 6 models

[FGOALS-g1.0, CSIRO Mk3.5, GFDL CM2.0, GFDL

CM2.1, National Center for Atmospheric Research

Parallel Climate Model Version 1 (NCAR PCM1), and

Met Office Hadley Centre Global Environmental

Model version 1 (UKMO HadGEM1)] yield a statisti-

cally significant relationship, but in the sense that

a negative SAM is linked to a positive IOD, in contrast

to the relationship suggested by Lau and Nath (2004). In

four of these models (FGOALS-g1.0, CSIRO Mk3.5,

GFDL CM2.0, and, GFDL CM2.1), the ENSO–IOD

(see Fig. 10, to be discussed in section 5) and ENSO–

SAM (Fig. 2d) correlation are very high, supporting

a common influence from ENSO. Lau and Nath (2004)

noticed that in their model, the forcing by winds asso-

ciated with the AUS index only operates when ENSO is

weak or at a neutral phase. There are many models in

which ENSO and the IOD are virtually not correlated,

yet there is still no positive correlation between the

SAM and the IOD fe.g., Canadian Centre for Climate

Modelling and Analysis Coupled General Circulation

Model, version 3.1 [CGCM3.1(T47)]g.
What then is the explanation of the AUS index–IOD

relationship in the observations? Our hypothesis is that

the anomalies associated with the AUS index are in fact

generated by the IOD; like other anomalies induced by

the tropics, they peak before the forcing itself (Jin and

Kirtman 2009). Figure 9 shows the evolution of the one-

standard-deviation anomaly pattern associated with the

IOD using 3-month rolling mean anomalies, from JJA,

JAS, ASO, and to SON. These are obtained by regressing

detrended gridpoint anomalies onto the rolling IOD in-

dex and then multiplying the regression coefficients with

the standard deviation value of the IOD index. The

evolution of SST anomalies shows a strengthening of the

positive phase of the IOD, as well as strong El Niño sig-

nals in the eastern Pacific (Figs. 9i–l).

In the positive IOD phase, cold SST anomalies sup-

press rainfall off the Sumatra–Java coast and drive an

anticyclonic circulation anomaly that is consistent with

FIG. 5. Monthly lag correlation between the monthly SAM index (fixed) at 3-month intervals (lag 23 to 13) with

(a)–(c) gridpoint MSLP and (d)–(f) SST as simulated in ECHAM5–MPI-OM. Areas confined by contours are sta-

tistically significant at the 95% confidence level.
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the steady response to a heat sink displaced south of the

equator. The suppressed convection generates anoma-

lous vertical motions, and the associated anomalous di-

vergence acts as a Rossby wave source. In the tropics,

the response is baroclinic (Gill model) but equivalent

barotropic in the form of stationary Rossby wave trains

in the extratropics (Hoskins and Karoly 1981).

The equivalent barotropic feature is evident through

the MSLP anomaly patterns (Figs. 9a–d) that resemble

those of height anomalies (Figs. 9e–h). These wave trains

have a high pressure center south of Australia contrib-

uting to a high AUS index, with a tendency to contribute

to a high-zonal-mean MSLP, therefore a higher SAM.

They curve poleward west of the Drake Passage. That the

generation is forced from the tropics is unambiguous. One

important feature is that statistically significant anomalies

appear first south of Australia during JJA, when the IOD

starts to develop (Fig. 9a); anomalies downstream sub-

sequently strengthen and become statistically significant

as the IOD develops into its mature phase in SON (Figs.

9b–d), as indicated by Figs. 9i–l.

Returning to the multimodel variations, we notice

that in the IOD prevalent season (SON), there appears

to be a control by the IOD on the SAM (Fig. 6d). The

control is largely a result of four models that contain

a strong SAM–ENSO (section 3) and IOD–ENSO co-

herence (see section 5). The large IOD–SAM correla-

tion arises from the fact that both are influenced by

ENSO. When the ENSO influence is removed, the cor-

relation weakens considerably (figure not shown).

Using outputs of the twentieth-century CMIP3 model

experiments, Cai et al. (2009b) show that the pattern of the

mean circulation change resembles that of a positive IOD,

and that the mean change is accompanied by an increase in

the positive IOD frequency (Cai et al. 2009a). Our result

showing that the SAM is not a driver means that an up-

ward trend of the SAM, as simulated by the majority of

models, does not contribute to the IOD changes.

FIG. 6. Scatterplot of intermodel variations of SAM–IOD correlations vs intermodel variations of (a),(b) the SAM

amplitude and (c),(d) the IOD amplitude for JJA and SON, respectively. The SAM–IOD correlations are calculated

from the associated EOF time series, while their amplitudes are defined as the standard deviation of the associated

EOF pattern. The dotted line represents the 95% confidence level for IOD–SAM correlation coefficients.
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5. ENSO and the IOD

Using CMIP3 models, previous studies (Saji et al. 2006;

Cai et al. 2009c) showed that ENSO has a weak control

over the IOD, supporting the notion that ENSO is not the

sole forcing of the IOD and that other processes are in-

volved. It turns out that in five models fCentre National

de Recherches Météorologiques Coupled Global Cli-

mate Model, version 3 (CNRM-CM3), CSIRO Mk3.0,

CSIRO Mk3.5, Bjerknes Center for Climate Research

Climate Model version 2.0 (BCCR CM2.0), and Model

for Interdisciplinary Research on Climate 3.2, medium-

resolution version [MIROC3.2(medres)]g, the correlation

between the IOD and ENSO is highest when ENSO leads

by 1 yr. When this is taken into account, there is a strong

control of ENSO over the IOD, particularly in SON, with

a correlation of the linear fit at 0.62 (Fig. 10b), although

most models produce an ENSO–IOD correlation that is

too weak. The fact that this 1-yr lag is generated by several

models suggests a common model deficiency (i.e., a spu-

rious process). Replacing correlation at lag 0 for these five

models, the correlation of the linear fit between the IOD

and ENSO in SON is 0.48.

Before we focus on the common model deficiency, we

note that the IOD’s influence on ENSO is not much weaker

FIG. 7. MSLP pattern associated with (a) the JJA AUS index (regression coefficients in units of mb per mb);

patterns of correlation between (b) JJA AUS index and JJA gridpoint SST and between (c) JJA AUS index and

SON gridpoint SST. (d)–(f) As in (a)–(c), but for the SAM index. Areas confined by contours indicate statistical

significance at the 95% confidence level.

FIG. 8. Scatterplot of intermodel variations of SAM–IOD cor-

relation vs intermodel variations of the SAM amplitude. The SAM

is taken over JJA and the IOD over SON.
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than that of ENSO on the IOD (comparing Figs. 10a and

10b with Figs. 10c and 10d). In fact, in JJA, when the IOD

develops, its influence on ENSO is actually stronger than

ENSO’s influence on the IOD (comparing Fig. 10a and

10c). Thus, CMIP3 models support the notion that the

IOD can influence ENSO. Several recent studies suggest

the IOD influence is achieved through a modification of

the Walker circulation branches over the western Pacific

and the nearby circulation (Li et al. 2003; Annamalai et al.

2005; Kug and Kang 2006; Luo et al. 2008), prolonging the

lead time for ENSO prediction for up to 14 months before

they peak (Izumo et al. 2010).

As discussed in the introduction, a process whereby an

El Niño affects the IOD is through El Niño–induced

easterly wind anomalies over the equatorial and eastern

Indian Ocean. During May–October, these wind anom-

alies lead to a shallowing of the thermocline off Sumatra–

Java, either by generating local upwelling or equatorial

upwelling that propagates into the region. This then trig-

gers a fast growth of the IOD through a Bjerknes-like

positive feedback involving wind, SST, thermocline, and

rainfall (Saji et al. 1999). Additionally, the easterly anom-

alies superimpose onto the climatological easterly flow

to generate heat flux anomalies conducive for a rapid

growth of the cooling anomaly in the eastern Indian

Ocean (Hendon 2003).

ENSO signals also propagate into the Indian Ocean

through oceanic teleconnections, whereby El Niño

recharge–discharge signals propagate into the Indian

Ocean, arriving at the NWA coast and then radiating

FIG. 9. Anomaly pattern obtained by regressing gridpoint anomalies onto an IOD index (DMI) for (left column) MSLP, (middle

column) 500-mb geopotential height, and (right column) SST from June through November using 3-month rolling mean data. Areas

confined by contours indicate statistical significance at the 95% confidence level.
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into the interior (Wijffels and Meyers 2004; Cai et al. 2005;

Shi et al. 2007). On a decadal or longer time scales, this

teleconnection process can change the background state

of the thermocline in the equatorial and eastern Indian

Ocean (Shi et al. 2008), hence the properties of the IOD;

however, there is little evidence of concurrent impact on

the IOD by anomalies off the NWA coast.

Cai et al. (2005) found that in the CSIRO Mk3.0, the

commencement of ENSO is late, such that during SON,

the ENSO-induced wind anomalies are weak; in addition,

there is a low sensitivity of the latent heat flux to easterly

anomalies. This means that most El Niño events do not

generate concurrent IOD events. Further, an unrealistic

representation of the model’s Java–Timor geometry re-

sulted in an artificial pathway for El Niño upwelling

Rossby waves to reach the model Java coast, resulting in

a spurious oceanic teleconnection. In that model, several

seasons after an El Niño peaks, the Pacific thermocline is

at its shallowest depth, as a result of heat discharge (Jin

1997). The upwelling wave reaches the Java coast in the

model, lifts the thermocline, and leads to a positive IOD

in the following winter and spring. Analysis of observa-

tions, however, shows that there is no pathway for Pacific

Rossby waves to reach the Java coast (Cai et al. 2005; Shi

et al. 2007).

It turns out that this spurious oceanic teleconnection is

also generated in several other models as well as CSIRO

Mk3.0 [CNRM-CM3, CSIRO Mk3.5, BCCR CM2.0,

and MIROC3.2(medres)], where the correlation between

time series of the IOD and ENSO peaks at lag 11 yr; that

is, the IOD tends to occur in the following year after an

El Niño peaks (Table 1). For CNRM-CM3 and BCCR

CM2.0 (as well as CSIRO Mk3.0), the correlation at lag 0

is not significant, suggesting a weak atmospheric telecon-

nection with ENSO. For MIROC3.2(medres) and CSIRO

Mk3.5, the IOD can occur concurrently with El Niño as

shown by a significant correlation at lag 0, which suggests

that a somewhat more realistic atmospheric teleconnection

FIG. 10. Scatterplot of intermodel variations of ENSO–IOD correlations and ENSO amplitude for (a) JJA and (b)

SON. (c),(d) As in (a),(b), but for the IOD amplitude. The ENSO–IOD correlations for (a) and (b) are taken as the

maximum lag correlation but for (c) and (d) from a concurrent correlation. The ENSO and IOD amplitude is the

standard deviation of the EOF pattern. The dotted line represents the 95% confidence level for IOD–ENSO cor-

relation coefficients. Correlations between time series of IOD and ENSO peak at lag 11 year in CNRM-CM3,

CSIRO Mk3.0, CSIRO Mk3.5, BCCR CM2.0, and MIROC3.2(medres).
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operates. However, because of the spurious oceanic tele-

connection, IOD events tend to also occur in the proceeding

years. Previous studies have shown that in these two

models, both the equatorial Pacific waveguide and the

subtropical North Pacific waveguide are involved in the

ENSO discharge and recharge signals that are trans-

mitted to the Indian Ocean (Cai et al. 2009c).

To illustrate the post–El Niño discharge in these five

models and its relationship to the elevated Indian Ocean

thermocline in the year after El Niño peaks, we applied

EOF analysis to the model SON D20 anomalies in the

tropical Pacific Ocean and Indian Ocean domain of 158S–

158N. The first two EOFs are plotted in Fig. 11 and the

associated time series in Fig. 12. The recharge–discharge

paradigm of ENSO (Jin 1997) and observational support-

ing evidence (Meinen and McPhaden 2000) suggest that

EOF1 and EOF2 of D20 reflect different phases of the

ENSO cycle.

The first mode has an out-of-phase structure across the

equatorial Pacific basin associated with the west–east

transfer of warm water that accompanies mature ENSO

conditions and is highly correlated with the Niño-3.4 index,

with correlation coefficients ranging from 0.78 to 0.94 (the

lowest correlation is in CSIRO Mk3.5, due to an unrealistic

seasonality of ENSO, as will be discussed later). The sec-

ond mode represents the zonal-mean shoaling of the

equatorial Pacific thermocline (Fig. 11, right column), that

is, the discharge of the zonal-mean equatorial Pacific heat

content approximately a quarter period after an El Niño

event peaks. The EOF patterns (Fig. 11) and the time se-

ries (Fig. 12) together show that an El Niño leads to a

discharged equatorial Pacific. The strong negative weights

off the Sumatra–Java coast (Figs. 11f and 11h) reflect the

spurious effect of propagation of the upwelling Rossby

wave from the Pacific into the equatorial Indian Ocean

waveguide (oceanic teleconnection), common to all five

models. Reversing the sign of EOF2 in both the pattern

and the time series would mean that a recharged equato-

rial Pacific precedes an El Niño event.

Two models (CNRM-CM3 and CSIRO Mk3.0) display

no ENSO-concurrent negative weights (shallowing of the

thermocline) in the eastern Indian Ocean (Figs. 11a and

11b), which are present in the observed and triggered by

ENSO-induced surface easterly anomalies over the east-

ern Indian Ocean through the atmospheric teleconnection.

Instead, strong anomalies are generated in the spring sea-

son of the following year (showing a maximum correlation

at 1-yr lag, Table 1), indicating a discharge signal reaching

the Sumatra–Java coast and lifting the thermocline.

The behavior of the other 3 models [CSIRO Mk3.5,

BCCR CM2.0, and MIROC3.2(medres)] is somewhat

similar to each other, displaying a seemingly realistic re-

sponse to El Niño with a concurrent uplift of the ther-

mocline in the eastern Indian Ocean (Figs. 11c and 11e) by

ENSO-induced easterly wind anomalies, and hence some

concurrent IODs. In MIROC3.2(medres), ENSO tends to

peak in SON (Table 1), favorable for concurrent IOD

occurrence. In CSIRO Mk3.5, ENSO peaks in MAM

(Table 1) rather than the observed DJF, and ‘‘concurrent’’

IOD events actually occur in the ensuing austral winter

and spring seasons (one to two seasons later). In addition,

because a similar spurious oceanic teleconnection oper-

ates, some IOD events are also generated in the winter and

spring in the proceeding year. This is one reason why there

is a large number of two consecutive positive IOD events

in this model (Cai et al. 2009b).

To further illustrate the control of the oceanic tele-

connection on the IOD in the CSIRO Mk3.5, Fig. 13

compares the evolution associated with the ENSO

recharge–discharge mode (EOF2, a positive value in-

dicates ENSO discharge as in Figs. 11g and 12c) and the

thermocline anomalies associated with the model SON

IOD index. A resemblance is seen in both a showing a

transmission of Pacific signals to the Sumatra–Java coast

continuing into austral spring in the following year and

a preconditioning an uplift of the thermocline (D20) in

the Sumatra–Java region favorable for positive IOD

development. The evolutions for BCCR-CM2.0 and

MIROC3.2(medres) are similar (figure not shown).

The large control by ENSO on the IOD in these five

models contributes to a strong control by ENSO on the

IOD in the multimodel space shown in Fig. 10b. As dis-

cussed earlier, without an adjustment for the maximum

correlation at the 1-yr lag, the correlation of the linear fit

is smaller.

In summary, CMIP3 models confirm a mutual influence

between the IOD and ENSO, although most models

produce an ENSO–IOD correlation that is too weak.

However, the control of ENSO on the IOD is enhanced

by a spurious oceanic teleconnection in five models.

6. Discussion and conclusions

The present study focuses on the relationship among

the three major global climate drivers in the CMIP3

TABLE 1. Lag correlation between ENSO and the IOD using

time series of indices in SON, and standard deviations of seasonal

ENSO indices in four CMIP3 models.

ENSO and IOD ENSO seasonality

Lag 0 Lag11 yr DJF MAM JJA SON

CNRM-CM3 0.10 0.74 1.81 1.39 1.02 1.43

CSIRO-Mk3.0 0.27 0.73 0.96 0.84 0.85 0.93

CSIRO-Mk3.5 0.60 0.65 1.08 1.20 1.11 1.09

BCCR-CM2.0 0.23 0.49 0.87 0.84 0.63 0.90

MIROC3.2(medres) 0.38 0.55 0.57 0.42 0.57 0.69
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models. Each model, like the only realization in the real

world, has its own variability, the properties of which

could be rather different on multi-decade, or multi-century

time scales, as revealed by multi-century-long experiments

(Wittenberg 2009). Thus, even if these models are perfect,

one expects vastly different properties from one model to

another, given that we only take 50-yr samples from each

model. However, as the multimodel space represents

a spectrum of possible climate regimes, an aggregation of

properties in these models allows an examination of issues

beyond the performance of individual models, including

the likelihood of a SAM driving positive IOD events or the

IOD’s influence on ENSO events. When addressed using

an individual model, any outcome is subject to the pos-

sibility of being a particular character of that model or

chosen period.

Several important conclusions emerge. First, the models

ENSO signals project strongly onto the SAM, and

FIG. 11. (a)–(e) EOF1 and (f)–(j) EOF2 of SON D20 in the Indo-Pacific domain (158N–158S, 408E–808W) for the

5 models that simulate a spurious oceanic teleconnection, leading to the feature that positive IOD events occur in the

year after El Niño peaks.
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similarly to other modes (e.g., the PSA); the ENSO-forced

signal tends to peak before ENSO. In a way, this is sim-

ilar to the situation associated with the IOD. The IOD-

induced signal over south of Australia, through stationary

equivalent barotropic wave trains, peaks before the IOD

itself. Second, there is little control by the SAM on the

IOD, in contrast to what was suggested previously. In-

deed, no model produces a SAM–IOD relationship that

supports a positive SAM driving a positive IOD event.

This is the case even in models in which there is virtu-

ally no relationship between ENSO and the IOD. Third,

although most models simulate a relationship between

ENSO and the IOD that is far weaker than the observed,

ENSO does exert an influence over the IOD.

However, this influence is boosted by a spurious oce-

anic teleconnection, whereby the ENSO discharge–re-

charge signal transmits to the Sumatra–Java coast, instead

of the NWA coast as observed, changing the thermocline

in the eastern Indian Ocean and the IOD properties.

Without this spurious oceanic teleconnection, the in-

fluence of the IOD on ENSO is comparable to the impact

of ENSO on the IOD.

We have highlighted a number of common model de-

ficiencies as shown in numerous studies (e.g., AchutaRao

and Sperber 2002; Guilyardi 2006; Joseph and Nigam

2006; Cai et al. 2009c), in addition to the spurious Indo-

Pacific oceanic teleconnection. These include an overly

strong model IOD, too strong model SAM, as well as

FIG. 12. Time series associated with EOF1 (concurrent with ENSO, blue dash) and EOF2 (the

ENSO discharge mode, red solid) of the five models shown in Fig. 11.
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an unrealistic ENSO seasonal phase locking in some

models. Alleviations of these model defects may im-

prove simulation of the relationships among these cli-

mate drivers.
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