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Abstract 

Purpose: The severity of depression among young Australians cannot be overstated, as it continues to have a 
profound impact on their mental health and general wellbeing. This study used machine learning (ML) algorithms to 
analyse longitudinal data, identifying key features to predict depression, assess future risk, and explore age-specific 
behaviours that contribute to its progression over time. The results emphasize the significance of early detection to 
prevent unfavourable consequences and shed light on the alterations in depressive symptoms during various stages 
of development.

Methods: Three widely regarded ML techniques—random forest (RF), support vector machine (SVM), and logistic 
regression (LR)—are being applied and compared with a longitudinal data analysis. Additionally, the Apriori algorithm 
is being utilized to explore potential relationships between health, behaviour, and activity issues with depression 
among different age groups (10–17).

Results: The analysis results indicate that the RF model is performing exceptionally well in diagnosing depression, 
with a 94% accuracy rate and weighted precision of 95% for non-depressed and 88% for depressed cases. In addi-
tion, the LR model shows promising results, achieving an 89% accuracy rate and 91% weighted precision. Moreover, 
insights from the Apriori algorithm underscore the significance of early detection by examining potential associations 
between health, behaviour, and activity problems and depression across diverse age groups.

Conclusion: Combining early screening programs with the RF model and the Apriori algorithm is crucial for under-
standing depression and developing effective prevention strategies. Emphasizing Apriori’s factors and regularly 
updating strategies with new information will enhance depression management and prevention.
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Introduction
Depression poses a significant public health concern, 
particularly among children and adolescents, where its 
impact on overall well-being and quality of life can be 
enduring. Detecting and intervening early are vital for 

effective management, but the complex nature of this dis-
order requires a multifaceted approach.

Globally, mental health disorders, with depression at 
the forefront, have become a mounting concern, espe-
cially among young individuals. The World Health 
Organization (WHO) highlights depression as the most 
influential factor contributing to disability in 1 out of 7 
individuals (14%) aged 10–19 [1]. In Australia, approxi-
mately one in four adolescents grapples with mental 
health issues, underscoring the urgency of this matter 
[2]. Despite the growing awareness of these issues, the 
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challenging task of early detection hampers efforts to 
address the well-being of young Australians.

In response to this challenge, researchers have turned 
to machine learning (ML) algorithms as an emerging way 
for identifying mental health illnesses, including depres-
sion. These ML algorithms leverage extensive datasets 
to evaluate patterns and make precise predictions, even 
identifying individuals at risk before symptoms manifest. 
Table  1 encapsulates summaries of methods employed 
and outcomes from a prior synthesis of related literature, 
offering insights into the landscape of methodologies and 
findings in this domain.

While existing studies, summarized in Table  1, have 
applied ML algorithms for depression diagnosis, there 
is a notable gap in research focused on young individu-
als and none of them used longitudinal data. Previ-
ous research studies have shown that, despite limited 
samples and inter-participant heterogeneity, previous 
studies have demonstrated good convenience, often 
utilizing diverse data sources [2–14]. Incorporating 
diverse data sources including social media, MRI scans, 
EEG, EOG, and ECG records, researchers have devel-
oped automated diagnostic tools that supplement clini-
cal examinations. Notably, prior cross-sectional studies 
primarily involved mature participants, leaving a gap in 

understanding depression progression in different age 
groups. However, these studies have mostly focused on 
adults, lacking insights into depression progression in 
various age groups. Furthermore, a notable research 
gap exists in identifying individuals susceptible to 
future mental illness. To address this, this study aims to 
fill these gaps by using a longitudinal dataset compris-
ing Australian children and adolescents of 6–17  years 
old. By observing variations in depressive symptoms 
during several stages of development, this study aims to 
offer understanding into the probability of developing 
depression at particular ages. The dataset incorporates 
recurring observations of the same individuals at bien-
nial intervals, facilitating the implementation of preva-
lent ML algorithms, including Random Forest (RF), 
Support Vector Machine (SVM), and Logistic Regres-
sion (LR) to detect depression.

While previous research has shown the usefulness of 
ML algorithms in identifying significant features related 
to depression, there is a need for greater understanding 
of how early childhood behaviours influence on the later 
development of depression. This study aims to fill this 
gap by using association rule mining to explore the asso-
ciation between these behaviours and depression in sub-
sequent stages of life.

Table 1 Summaries of approaches and finding from prior literature reviews [3]

Method/Classifier Dataset Performance Metric Reference

Convolutional neural network EEG signals from left and right hemispheres of 
the brain

99.12 and 97.66% classification accuracies for the 
right and left hemisphere

[4]

Smoothness, significance, and 
sanction (SS3) supervised learning 
model

User provided data over social media 55% F1 value and 42%precission [5]

Support vector machine EEG, EOG, chin EMG, ECG, oxygen saturation 
(SpO2), respiration and rectal body tempera-
ture from polysomnography data

86.51% accuracy [6]

Logistic regression I. Age 15 or over adult data from 58 articles of 
online journal

II. < 250 sample size of various adverse health 
outcomes for the mothers

III. 57,486 elderly populations from different 
articles

I. OR = 1.39, P = 0.15
II. Pooled prevalence of perinatal depression 

was 16.3% (CI = 95%; 14.7–18.2%, P < 0.001), 
with antenatal depression 19.7% (CI = 95%; 
15.8–24.2%, P < 0.001) and postnatal depres-
sion 14.8% (CI = 95%; 13.1–16.6%, P < 0.001)

III. Pooled prevalence of depression among old 
age was 31.74% (95% CI 27.90, 35.59)

[7–9]

Multivariate analysis 148 Canadian university students Strong to moderate impact of several determi-
nants on depression

[10]

Decision tree Facebook data 73% accuracy [11]

Linear regression analysis 268 participants 95% confidence level and a 6% margin of error [12]

Naive Bayes 348 people of aged 20–60 85% accuracy [13]

Random Forest I. 153 of individuals from social media data of 
writings: textual spreading, time gap, and time 
span

II. 250 individuals (18 + age) with criminal record
III. Cross-sectional data of 667 different children 

and adolescents with adolescents where 
follow-up was not possible

I. Early risk detection error with depression detec-
tion 21.67%

II. 90% AUC 
III. 95% accuracy

[14–16]
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Association rule mining is an immensely efficient 
method to identify patterns and connections within 
extensive datasets [4, 5]. It enables the identification of 
concealed associations and patterns that may not be 
readily apparent through other techniques. When explor-
ing the relationship between early experiences and men-
tal health outcomes, association rule mining can assist in 
identifying intriguing relationships between numerous 
factors that contribute to mental health issues and pro-
vide significant insights into their underlying causes.

To address these objectives, the study utilizes the 
Apriori algorithm, a well-established ML technique for 
association rule mining [6–9]. This algorithm finds wide 
application across diverse domains, including large-
scale data processing, numerical analysis and hypoth-
esis testing [10, 11]. In this study, it is applied to analyse 
symptoms across different age groups, allowing for the 
identification of unique factors associated with depres-
sion at various stages of development. It reveals which 
activities or combinations of activities are frequently 
associated with depression, facilitating the identification 
of risk factors and enabling comparative analysis between 
age groups. This approach enhances the understanding of 
how depression manifests at different ages and supports 
the development of age-specific intervention and preven-
tion strategies.

The study aims to provide a comprehensive under-
standing of depression across different life stages. It 
will explore various factors, including daily activities, 

parenting styles, and other attributes not fully captured 
by RF analysis alone. By integrating these analytical 
approaches, the study aims to:

1. Develop and validate a comprehensive framework for 
understanding and predicting depression in children 
and adolescents of Australia.

2. Estimate the likelihood of developing depression by 
considering distinct attributes across various age 
cohorts.

3. Identify significant contributing factors such as age-
specific behaviours or activity patterns that are com-
monly observed in individuals with depression.

This combined approach provides valuable insights 
into the identification and prevention of depression in 
this vulnerable population. The identified associated 
factors will aid researchers, clinicians, and policymak-
ers in developing effective intervention strategies aimed 
at the prevention and early identification of depression 
in children and adolescents.

Material and methods
This study proposes a depression identification tech-
nique and examines the associations between child-
hood factors and depression at different ages using 
longitudinal data from LSAC. The proposed framework 
is summarized in Fig. 1.

Fig. 1 An outline of the intended framework
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Dataset
The data used in this investigation has been collected 
using the Longitudinal Study of Australian Children 
(LSAC), an ongoing nationwide study has tracked the 
progress of a total of 10,000 children and their families 
within Australia since 2004. Information is obtained 
every two years from parents, carers, educators, and 
the children themselves upon reaching the suitable 
age bracket. The investigation has been granted ethi-
cal approval from the Longitudinal Studies Data Access 
Team, part of the Department of Social Services.

Sample
The LSAC study consists of two cohorts: the birth cohort, 
encompassing children from birth to 1 year old, and the 
kindergarten cohort, consisting of children aged 4–5. 
Each cohort initially comprises 5000 children. The study 
collects a wide range of data on various aspects of the 
children’s well-being, social standing, and demographic 
factors from the beginning of childhood to early adult-
hood. The sampling framework for the study is based on 
the Medicare database managed by the Health Insurance 
Commission (HIC). More details about the study’s strat-
egy and methodology are described in [12].

This research utilizes data collected using the LSAC 
birth cohort during the period from 2010 (wave 4) to 
2020 (wave 9). Wave (4–9) represents the age group 
(6–7), (8–9), (10–11), (12–13), (14–15) and (16–17) 
respectively. While the birth cohort commences with 
0 to 1 year old children, the analysis in this study com-
menced with 6-year-old children, reflecting the onset of 
mental health concerns at that age, and extends to ado-
lescents aged 17  years. In order to identify the possibly 
enduring ramifications of depression and emphasise the 
significance and probability of early detection, this study 
has directed its attention towards parenting, family rela-
tionships, overall conduct, and psychological well-being 
of individuals between the ages of 6 and 17 years.

Methodology
To develop the proposed approach, several experiments 
a number of experiments have been  executed employ-
ing the Python 3.7.3 sci-kit-learn library. The methodol-
ogy involves several steps, starting with data processing 
to eliminate irrelevant variables and identify the target 
variable. This step is also involved extracting the data and 
removing variables with lower correlation between the 
target variable with the other possible independent vari-
ables in the dataset. The goal is to create a final dataset 
that includes instances of variables from all wave’s data-
sets used, based on the selected case identification (id).

However, there have been challenges in this approach. 
One challenge is determining how to select the feature 

set, considering the presence of multiple datasets from 
different time points. Another challenge is selecting the 
study child, taking into account the potential changes in 
their mental condition across different datasets during 
data collection. To address these challenges, the compre-
hensive longitudinal dataset spanning various age groups 
and survey waves (4–9) is utilized in the study. Initially, 
the selection of key features for predicting depression has 
been conducted through the utilization of both RF and 
Boruta algorithms.

After identifying these features, the Apriori algorithm 
has been employed to investigate the association between 
health, behaviour, and activity issues and depression at 
across age groups ranging from 6 to 17  years, with the 
aim of predicting depression at the age group (16–17). 
This analysis aims to evaluate the broader impact of early 
childhood behaviours, so all relevant variables from ages 
(0–17) are included. Overall, this approach involves a 
systematic process of data processing, variable selection, 
case selection, ML-based prediction, and association rule 
mining to develop a comprehensive understanding of the 
factors contributing to depression among children and 
adolescents.

Data processing
The dataset has undergone a series of pre-processing 
steps to ensure its quality and suitability for analysis. 
Initially, variables such as age, area code, job code, and 
date of birth have been excluded from the dataset as they 
were deemed irrelevant or potentially violating privacy 
concerns. Additionally, variables with a missing data 
percentage exceeding 70% were eliminated, leading to 
the exclusion of exhibiting over 2000 instances of miss-
ing values. and rows with missing values. This meticulous 
approach resulted in a dataset containing 1711 variables. 
This methodological approach is designed to assure 
the integrity and reliability of the subsequent analysis, 
thereby facilitating effective and trustworthy findings. It 
aims to contribute to more accurate predictions by mini-
mizing biases and maintaining data integrity.

Data extraction
The process involves considering each wave for data 
extraction, followed by conducting a chi-square test for 
the assessment of the association in between categori-
cal variables and the outcome variable. Variables having 
p-values below 0.05 are advanced to the subsequent stage 
of analysis, indicating their association in relation to the 
outcome variable. Subsequently, correlation analysis is 
performed using various methods, including Phi coef-
ficient, Point Biserial, and Tetrachoric correlation, given 
the dataset’s binary nature. Despite the diverse methods, 
the results remain consistent due to the binary variables’ 
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inherent characteristics, where calculating covariance 
equates to correlation coefficient computation. However, 
Tetrachoric correlation is selected due to its suitability 
in  situations where the underlying continuous variables 
are not explicitly observed but are presumed to adhere to 
a normal distribution [13].

Variable selection
Variable selection is an important step in the methodol-
ogy, especially for longitudinal data analysis. After the 
data processing stage, the remaining relevant variables 
with lower missing data are retained for further analy-
sis. This ensures that the dataset is suitable for the sub-
sequent investigations and provided confidence in the 
validity of the forthcoming conclusions. The target vari-
able is determined by this query, “Would you describe 
the child’s anxiety disorder and depression as nonde-
pressed, mild, moderate, or severe?”. The response of the 
target variable is either classified as ‘depressed’, denoted 
by a value of 1 (indicating moderate to severe) or ‘non-
depressed’, denoted by a value of 0 (indicating nonde-
pressed to mild). This stage encompasses all instances 
of psychiatric disorder cases collected from various 
waves, enabling the assessment of progression of symp-
toms. Categorical variables undergo one-hot encoding. 
Subsequently, the dataset undergoes the entire process 
of extracting data, wherein variables exhibiting low cor-
relation with the target variable are eliminated, yielding 
165–170 variables from the total variables in each wave.

Case selection
The goal is to create a final dataset that includes instances 
of relevant variables from all datasets, based on the 
selected case id. Cases with mental disorders and without 
mental disorders are chosen from each dataset depend-
ing on the child’s psychiatric condition (‘depressed’ or 
‘non-depressed’). These selected cases are then consid-
ered for instances from other waves, resulting in a dataset 
of 1785 individuals aged between 6 and 17 years. By com-
bining these selected cases, this study aims to identify the 
most significant features associated with different levels 
of depression, ranging from mild to severe.

Handling imbalanced dataset
To identify the most significant features associated with 
different levels of depression, the study aims to com-
bine these selected cases. However, the resulting data-
set shows an imbalance, with the ‘non-depressed’ class 
accounting for 74% of the data, while the ‘depressed’ class 
represents only 26%. In ML, addressing class imbalance is 
crucial to prevent bias and ensure model performance. To 
rectify this imbalance in class distribution, the Synthetic 
Minority Oversampling Technique (SMOTE) is utilized. 

This technique involves creating synthetic instances for 
the minority class by randomly sampling data from the 
majority class. This technique contributes to a more bal-
anced dataset, improving the model’s ability to accurately 
classify both classes [14].

Feature selection
To identify the most significant features among highly 
correlated variables within each dataset, the Boruta 
method alongside a RF classifier has been employed to 
select features in an impartial and robust manner. This 
technique removes irrelevant or redundant features and 
identifies the significant and relevant characteristics 
related to the target variable [15, 16].

It is important to note that that the features in these 
datasets exhibit nearly identical characteristics across 
various time points. To combine these datasets, the sig-
nificant features from all of them can be added together 
using the union operation. However, this method might 
result in a larger feature space than necessary, potentially 
adding noise or irrelevant features. This could impact the 
accuracy of any further analysis or modeling performed 
on the combined dataset. Certain characteristics may 
hold diverse implications or connotations across dis-
tinct datasets, potentially influencing the reliability of 
any analysis or modeling performed on the integrated 
dataset.

To mitigate these issues, the intersection process is uti-
lized to choose comprehensive feature sets in cases where 
there is variability in features observed at different time 
intervals. Therefore, it is concluded that no important 
features are missed by this process. The eliminated fea-
tures are deliberately removed because they are similar to 
the already identified significant features. This is further 
supported by the outstanding results attained from the 
prediction model, as mentioned in the results section.

Classification
This study examines and outlines renowned supervised 
learning models expected to deliver optimum outcomes 
for the longitudinal dataset.

Random forest (RF) Random forest is an ensemble learn-
ing method that generates numerous decision trees and 
then interacts their predictions to enhance accuracy as 
well as stability. It builds decision trees using bootstrapped 
samples and randomly selects features for each split [17]. 
It calculates feature relevance as the average across all 
trees, mitigating overfitting by predicting random subsets 
of features and instances. This calculation involves divid-
ing the aggregate count of trees by the combined sum of 
feature importance scores across all individual trees:
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where  RFfii = the feature importance, i calculated from all 
trees in the RF model,  normfij = the normalized feature 
importance for i in tree j and T = total number of trees.

Support vector machine (SVM) SVM detects hyper-
planes in multi-dimensional space to separate data into 
different classes, maximizing the margin between them 
[18]. It excels in datasets with high-dimensional feature 
spaces and in cases where the quantity of features sur-
passes the number of instances. It is equally proficient 
in addressing linear as well as non-linear classification 
challenges, employing various kernels. The equation 
employed to calculate probabilities for input parameters 
corresponding to each class is as follows:

where n = number of data points, m = number of attrib-
utes,  xij = ith attribute of jth data point,  aj,  a0 = the model 
parameters (weights and bias), and  yj = the class label of 
the j-th data point (+ 1 or −1).

Logistic regression (LR) LR estimates the likelihood of a 
categorical outcome variable determined by considering 
predictor variables, differing from linear regression’s pre-
diction of continuous responses. It performs effectively in 
linear classification scenarios, demonstrating proficiency 
in both binary and multi-class categorization. The logistic 
function (sigmoid function) calculates the outcome prob-
ability using the given equation [19]:

where n = number of data points, m = number of attrib-
utes, xij = ith attribute of jth data point, aj, a0 = the model 
parameters (weights and bias), and yj = the class label of 
the j-th data point (+ 1 or − 1).

Performance metrics Evaluation of the ML algorithms 
involved analyzing True Positive (TP), True Negative 
(TN), False Positive (FP), and False Negative (FN) out-
comes via a confusion matrix. The accuracy, precision, 
recall, and F1 scores for each model have been computed 
using the provided equations:

(1)RFfii =

∑

j∈all trees normfij

T
.

(2)f (x) =





m
�

j=1

�

ajxij + a0
�



yj

(3)p̂ =
e(b0+b1X)

1+ e(b0+b1X)

(4)Accuracy Rate =
TP + TN

TP + FP + TN + FN

Area under receiver operating characteristic curve (AUC) 
score The AUC score provides a comprehensive assess-
ment of the classifier’s performance by comparing the 
true positive rate (sensitivity) with the false positive rate, 
ranging between 0 and 1. Higher values signify superior 
ability of the model to detect positive cases [19].

After employing ML supervised models to detect 
depression among children and adolescents, the aim of 
this research is to explore the association between health, 
behaviour as well as activity issues at ages 6 to 17 with 
consequent, depression at age group (16–17). To achieve 
this, an association rule mining algorithm called Apriori 
is employed to identify the variables that often appear 
together in relation to depression at age group (16–17).

Association rule mining
In addition to predicting depression, this study seeks to 
examine the link between health, behaviour, and activ-
ity issues and depression in children and adolescents 
of different age groups. To achieve this, this study has 
employed the Apriori algorithm, a well-established tech-
nique renowned for its effectiveness in association rule 
mining [20]. The aim is to uncover potential risk factors 
that may be contributed to the development of depres-
sion later in life. By utilizing the Apriori algorithm, 
specific patterns of symptoms that are commonly occur-
ring in individuals with depression at different ages are 
detected. This enhances our understanding of the dis-
tinct factors associated with depression at various stages 
of life. The Apriori algorithm, along with the FP-Growth 
algorithm, are widely used in mining techniques for asso-
ciative rules. Through this process, the study has identi-
fied a group of frequently observed influential factors. 
Each variable within this group serves as the determining 
factor (antecedent) for the frequently occurring variables 
(consequent) in the Apriori algorithm.

Apriori The Apriori algorithm, a fundamental technique 
in association rule mining, follows a series of steps for rule 
generation [21]. It begins with identifying frequently occur-
ring itemset, represented as (X, Y), where X and Y are vari-
ables forming an association rule. Subsequently, significant 
patterns such as (X → Y) are discovered, indicating the pres-

(5)Precision =
TP

TP + FP

(6)Recall =
TP

TP + FN

(7)F1 score =
2 ∗ Precision ∗ Recall

Precision+ Recall
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ence of Y in all items containing X. The algorithm applies 
the Apriori principle to construct subsets of commonly 
appearing variables, which are then refined using the Apri-
ori algorithm. The resulting association rules are selected 
based on measures like support, confidence, lift, and con-
viction. Finally, the algorithm identifies maximal frequent 
itemset and closed frequent itemset to uncover associations 
and patterns in large datasets.

Performance measure To assess the effectiveness of the 
approach, four key metrics are computed: support, confi-
dence, lift, and conviction.

Support:
Support indicates how often an item appears in the data-

set. The support for the combination of X and Y is deter-
mined by the following equation:

Confidence:
Confidence gauges the trustworthiness of a rule, repre-

senting the likelihood of the consequent (Y) based on the 
antecedent (X). The confidence measurement is expressed 
as:

Lift:
Lift measures the strength of the relationship between 

the elements of a rule. The calculation is performed using 
the following equation:

Conviction:
Conviction assesses the likelihood of one event happen-

ing without being influenced by another event, even if they 
are interdependent. The conviction measurement is given 
by:

The combined value of these metrics provides an exten-
sive evaluation of the method’s performance by considering 
aspects such as frequency, reliability, strength of associa-
tion, and conditional probability.

(8)
Support(X → Y) =

transactions that contain both X and Y

Total Transactions

(9)

Confidence(X → Y ) =
transactions that contain both X and Y

Transactions containing Y

(10)Lift(X → Y ) =
Support( X → Y )

Support(X)*Support(Y)

(11)

Conviction(X → Y ) =
1− Support(Y)

1− Confidence(X → Y)

Results
This section comprises two parts: the predictive model 
and the association rule mining model. The first part 
aims to identify representative features for the predic-
tive model. Subsequently, the section provides an over-
view of how the models perform on the testing dataset 
in terms of classification. It illustrates how the best-fit-
ting model utilizes essential input attributes to gener-
ate decision outcomes for typical test scenarios. Finally, 
the section concludes by presenting the results of asso-
ciation rule mining, specifically Apriori analysis, which 
explores the relationship between early childhood fac-
tors and depression at different ages.

Prediction model
In the predictive model, the dataset is partitioned into 
an 80% training dataset and a 20% test dataset. The 
most significant features are then determined using 
Boruta on RF to recognize the most impactful vari-
ables. Table 2 provides a succinct summary of these sig-
nificant features identified in the study.

The dataset includes data from 1785 children and 
adolescents, representing 20% (n = 357) of each wave. 
Among these individuals, 26% (n = 464) are identified 
as individuals affected by depression across all waves. 
Table  3 presents the reports regarding classification 
along with the assessment metrics for the depression 
detection models, including RF, SVM with linear ker-
nel, LR.

Table 3 presents the efficacy of the proposed system 
in ML-based classification. Among classifiers utilized, 
RF-based classification outperforms the other classifi-
ers, achieving the highest accuracy of 94% across vari-
ous metrics. SVM follows closely with an accuracy of 
90%, whereas the LR-based method trails behind with 
an accuracy of 88%. Additionally, the performance eval-
uation includes the assessment of AUC scores for these 
classifiers, illustrated in Fig.  2. RF attains the highest 
AUC score of 92%, denoting its exceptional discrimina-
tory capability. SVM and LR follow with AUC scores of 
87 and 84%, respectively [3].

Moreover, the study explores the likelihood of expe-
riencing depression across diverse age groups (6–17). 
LR is utilized to evaluate the probability of depres-
sion occurring during later adolescence, aged between 
(10–17) based on significant features observed dur-
ing earlier ages (6–9). Table 4 shows the LR outcomes 
regarding depression likelihood, revealing an accuracy 
rate of 89% [3]. Additionally, Fig. 3 illustrates the AUC 
score in the depression likelihood assessment across 
different age categories with LR, showing a value of 
87% [3].
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Association rule mining model
Apriori analysis is employed as the association rule 
mining model to determine the factors associated with 
depression during the critical developmental stage of 
ages (16–17) [22]. To achieve this, all 165–170 variables 
obtained from the data extraction process of each wave 
are considered. The Apriori algorithm is employed to 
identify rules with high lift and conviction values, which 
indicate a strong relationship with depression and serve 
as strong predictors of depression.

It is worth highlighting that a rule with a support value 
less than 1 Implies a low frequency of association within 
the dataset. However, if both lift and conviction values 
surpass 1, it signifies a robust association, although the 
rule has minimal overall support. Higher lift and convic-
tion values suggest a positive influence of the rule body 
on the presence of the rule head.

Significant factors associated with depression across 
various age groups (6–17), particularly those linked to 
depression within the age group (16–17), are identified 

through Apriori analyses conducted at different con-
fidence levels. This section explores the strong factors 
associated with depression at different age groups that 
are connected to depression at age group (16–17).

Strong associated factors of depression before adolescence 
linked to depression at age group (16–17)
In the age groups (6–7) and (8–9), no factors are found 
significantly associated to depression within the age 
group (16–17), as indicated by low lift and conviction 
values. This analysis has revealed significant factors for 
ages ranging from 10 to 17. The factors associated with 
depression within the age group (16–17) are illustrated in 
Figs. 4, 5, 6 and 7 in the Appendix.

Strong associated factors of depression during adolescence 
linked to depression at age group (16–17)
Within the age group (10–11), a number of factors 
are found to be significantly associated with depres-
sion at age 16. These include the absence of a close-knit 

Table 2 Most significant features [3]

1 Asked to parent (father/mother)
2 Asked to teacher

Identified sign/symptoms of depression Description of variables

Medical condition:
Nervousnessa,b

Does the study child have nervous condition?

Copinga,b Does the study child have a difficulty or delay in any of the following areas compared to 
children of a similar age? Cope with emotions

Social and emotional outcomes:
Reacts strongly to  disappointmenta,b

Does the study child react strongly (cries or complains loudly) to a disappointment or failure?

Homework incomplete unless  remindeda,b Does the study not complete homework unless reminders are given?

Difficulty completing  assignmentsa,b Has difficulty completing assignments (homework, chores.)?

Complained of headaches etc.a Does the study child complain of headaches etc.?

Often seemed  worrieda,b Does the study child often seem worried?

Often been unhappy or  tearfula Does the study child often seem unhappy?

Easily lose  confidencea Does the study child often lose confidence?

Had many  fearsa Does the study child have many fears?

Temperamenta,b Does the study child become angry frequently?

Emotional development:
Problems feeling afraid or  scareda

Has the study child has had a problem with this?

Problems feeling  sada Has the study child has had a problem with this?

Trouble  sleepinga Has the study child has had a problem with sleeping?

Social development:
Unable to do what other children  cana,b

Has the study child has had a problem with this?

Problems keeping up with other  childrena,b Has the study child has had a problem with this?

School readiness:
Problems missing days due to  illnessa

Has the study child has had a problem with this?

Parental involvement:
Contacted school about  attendancea

Has the parent contacted the school for various reason?

Parent living elsewhere:
Study Child excitement on arrival in  homea

Does the study child become excited on the parent’s arrival?

Social development
Helpful if someone is hurt etc.a,b

Is the study child helpful if someone gets hurt?
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neighbourhood (lift: 1.04, conviction: 1.03), arguments 
with partners (lift: 1.06, conviction: 1.04), parents’ lim-
ited ability to assist with homework (lift: 1.02, conviction: 
1.02), and the child’s poor progress in reading (lift: 1.02, 
conviction: 1.02). Additionally, parents’ stress (lift: 1.22, 
conviction: 1.18) and the child’s sleeping problems (lift: 
1.05, conviction: 1.03) are also linked to depression.

When examining the age group (12–13), numerous 
factors are identified that remain strongly associated 
with depression at age 16. These include disagreements 

between parent and child, parents’ alcohol consump-
tion (lift: 1.07, conviction: 1.06), parents are not able 
to help with difficult homework (lift: 1.07, conviction: 
1.06), parent child disagreement (lift: 1.10, conviction: 
1.09), bug and yell at each other (lift: 1.08, convic-
tion: 1.07), parents stomping out of the room or house 
yard (lift: 1.08, conviction: 1.06), the child’s disinterest 
in physical activities (lift: 1.07, conviction: 1.06), and 
parents had difficulty and stress (lift: 1.06, conviction: 
1.06). Additionally, new factors such as demanding 
homework (lift: 1.25, conviction: 1.26), feeling unsafe 
while playing outside (lift: 1.06, conviction: 1.05), and 
not participating in sport activities (lift: 1.06, convic-
tion: 1.05) are also linked to depression.

Upon investigating the age group of (14–15), sev-
eral significant factors are found to be associated with 
depression in the age group (16–17). These include par-
ents’ disagreements regarding child rearing (lift: 1.06, 
conviction: 1.06), being bullied by other children (lift: 
1.05, conviction: 1.05), school-related issues such as 
school absenteeism (lift: 1.08, conviction: 1.08), poor 
academic performance and homework (lift: 1.05, con-
viction: 1.05), and parents experiencing difficulty and 
stress (lift: 1.19, conviction: 1.21). Factors such as par-
ents having little knowledge of how the child spends 
money (lift: 1.07, conviction: 1.07), what the child does 
during free time (lift: 1.07, conviction: 1.07) and where 
the child is most often in the afternoon (lift: 1.07, con-
viction: 1.07) are also found to be significant.

Finally, in the age group (16–17), several strong fac-
tors are discovered to be associated with depression, 
including being a victim of bullying (lift: 1.32, convic-
tion: 18.04), experiencing a freezing incident caused by 
someone (lift: 1.32, conviction: 17.70), facing a short-
age of money (lift: 1.29, conviction: 7.26), experiencing 
financial hardship (lift: 1.29, conviction: 7.29), being 
affected by a storm (lift: 1.28, conviction: 6.29), and 
having sleep problems (lift: 2.80, conviction: 18.12). 
Other factors such as the threat posed by friends, fam-
ily, or property (lift: 2.80, conviction: 18.12), parents’ 

Fig. 2 AUC scores for the a RF, b SVM and c LR models [3]

Table 4 Assessment of depression likelihood using LR for 
classification [3]

LR Classification Report

Precision Recall F1-score Support

Negative 0.94 0.91 0.92 261

Positive 0.77 0.83 0.80 96

Accuracy 0.89 357

Macro avg 0.85 0.87 0.86 357

Weighted avg 0.89 0.89 0.89 357

Accuracy: 89%

Weighted precision: 91%

Fig. 3 AUC score in assessing depression likelihood using LR [3]
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depression (lift: 1.23, conviction: 1.57), work disap-
pointment (lift: 1.32, conviction: 15.17), and the fear of 
job loss (lift: 1.30, conviction: 9.29) are also found to be 
linked to depression in the age group (16–17).

To summarize, the Apriori analysis has provided valu-
able insights with age-specific confidence levels, iden-
tifying key contributors to depression at ages (10–17). 
However, for age groups (6–7) and (8–9), no factors are 
identified as being linked to depression within the age 
group (16–17), as indicated by the low lift and conviction 
values.

Discussion
The proposed method utilizing a longitudinal dataset 
containing Australian children and adolescents aged 
between 6 and 17 years, the application of an RF classifier 
in the proposed technique has resulted in a 94% accu-
racy rate in detecting depression. This indicates that the 
model excels in identifying the manifestation of depres-
sive symptoms. Remarkably, the precision and recall rates 
achieve 96 and 95%, respectively, for identifying ‘non-
depressed’ instances, whereas for ‘depressed’ cases, they 
reach 88 and 89%, respectively.

These results are significantly better than previous 
studies that relied on information sourced from social 
media platforms and cross-sectional datasets [3, 9, 11–
14]. The precision and f1 score for the ‘depressed’ and 
‘non-depressed’ classes are notably higher in this study, 
at 88% and 96%, respectively. This represents a substan-
tial improvement compared to the values reported in [3] 
where the corresponding values were 55 and 42%.

Furthermore, the accuracy score of 94% greatly sur-
passes the scores of 73% found in [9], 85% [11] and 
78.33% [12]. Although the accuracy score shows a mod-
est rise to 95% [14], a detailed analysis of the specific 
performance metrics, including precision, recall, and f1 
score, indicates that the study exhibits superior outcomes 
in both ‘depressed’ and ‘non-depressed’ classes. Moreo-
ver, the AUC score of 92% outperforms results reported 
for mentally disordered offenders [13]. Overall, the inves-
tigation showcases outstanding outcomes in detecting 
depression within the studied population, with notable 
performance metrics in precision, recall, and f1 score.

Moreover, the robustness of the model is further 
emphasized by the macro and weighted mean perfor-
mance metrics, with precision, recall, and f1-score, each 
exceeding 0.9. This indicates that the model is consist-
ently accurate across diverse age groups. Additionally, the 
model offers valuable insights into symptom variations 
across diverse age cohorts, facilitating the formulation of 
specific strategies for prevention and intervention. The 
model exhibits an 89% accuracy in assessing depression 
likelihood across different age groups. It demonstrates 

precision rates of 77% for ‘depressed’ cases and 94% for 
‘non-depressed’ cases. Moreover, the model achieves 
recall rates of 83% for ‘depressed’ individuals and 91% 
for ‘non-depressed’ individuals. Additionally, the f1 score 
stands at 80% for ‘depressed’ cases and 92% for ‘non-
depressed’ cases. These insights enrich the understand-
ing of symptom dynamics across different age brackets, 
aiding in the formulation of tailored intervention 
approaches.

After identifying symptoms across diverse age groups, 
the investigation focused on factors associated with 
depression at different ages using the Apriori algorithm. 
This analysis has revealed strong factors linked to depres-
sion at each age group. In the age group (10–11), depres-
sion development is influenced by environmental factors, 
family dynamics, and sleeping problems. Within the age 
group (12–13), notable associations with depression 
include parent–child disagreements, school-related chal-
lenges, and physical inactivity of the child. Similarly, in 
the age group (14–15), family dynamics, school-related 
issues, and personal habits play a role in depression 
development, while in the age group (16–17), factors 
such as bullying, financial hardship, sleep problems, 
and family dynamics strongly contribute to depression. 
However, no associated factors have been identified for 
depression in the age groups (6–7) and (8–9), as indicated 
by the low lift and conviction values. This highlights the 
significance of exploring the relationship between vari-
ous factors associated with depression, particularly dur-
ing adolescence (10–17 years). The absence of associated 
factors for age groups (6–7) and (8–9) suggests a poten-
tial difference in the dynamics of depression risk at these 
early ages. Children at age groups (6–7) and (8–9) are 
typically in early childhood and are still developing their 
understanding of themselves and the world around them. 
They may not yet have the cognitive ability to accurately 
report or communicate their feelings of depression or the 
factors contributing to it [23–25].

By utilizing ML algorithms and examining associated 
factors not captured by previous feature selection tech-
niques, this research provides a more comprehensive 
understanding of the multifactorial nature of depression 
and its interactions with early behaviours. Recogniz-
ing the presence of different associated factors at differ-
ent ages suggests that the factors influencing depression 
may change as individuals grow older. This change could 
be influenced by various factors such as changes in 
social environments, cognitive development, hormonal 
changes, and individual coping mechanisms.

Social environments
Social environments play a crucial role in mental health. 
During childhood and adolescence, individuals are 
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heavily influenced by family dynamics, peer relation-
ships, and school environments [26, 27]. As individuals 
transition into adulthood, factors such as work, relation-
ships, and societal expectations become increasingly 
influential [28, 29].

Cognitive development
Cognitive abilities evolve across the lifespan, impacting 
how individuals perceive and respond to stressors [30]. 
In childhood, limited cognitive capacities may affect the 
way individuals process and express emotions. As cogni-
tive abilities mature during adolescence and adulthood, 
individuals may develop more nuanced ways of under-
standing and coping with challenges [31, 32].

Hormonal changes
Hormonal fluctuations, particularly during puberty and 
later life stages, can influence mood and emotional well-
being [33, 34]. Adolescence, marked by significant hor-
monal changes, is a critical period where susceptibility to 
risk-taking behaviour may increase [35, 36].

Coping mechanisms
Coping mechanisms evolve from simple strategies in 
childhood to more complex cognitive and behavioural 
approaches in adolescence and adulthood [37, 38]. The 
ability to adaptively cope with stressors can mitigate the 
impact of risk factors for depression [39, 40].

Understanding how factors associated with age influ-
ence depression is crucial for developing targeted inter-
ventions and preventive measures. By focusing on 
age-specific factors linked to depression, tailored strate-
gies can be devised to enhance mental well-being at dif-
ferent life stages. This approach also aids in identifying 
risk and protective factors, facilitating early detection 
and intervention for individuals at higher risk based on 
their age-related factors. Furthermore, recognizing these 
age-specific factors can guide future research and refine 
prevention and intervention strategies. The integration 
of RF and the Apriori algorithm enables the collection of 
comprehensive data on depression symptoms and con-
tributing factors across various age groups, providing 
valuable insights for clinicians, researchers, and policy-
makers. This knowledge is essential for crafting effective 
treatment plans and prevention strategies tailored to dif-
ferent age groups affected by depression.

Limitations of the study
Several limitations within this study must be acknowl-
edged. Firstly, the dataset exclusively encompasses 
Australian children and adolescents aged (6–17), neces-
sitating caution when extrapolating the results to broader 
populations or different age groups. Secondly, the cross-
sectional design of the study is a limitation. While the 
longitudinal nature of the dataset offers valuable insights 
into the progression of depression symptoms and asso-
ciated factors over time, establishing causality is not 
possible. Nevertheless, it is crucial to recognize that the 
outcomes from this study underscore the efficacy of the 
data construction template.

Conclusion
The present study investigates the effectiveness of com-
bining a RF classifier with the Apriori algorithm in 
understanding and addressing depression across vari-
ous age brackets in Australian children and adolescents, 
ranging from 6 and 17  years old. The model demon-
strates a high accuracy rate of 94% in predicting ‘non-
depressed’ instances, attaining 96% precision rate and 
95% recall rate. Additionally, it performs well in predict-
ing ‘depressed’ instances, achieving an 88% precision and 
89% recall rate.

The variability of depression symptoms across different 
age groups is examined, highlighting the risk of depres-
sion within these age cohorts. These findings are crucial 
for developing targeted strategies to prevent and inter-
vene in cases of depression. Moreover, the findings aid 
in the creation of a reliable depression detection model 
capable of accurately identifying depression across a 
wide range of age groups. The model’s ability to precisely 
predict the probability of depression by considering spe-
cific attributes within each age bracket holds substan-
tial importance. Ultimately, this promotes better mental 
health outcomes for individuals of all ages.

Moreover, by employing the Apriori algorithm, this 
study unveils robust associations between specific factors 
and depression within distinct age groups. By leverag-
ing data-driven analysis, distinct patterns have emerged, 
showcasing the nuanced dynamics influencing mental 
health outcomes. For instance, in the (10–11) age group, 
environmental factors, family dynamics, and sleeping 
problems are identified as significant contributors. Mov-
ing to the (12–13) age group, parental factors, school 
problems, and the physical inactivity of the child strongly 
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contribute to depression. The exploration of the mental 
well-being of 14–15-year-olds unveils the intricate com-
plexities of depression, shedding light on the roles of 
family dynamics, school-related issues, and personal hab-
its. Similarly, teenagers aged 16–17 face challenges such 
as bullying and financial hardship, which can contribute 
to depression. Additionally, family dynamics, school-
related issues, and personal habits also play a significant 
role. This finding highlights the importance of recogniz-
ing these age-specific factors to better understand how 
different elements contribute to depression at various 
stages of development.

This study utilized a longitudinal data utilizing RF, 
Boruta, and the Apriori algorithm, to explore the asso-
ciation between early childhood behaviours and the sub-
sequent development of depression. The findings shed 
light on the importance of early detection, identified 

significant predictors of depression, and explored the 
influence of various factors on depressive symptoms 
across distinct age cohorts. The results enhance under-
standing of the likelihood of depression at different 
ages and provide valuable insights for early intervention 
strategies and targeted interventions. By utilizing the 
combination of insights provided by the RF and Apriori 
algorithms and considering a comprehensive range of 
variables, this study enhances understanding of the mul-
tifaceted nature of depression and guide the development 
of effective prevention and intervention strategies.

Appendix
See Figs. 4, 5, 6 and 7.

Fig. 4 Factors linked to depression in the age (10–11) and their impact on depression in the age group (16–17)
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Fig. 5 Factors linked to depression in the age (12–13) and their impact on depression in the age group (16–17)
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Fig. 6 Factors linked to depression in the age (14–15) and their impact on depression in the age group (16–17)



Page 16 of 17Haque et al. Health Information Science and Systems           (2025) 13:22 

Supplementary Information
The online version contains supplementary material available at https:// doi. 
org/ 10. 1007/ s13755- 025- 00335-9.

Below is the link to the electronic supplementary material.Supplementary 
file1 (DOCX 16 KB)

Funding
Open Access funding enabled and organized by CAUL and its Member 
Institutions.

Declarations

Conflict of interest
There is no conflict of interest to disclose. This research is part of a Doctoral 
dissertation that did not obtain a specific grant from public, private, or non-
profit funding agencies.

Author details
1 School of Mathematics, Physics and Computing, University of Southern 
Queensland, Toowoomba, Australia. 2 School of Business, University of South-
ern Queensland, Toowoomba, Australia. 

Received: 15 February 2024   Accepted: 1 January 2025

References
 1. Metrics, I.o.H. and Evaluation, Global health data exchange (GHDx). Insti-

tute of Health Metrics and Evaluation Seattla WA USA (2021)
 2. AIHW, Mental health: prevalence and impact. In: Mental health services in 

Australia. Canberra: AIHW (2022).
 3. Haque UM, Kabir E, Khanam R. Detection of Depression and Its Likelihood 

in Children and Adolescents: Evidence from a 15-Years Study. In: Interna-
tional Conference on Health Information Science. Cham: Springer (2023).

 4. Zhang C, et al. An improved association rule mining-based method for 
revealing operational problems of building heating, ventilation and air 
conditioning (HVAC) systems. Appl Energy. 2019;253: 113492.

 5. Chiclana F, et al. ARM–AMO: an efficient association rule mining 
algorithm based on animal migration optimization. Knowl-Based Syst. 
2018;154:68–80.

 6. Vasoya A, Koli N. Mining of association rules on large database using 
distributed and parallel computing. Procedia Comp Sci. 2016;79:221–30.

 7. Zhu S. Research on data mining of education technical ability training for 
physical education students based on Apriori algorithm. Clust Comput. 
2019;22(6):14811–8.

 8. Jha J, Ragha L. Educational data mining using improved apriori algorithm. 
Int J Inform Comput Technol. 2013;3(5):411–8.

 9. Angeline DMD. Association rule generation for student performance 
analysis using apriori algorithm. SIJ Trans Comp Sci Eng Appl (CSEA). 
2013;1(1):12–6.

 10. Jeeva SC, Rajsingh EB. Intelligent phishing url detection using association 
rule mining. HCIS. 2016;6(1):1–19.

 11. Raj S, et al. EAFIM: efficient apriori-based frequent itemset min-
ing algorithm on Spark for big transactional data. Knowl Inf Syst. 
2020;62:3565–83.

Fig. 7 Factors linked to depression in the age (16–17) and their impact on depression in the age group (16–17)

https://doi.org/10.1007/s13755-025-00335-9
https://doi.org/10.1007/s13755-025-00335-9


Page 17 of 17Haque et al. Health Information Science and Systems           (2025) 13:22 

 12. Soloff C, Lawrence D, Johnstone R. Sample design. Australian Institute of 
Family Studies Melbourne (2005).

 13. Kubinger KD. On artificial results due to using factor analysis for dichoto-
mous variables. Psychol Sci. 2003;45(1):106–10.

 14. Khushi M, et al. A comparative performance analysis of data resampling 
methods on imbalance medical data. IEEE Access. 2021;9:109960–75.

 15. Kursa MB, Jankowski A, Rudnicki WR. Boruta–a system for feature selec-
tion. Fund Inform. 2010;101(4):271–85.

 16. Kursa MB, Boruta for those in a hurry. 2020. Available: https:// cran.r- proje 
ct. org/ web/ packa ges/ Boruta/ vigne ttes/ inahu rry. pdf.

 17. Breiman L. Random forests. Mach Learn. 2001;45(1):5–32.
 18. Cortes C, Vapnik V. Support vector machine. Mach Learn. 

1995;20(3):273–97.
 19. Hosmer Jr DW, Lemeshow S, Sturdivant RX. Applied logistic regression, 

vol. 398. New York: Wiley (2013).
 20. Wang F, et al. Association rule mining based quantitative analysis 

approach of household characteristics impacts on residential electricity 
consumption patterns. Energy Convers Manage. 2018;171:839–54.

 21. Yuan X. An improved Apriori algorithm for mining association rules. In: 
AIP conference proceedings. USA: AIP Publishing LLC, 2014.

 22. Avedissian T, Alayan N. Adolescent well-being: A concept analysis. Int J 
Ment Health Nurs. 2021;30(2):357–67.

 23. Malik F, Marwaha R, Developmental stages of social emotional develop-
ment in children. In: StatPearls. Treasure Island, FL: StatPearls Publishing; 
2018. Available: https:// www. ncbi. nlm. nih. gov/ books/ NBK53 4819/.

 24. Garber J, Frankel SA, Herrington CG. Developmental demands of cogni-
tive behavioral therapy for depression in children and adolescents: 
cognitive, social, and emotional processes. Annu Rev Clin Psychol. 
2016;12:181–216.

 25. Lefa B. The Piaget theory of cognitive development: an educational 
implications. Educ Psychol. 2014;1(1):1–8.

 26. Long E, Zucca C, Sweeting H. School climate, peer relationships, and ado-
lescent mental health: a social ecological perspective. Youth & society. 
2021;53(8):1400–15.

 27. Tomé G, et al. How can peer group influence the behavior of adolescents: 
explanatory model. Global J Health Sci. 2012;4(2):26.

 28. Keller TE, Cusick GR, Courtney ME. Approaching the transition to adult-
hood: distinctive profiles of adolescents aging out of the child welfare 
system. Social Service Rev. 2007;81(3):453–84.

 29.  Wood D, et al. Emerging adulthood as a critical stage in the life course. In: 
Handbook of life course health development. Springer; 2018. pp. 123–43.

 30. Epel ES, et al. More than a feeling: a unified view of stress measurement 
for population science. Front Neuroendocrinol. 2018;49:146–69.

 31. Scott SB, et al. The effects of stress on cognitive aging, physiology and 
emotion (ESCAPE) project. BMC Psychiatry. 2015;15(1):1–14.

 32. Compas BE, et al. Coping and emotion regulation from childhood to 
early adulthood: points of convergence and divergence. Aust J Psychol. 
2014;66(2):71–81.

 33. Marceau K, Dorn LD, Susman EJ. Stress and puberty-related hormone 
reactivity, negative emotionality, and parent–adolescent relationships. 
Psychoneuroendocrinology. 2012;37(8):1286–98.

 34. Wieczorek K, Targonskaya A, Maslowski K. Reproductive hormones and 
female mental wellbeing. Women. 2023;3(3):432–44.

 35. Backes EP et al. Adolescent development. In: The Promise of Adolescence: 
Realizing Opportunity for All Youth. National Academies Press (US) (2019).

 36. Roberts AG, Lopez-Duran NL. Developmental influences on stress 
response systems: implications for psychopathology vulnerability in 
adolescence. Compr Psychiatry. 2019;88:9–21.

 37. Zimmer-Gembeck MJ, Skinner EA. The development of coping across 
childhood and adolescence: an integrative review and critique of 
research. Int J Behav Dev. 2011;35(1):1–17.

 38. Zimmer-Gembeck MJ, Lees D, Skinner EA. Children’s emotions and cop-
ing with interpersonal stress as correlates of social competence. Aust J 
Psychol. 2011;63(3):131–41.

 39. Compas BE, et al. Coping with stress during childhood and adolescence: 
problems, progress, and potential in theory and research. Psychol Bull. 
2001;127(1):87.

 40. Kato T. Development of the coping flexibility scale: evidence for the cop-
ing flexibility hypothesis. J Couns Psychol. 2012;59(2):262.

Publisher’s Note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

https://cran.r-project.org/web/packages/Boruta/vignettes/inahurry.pdf
https://cran.r-project.org/web/packages/Boruta/vignettes/inahurry.pdf
https://www.ncbi.nlm.nih.gov/books/NBK534819/

	Insights into depression prediction, likelihood, and associations in children and adolescents: evidence from a 12-years study
	Abstract 
	Purpose: 
	Methods: 
	Results: 
	Conclusion: 

	Introduction
	Material and methods
	Dataset
	Sample
	Methodology
	Data processing
	Data extraction
	Variable selection
	Case selection
	Handling imbalanced dataset
	Feature selection
	Classification
	Random forest (RF) 
	Support vector machine (SVM) 
	Logistic regression (LR) 
	Performance metrics 
	Area under receiver operating characteristic curve (AUC) score 

	Association rule mining
	Apriori 
	Performance measure 



	Results
	Prediction model
	Association rule mining model
	Strong associated factors of depression before adolescence linked to depression at age group (16–17)
	Strong associated factors of depression during adolescence linked to depression at age group (16–17)


	Discussion
	Social environments
	Cognitive development
	Hormonal changes
	Coping mechanisms

	Limitations of the study
	Conclusion
	Appendix
	References


