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A B S T R A C T

Precise and timely disease diagnosis is essential for making effective treatment decisions and halting disease 
progression. Biomedical signals offer the potential for non-invasive diagnosis of diverse conditions, enhancing 
the ability to predict clinical outcomes and plan treatments more effectively. These signals have garnered sig-
nificant attention, particularly in +conjunction with artificial intelligence (AI)-powered models, such as con-
ventional machine learning (ML) and deep learning (DL), demonstrating promising outcomes. However, DL 
models, which have become the de facto standard in medical data analysis, encounter challenges such as 
inadequate data availability, improper distribution, and storage limitations. To mitigate these issues, transfer 
learning (TL) has been employed to transfer knowledge from one domain to a related domain, enabling models to 
be fine-tuned with small-scale data while ensuring adaptability across diverse contexts, including variations in 
subjects, datasets, and sessions. This review presents a detailed and systematic overview of studies from the 
current decade that have employed TL models for healthcare-related applications using biomedical signals. In the 
introduction section, we explain the importance of employing TL techniques on biomedical signals in various 
domains, including disease diagnosis and prediction, and brain-computer interfaces (BCIs). The following section 
presents TL strategies. Another section is dedicated to searching and selection of articles based on the PRISMA 
method from reference databases including IEEE, Scopus, Web of Science, and PubMed. In this review, we 
examined 239 Q1 articles. Review articles published using TL techniques with biomedical signals are discussed in 
a separate section. In this review, we have studied the papers that have utilized TL techniques with various 
biosignals for various applications. Following this, we discuss the key challenges and future directions for the 
field based on the reviewed articles and conclude with a summary of key findings. Based on our study, EEG 
signals were the most frequently utilized in TL methods, particularly in the context of Brain-Computer Interface 
(BCI) applications, followed by applications in epilepsy detection. Additionally, domain adaptation methods are 
widely used in biomedical signals to address variations in data distribution caused by differences in subjects, 
devices, datasets, and recording conditions. These methods aim to align source and target domains, enabling 
models to generalize effectively across diverse datasets. This study provides a comprehensive review of current 
TL methods, offering useful insights for choosing the most suitable TL techniques for specific applications. It aims 
to deal with problems like data scarcity, domain mismatches, real-time issues, and hardware resource constraints 
in real-world scenarios.
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1. Introduction

Analysis of biomedical signals is widely exploited in healthcare ap-
plications for diagnosis, prediction, and therapeutic monitoring of 
diverse medical conditions [1,2]. These signals are captured using 
different sensors that are either implanted or positioned on specific re-
gions of the skin surface [3], e.g., electromyography (EMG), which re-
cords surface skeletal muscle electrical activity; electrocardiography 
(ECG), surface heart muscle electrical activity, which reflects heart rate 
and rhythm; electroencephalogram (EEG), surface electrical activity of 
brain activity via scalp electrodes; photoplethysmography (PPG), blood 
volume within tissue vascular beds, which reflects oxygenation as well 
as pulsatile blood flow; and electrooculogram (EOG), corneal-retinal 
electrical potential. Extracting relevant features from these signals is 
obligatory for medical diagnostic or prognostic interpretation [4,5].

The interpretation of biomedical signals for healthcare presents 
several challenges. While some techniques like PPG is widely accessible, 
signal acquisition in some cases such as EEG and EMG require special-
ized skills and can be expensive. Expert analysis of signals is manually 
intensive and liable to fatigue, especially if the data volume is large, such 
as in continuous data recorded by wearable devices [6,7]. Moreover, 
altered signal waveform due to artifact and noise can compromise ac-
curate interpretation [8,9]. Finally, even among experts, manual inter-
pretation is subject to intra- and inter- differences among operators [10]. 
To tackle these challenges, many researchers have developed artificial 
intelligence (AI)-enabled computer-aided diagnosis (CAD) systems that 
can efficiently learn expert-labeled biomedical signals and are capable of 
automated classification for clinical diagnostic and predictive applica-
tions [11]. For instance, in the neuroscience field, EEG-based CAD sys-
tems have been applied to diverse applications, including emotion 
recognition [12,13,14]; detection of disorders like epilepsy [15–17], 
autism spectrum disorders (ASD) [18–20], attention deficit hyperactiv-
ity disorder (ADHD) [21–23], and schizophrenia (SZ) [24–26]; and 
brain-computer interfaces (BCIs) for physical rehabilitation [27–29].

Most AI CAD systems are based on either deep learning (DL) or 
traditional machine learning (ML). Compared with DL, ML offers 
explainability (as the feature engineering is designed with expert in-
puts), is better able to train using small data volumes, has lower risk of 
overfitting, and requires less computational power [30,31]. However, 
ML-based CAD systems may be inefficient in real-world scenarios and 
perform poorly with large datasets. Using deep architectures, DL models 
can effectively process large signal data volumes to automatically 
extract intricate, high-level features from raw signals, capturing patterns 
that might be overlooked by humans [32,33], obviating the need for 
signal preprocessing and prior design-intensive handcrafted feature 
engineering [34–37]. DL is widely adopted due to high performance but 
requires large training data volume, consistent training and test data 
distributions, and high time and computational costs. DL performs best 
when training with high-volume labeled training datasets [38]; and also, 
when the feature space and distribution of the training and test data are 
the same, which necessitates model reconstruction using updated data 
should the distribution become altered [36]. Whether collecting medical 
training data from scratch or recollecting training data (and then 
rebuilding models) are tasks that are neither cheap nor practical for 
many medical conditions [37]. By leveraging large amounts of unla-
beled data to enhance learning accuracy with limited amount of labeled 
data, semi-supervised learning partially mitigates the data scarcity 
problem by minimizing the requirement for large amounts of labeled 
training data [38]. Nevertheless, collecting unlabeled samples can also 
be challenging, often resulting in suboptimal models. Alternative solu-
tions such as data augmentation, data synthesis, cloud computing, and 
distributed learning have been proposed to address these limitations 
[36] but these approaches frequently come with trade-offs regarding 
computational demands, efficiency, and security.

Transfer learning (TL) has gained attention as a promising solution to 
DL’s present challenges. Utilizing knowledge gained from source tasks in 

different domains, TL eliminates the need to learn from scratch with 
large training dataset [39]. This approach addresses the critical issue of 
insufficient labeled medical training data [40,41]. As TL has been 
pre-trained, time and computational resources required for model 
training are considerably decreased. When data comes from dissimilar 
sources or conditions (e.g., different people, devices, or environments), 
it often varies in how it is distributed, leading to mismatches which can 
lessen the accuracy and effectiveness of ML models, especially when the 
testing data differs from the training data. TL addresses this challenge by 
transferring knowledge from one domain (e.g., a dataset of ECG signals) 
to another or even combining knowledge from multiple domains. This 
allows models to adapt better to new or varied data, improving their 
performance and ensuring they work effectively across diverse sources 
or distributions [39].

This work aims to systematically review TL and its implementation 
in healthcare applications based on diverse biomedical signals, which 
may benefit researchers in this field. The article is structured as follows: 
Section 2 explains the different categories of TL and the principles un-
derlying each; Section 3 explains the review method and compares our 
work against existing literature; Section 4 detains to results, stratified by 
signal types; Section 5 discusses challenges and future works; and Sec-
tion 6 outlines our conclusions.

2. Transfer learning

DL models assume that there is a similarity in feature spaces and 
distributions between the training data (source domain) and the test 
data (target domain). When there is a discrepancy in the feature space or 
distribution of test data, existing prediction or detection models become 
ineffective. This requires rebuilding and retraining models with newly 
acquired training data, which can be costly, and impractical. Estab-
lishing such models for target domains with limited labeled data is 
exceedingly challenging through supervised learning alone: it is often 
difficult to gather enough labeled data, making it impossible to build 
new models from scratch through data collection. With TL, which 
transfers knowledge from another domain that possesses abundant 
labeled data, we can circumvent the limitation to facilitate development 
of learning-based models for the target domain.

In developing DL models for healthcare applications, there is pri-
marily a lack of domain-specific labeled medical data, which require 
specialized laborious and costly labeling by experts. In contrast, the use 
of natural images for model training is not limited by scarcity, access, 
and ethical constraints [42]. TL, which uses networks pre-trained on 
natural images, has unsurprisingly burgeoned in AI research. The 
pre-trained models like LeNet [43], AlexNet [44], VGGNet [45], ResNet 
[46], GoogLeNet [47], DenseNet [48], XceptionNet [49], and Squeeze-
Net [50] have been fully trained on ImageNet [51]. By retraining certain 
aspects of these networks to adapt them to new domains, TL provides 
faster convergence and satisfactory results. While TL has proven suc-
cessful in numerous applications, the distinct characteristics of medical 
data raise concerns and uncertainties.

2.1. Transfer learning advantages

TL confers several advantages. So long as there are similarities be-
tween the source and target domains, the knowledge gained by the 
model trained on the source domain, which typically contains abundant 
labeled data, can be leveraged in the target domain, even though the 
latter may have limited or no labeled data (Fig. 1) [52–54]. This 
approach reduces dependency on large, annotated datasets, minimizing 
the need for extensive medical data collection and labeling, which can 
be expensive and difficult to obtain [55]. Besides requiring less training 
data, TL mitigates issues like overfitting as well as enables the devel-
opment of deeper networks with more parameters, which may improve 
target models. On limited target domain data, fine-tuned pre-trained 
models often extract significant features that result in superior 
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performance compared with training models from scratch [56,57].
Pre-trained models can optimize their transferred parameters to the 

target domain using small amounts of data, thereby accelerating 
convergence of target models, and reducing training time and compu-
tational costs. By enabling efficient deployment on resource-constrained 
hardware, TL supports practical applications requiring streamlined 
computations [58], e.g., continuous wearable monitors, which possess 
limited processing power and memory. Finally, TL enhances the 
generalizability of models. Biomedical signals often show significant 
variability across individuals and sessions, which can degrade model 
performance and require re-training for different users and sessions. TL 
helps address this issue by extracting transferable features that can be 
applied across different tasks and subjects. Methods like domain adap-
tation further enhance generalizability, allowing models to perform well 
across diverse scenarios without needing to retrain for every new user or 
session. By creating reusable models, TL reduces training demands and 
improves reliability, turning it into an affordable and efficient solution 
for diverse applications [59].

2.2. Types of transfer learning

There is no consensus on a unified or standardized approach for 
classifying the different types of TL. To facilitate understanding of TL 
from various perspectives, we have grouped TL into categories of TL 

according to the label, feature, and learning style in this work.

2.2.1. Sort by label types
Depending on whether the labeled data is available in the source or 

target domain, TL can be divided into inductive transductive, and un-
supervised TL (Fig. 2) [53,60].

In inductive TL, there is a difference in tasks between the source and 
target domains, but they remain related, and the target domain has 
limited labeled data. Two possible scenarios exist. If the source domain 
incorporates substantial labeled data, it is akin to multitask learning 
albeit with a difference: whereas multitask learning simultaneously 
learns both source and target tasks, inductive TL improve the target task 
performance using knowledge gained from the source task [53]. If the 
source domain contains little or no labeled data, it becomes like 
self-taught learning [20,61].

In transductive TL, the tasks in the source domain and target domain 
are the same; and the target domain lacks labeled data. The latter makes 
it well-suited for medical practices, as labeled target domain data are 
often unavailable. Transductive TL can be subclassified according to the 
level of resemblance in feature spaces across the source and target do-
mains. Where both the domains and tasks in the source and target are 
identical, methods addressing sample selection bias [62] or covariate 
shift [63] are used. If the domains differ but the tasks are the same, the 
focus shifts to situations where the marginal probability distributions of 

Fig. 1. Workflow of transfer learning using biomedical signals.

Fig. 2. Overview of TL strategies.
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the input data vary [53,64]. The latter case is relevant to a heteroge-
neous TL method, domain adaptation, which is used for knowledge 
transfer in various cross-subject, cross-session, and cross-dataset appli-
cations, e.g., EEG-based emotion recognition [65,66] and BCI [67], and 
ECG-based arrhythmia classification [68]. Domain adaptation [69] in-
volves sufficient training on source data, followed by adjustments based 
on distribution of target data.

In unsupervised TL, the tasks in the source domain and target domain 
differ; and both the source domain and target domain contain unlabeled 
data. It leverages correlation between the source and target domains to 
facilitate unsupervised learning tasks in the target domain, including 
clustering and dimensionality reduction [70]. Unavailability of large, 
labeled datasets and multiple co-occurring diseases, which complicate 
the labeling process, are issues that confound supervised learning. These 
challenges are less impactful for unsupervised approaches, as they can 
learn effectively from substantial amounts of unlabeled data via 
pre-training. If sufficient features are extracted during pre-training, 
models can achieve high performance in downstream tasks despite 
limited data. In [71], unsupervised TL models applied to analyzes of EEG 
and ECG signals yielded promising results. Unsupervised learning 
methods rely on generative models. e.g., variational autoencoders 
(VAE), clustering, and generative adversarial networks (GANs).

2.2.2. Sort by feature types
Depending on feature differences between the source domain and 

target domain, TL can be divided into homogeneous TL and heteroge-
neous TL (Fig. 2) [36,53]. In homogeneous TL, the source domain and 
target domain share the same feature space in terms of semantics and 
dimensions and is generally easier to implement. In heterogeneous TL, 
feature sets in the source domain and target domain differ in semantics 
and dimensions [52]. The latter more resembles real-world scenarios, in 
which highly heterogeneous biomedical signals result in variations in 
feature spaces and distributions between the source and target domains. 
Heterogeneous TL plays a crucial role in addressing these domain dif-
ferences and shifts, enabling algorithms to be employed across a range of 
healthcare applications without the need for advanced techniques to 
align the distributions of training and test data.

2.2.3. Sort by learning style
TL can be conducted offline or online (Fig. 2). In offline TL, the 

source and target domains are static; a single transfer of knowledge 
occurs without update [72,73], which may lead to suboptimal results on 
new datasets. In online TL the model continuously updates as new data 
become available– in the target domain, data generation and real-time 
processing occur dynamically [74] –allowing it to adapt to changing 
data distributions [76]. Although more challenging, online TL is 
preferred as biomedical signals often vary in quantity and distribution 
over time. Combining continuous updates from online learning with 
knowledge derived from a source domain, online TL can enhance the 
effectiveness of ongoing tasks in the target domain. It is particularly 
useful for real-time applications, e.g., driver drowsiness detection [75,
76], continuous epilepsy monitoring [77], BCI [78], and wearable de-
vices [79].

TL approaches can also be classified into four groups: (1) instance- 
based; (2) feature-based; (3) parameter- or model-based; and (4) rela-
tional or adversarial-based [36,54]. Instance-based TL operates on the 
premise that specific parts of data from the source domain can be 
leveraged to enhance the effectiveness of target-domain classifiers by 
allocating and tuning the weights of data from the source domain using 
methods like reweighting [80] and importance sampling [81]. 
Feature-based TL creates a feature representation that minimizes dis-
crepancies between the source and target domains while preserving 
maximum information from both. Methods used can be categorized into 
two subtypes: (1) asymmetric, which transforms source features to align 
with target features; and (2) symmetric, which discovers a common 
latent feature space and transforms source and target features into a 

new, unified representation [36]. Model- or parameter-based TL in-
volves reusing knowledge within a model by incorporating pre-trained 
layers in various combinations, with some layers frozen, some 
fine-tuned, and others newly added. Relational or adversarial-based 
methods extract transferable features by exploiting logical relation-
ships or rules from the source domain, or by using techniques inspired by 
GANs [82].

Deep TL is implemented using either weight initialization or fine- 
tuning [42]. In weight initialization, pre-trained model weights are 
transferred to a new dataset and updated; in fine-tuning, certain layers 
remain frozen while others are updated. In the popular fine-tuning 
method, the only trainable layer is the final classification or fully con-
nected layer, with all other layers frozen. Fine-tuning is particularly 
useful when the new task is closely similar to the task the model was 
initially trained on. Before applying fine-tuning, it is important to design 
a strategy based on several factors, including the quantity of data 
available, the pre-training datasets used, and the nature of the task being 
solved. Each factor is critical in deciding the extent of weight freezing 
and the layers that should be updated during fine-tuning. When dealing 
with a new dataset that is small and closely related to the pre-trained 
task, the common method is to retrain only the output layers’ weights 
while keeping the other layers’ weights frozen. This method applies if 
the task is similar and there is adequate data. In contrast, if the new task 
differs significantly from the pre-trained one and the dataset is limited, 
the initial layers are kept frozen, and the later layers’ weights are 
retrained with the new data [42,83]. Sometimes, all weights may need 
to be updated with the new dataset to adapt to the new task effectively.

For the analysis of biomedical signals, TL methods primarily involve 
feature-based and model-based approaches, as variability between 
subjects, sessions, and domains complicates the generalization process 
for models. Feature-based TL mitigates the discrepancy between the 
source and target domains by extracting unchanging features using 
techniques like domain adaptation [66,84] and maximum mean 
discrepancy (MMD) [85]to adjust feature distributions, thereby facili-
tating more efficient knowledge transfer across different tasks, sessions, 
subjects, or domains. In model-based TL, models are either employed as 
feature extractors or adapted for specific analysis tasks. Convolutional 
neural network (CNN) models pre-trained on 2D images into ImageNet 
dataset must be adapted for 1D time-series biomedical signal data like 
EEG and ECG. To apply these models effectively, the signals must be 
converted into 2D representations, which may be achieved by trans-
forming the time-series signals into spectrograms or scalograms via 
techniques like short-time Fourier transform (STFT) or wavelet trans-
form (WT).

3. Review methodology

We conducted a systematic review on the utilization of TL in 
analyzing biomedical signals for various health-related applications, 
including the brain, heart, and BCI applications per PRISMA guidelines 
[86]

3.1. Search strategy and selection criteria

We searched PubMed, Web of Science, Institute of Electrical and 
Electronics Engineers (IEEE), Xplore Digital Library, and Scopus data-
bases for papers published up to 30 October 2024 using Boolean com-
binations of various keywords related to TL-based medical applications 
and the relevant biomedical signals employed: ‘‘transfer learning, ’’ 
‘‘pre-trained, ’’ ‘‘biomedical signals," ‘‘machine learning, ’’ ‘‘deep 
learning, ’’ ‘‘detection, ’’ ‘‘classification, ’’ ‘‘prediction, ’’ ‘‘diagnosis, ’’ 
‘‘medical, ’’ ‘‘healthcare, ’’ ‘‘mental, ’’ ‘‘health’’, ‘‘electroencephalo-
gram’’, ‘‘EEG’’, ‘‘electrocardiogram’’, ‘‘ECG’’, ‘‘photoplethysmogram’’, 
‘‘PPG’’, ‘‘galvanic skin response’’, ‘‘GSR’’, ‘‘eye tracking’’, ‘‘ET’’, 
‘‘electrooculogram’’, ‘‘EOG’’, ‘‘blood pressure’’, ‘‘BP’’, ‘‘poly-
somnography’’, ‘‘PSG’’, ‘‘ballistocardiogram’’, ‘‘BCG’’, ‘‘functional 
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near-infrared spectroscopy’’, ‘‘fNIRS’’, ‘‘electromyography’’, ‘‘EMG’’, 
‘‘magnetoencephalography’’, ‘‘MEG’’, and ‘‘multi-modality’’.

The initial search yielded 2390 publications, of which 1064 were 
duplicates. Subsequent screening of article titles and abstracts removed 
conference papers, non-journal articles, editorials, perspectives, re-
views, and articles unrelated to TL or healthcare. Further exclusion of 
articles published before 1 January 2014, non-English publications, and 
articles without full-text access, 450 articles remained for full-text re-
view. A final round of review excluded non-Q1 journal articles and ar-
ticles without adequate performance results of ML or DL models, leaving 
239 articles included for analysis (Fig. 3).

3.2. Comparison with existing review papers

A primary contribution of this study is its broad scope: we examine 
studies utilizing various biomedical signals, e.g., EEG, ECG, PCG, PPG, 
etc. We also comprehensively review diverse healthcare applications, e. 
g., disease detection/prediction, BCI systems, etc. Our comprehensive 
review of TL medical applications across diverse biomedical signals thus 
distinguishes itself from recent review articles that focused on single 
signal sources (Fig. 4). Han et al. [87] reviewed pre-trained models for 
ECG-related medical applications, highlighting challenges and future 
research directions. Several authors have published on TL applications 
in brain-computer interfaces (BCI) [88–90]. Khan et al. [91] reviewed 
studies published between 2014 and 2024 on CNN-based TL models for 
Alzheimer’s disease detection and classification using neuroimaging 
data [94]. Classical ML and TL approaches to improve generalizability in 
emotion recognition using EEG signals across diverse settings were 
reviewed in [92]. Likewise, Li et al. [59] reviewed studies focused on 
emotion recognition using EEG signals. The authors in [60,93] discussed 
key methods in TL and examined their real-world applications in EEG 
signal processing, highlighting challenges and areas for further research. 
Ray et al. [93] reviewed TL-based human activity recognition, consid-
ering various learning approaches as well as aspects of sensing, 
including wearable, non-wearable, and ambient sensors. The authors in 
[94] surveyed papers on application of TL techniques for improving 
digital health services and healthcare outcomes.

4. Results

Biomedical signals are extensively used for detecting and predicting 
various health conditions, such as schizophrenia [95], heart disease 
[96], epilepsy [97], mental health [98], sleep stage [99], emotion 
recognition [100], and stroke [101]. All 239 reviewed papers are sum-
marized in Tables A.1–A.19 (Appendix A), which provide key informa-
tion for each article, including the datasets utilized for source and target 
applications, signal modalities, TL models, and evaluation criteria. Also, 
in this section, we explore TL models and their key features for 1-D 
signal applications, as well as the use of TL in clinical applications.

4.1. Number of annual papers published in this field

There has been a consistent growth in research papers in the last 
decade (Fig. 5), which highlights the potential of TL to address data 
scarcity and domain mismatches, and to enhance model accuracy and 
efficiency in health-related applications. TL is, therefore, becoming a 
key area of study within biomedical signals and healthcare research. The 
most widely used biomedical signals are EEG, ECG, and PCG; some 
models used multiple modalities (Fig. 5).

4.2. EEG- based TL applications

EEG, which provides a spatiotemporal map of surface electrical ac-
tivity of the brain, is common studied in neuroscience research, clinical 
diagnosis (e.g., Alzheimer’s disease [102,103], schizophrenia [104], 
and mild cognitive impairment [105]), and BCI applications (e.g., 
speech recognition [106], emotion recognition [107], and rehabilitation 
[108]). Many EEG-based models assume stable signal data distributions. 
However, EEG signals are inherently non-stationary and exhibit 
considerable inter-subject and inter-study variabilities due to variations 
in brain anatomy, signal noise, individual physiological, and psycho-
logical states, which limiting generalizability of classifiers across sub-
jects and sessions. To address this limitation, researchers are 
increasingly employing TL techniques to enhance model performance 
across diverse populations and recording contexts, aiming to enhance 
the practical applicability of EEG models in real-world practices. These 

Fig. 3. PRISMA workflow for literature search.
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studies are summarized in Tables A.1–A.9 (Appendix A).
The number of papers utilizing TL methods for EEG research has 

grown over the past decade, with BCI applications and epilepsy ac-
counting for the largest proportions (Fig. 6), which underscores TL’s 
potential to address key challenges like variability between subjects and 
tasks, scarce labeled data, and hardware-related constraints. 12 of the 35 
studies on epilepsy detection and prediction employed pre-trained 
models including VGG, ResNet, DenseNet, Inception, and AlexNet 

(Table A.1), which used 2-D spectrograms or scalograms of EEG signals 
for epileptic seizure detection. The pre-trained network serves as a fixed 
feature extractor from the input images or is fine-tuned, partially or 
fully, to improve epilepsy detection accuracy. While these models, 
trained on ImageNet, can reduce training time, and achieve good results, 
they face challenges due to domain mismatches, as features learned from 
natural images often fail to capture the unique temporal and spatial 
aspects of EEG signals. Additionally, the inherent variability in EEG 

Fig. 4. Comparison of our review paper with other related reviews based on various signals.

Fig. 5. Secular trend of publications (a) and their distribution by biomedical signal modality (b). Other modalities include galvanic skin response, respiration, skin 
temperature, and eye tracking (ET).
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data, such as differences across subjects and recording conditions, 
further complicates the generalization of these models. These factors 
often necessitate domain-specific adaptations, or the development of 
models tailored particularly for EEG data to achieve optimal perfor-
mance. For example, in [109], the authors used pre-trained models like 
VGG16, VGG19, ResNet50, InceptionV3, DenseNet121, Xception, NAS-
Net, and ONASNet, and attained best accuracy of 99.67 %. In [110], 
99.17 % accuracy was attained for neonatal seizure detection by 
fine-tuning models like AlexNet, ResNet, GoogLeNet, and DenseNet.

Owing to notable inter-subject variability in EEG signals, most 
seizure classification models relied on subject-dependent approaches to 
optimize accuracy. This requires extensive labeling of individual re-
cordings, making it impractical for real-world applications. To address 
this limitation, researchers have employed TL domain adaptation 
methods (DA) to transfer knowledge from patient-independent models 
to patient-specific models, enabling effective generalization across pa-
tients. DA for cross-subject EEG classification mitigates data distribution 
shifts between subjects by aligning features across patient datasets, 
enhancing generalizability and seizure classification performance while 
mitigating the requirement for significant labeling of new data. By 
requiring clinicians to label only a single seizure onset and non-seizure 
period for a new patient, this TL approach allows for quick fine-tuning of 
pre-trained models, offering a more efficient and less labor-intensive 
diagnostic process compared to fully subject-dependent models. While 
the subject-independent approach is practical for clinical use, only six 
studies have applied DA techniques to address epileptic-related issues 
because of prominent inter-subject discrepancies and data scarcity. Cue 
et al. [111] introduced a subject-specific EEG recognition method that 
learned domain-invariant features and adapted transfer strategies by 
comparing feature distributions of source and target samples. Addi-
tionally, researchers have focused more on transductive TL than 
inductive TL, as transductive TL does not require labeled target data. 
This approach is particularly appropriate for recognizing epileptic EEG 
signals in scenarios where labeled seizure data in the target domain is 
limited [112–114].

Five studies used pre-trained models from ImageNet like VGG, 
ResNet, Inception, DenseNet, EfficientNet, and AlexNet for diagnosis of 
schizophrenia (Table A.2); three studies used pre-trained models like 
SqueezeNet, AlexNet, ResNet18, GoogLeNet, MobileNetV2, ShuffleNet, 
EfficientNet, and DenseNet for diagnosing ASD with satisfactory results 
(Table A.3). EEG data often exhibit unique characteristics, such as 
variability in patient demographics, recording conditions, and signal 
noise, which can introduce biases or hinder performance. These 

variations between source and target domains may reduce the model’s 
proficiency to generalize effectively. Therefore, improving the similarity 
between the source and target datasets through techniques like DA or 
domain-specific fine-tuning provides an effective approach to resolve 
these issues and improve model performance in medical applications. 
For instance, in [115], models such as VGG-16, ResNet50V2, Incep-
tionV3, DenseNet121, and EfficientNetB0 were utilized, attaining up to 
99.9 % accuracy for schizophrenia diagnosis. In [116], hybrid deep 
lightweight features extracted from MobileNetV2, ShuffleNet, and 
SqueezeNet were used for ASD detection.

Eleven studies (8 % of the EEG studies) focused on detecting issues 
related to mental workload or fatigue (Table A.4). More than half of 
these studies utilized DA methods to enable cross-subject and cross-task 
modeling, given the considerable differences in EEG signals among 
subjects. Wang et al. [117] proposed Sleep EEGNet model (pre-trained 
on the Sleep-EDF dataset using DA), which facilitated effective 
cross-domain knowledge transfer, allowing the model to detect fatigue 
in both virtual and actual situations with 91.5 % accuracy and robust 
generalizability despite limited data. In [118], the authors introduced an 
enhanced EasyTL-based technique for cross-subject EEG-based fatigue 
detection, which yielded satisfactory results, but the efficiency of 
EEG-based mental workload evaluation across different tasks was 
limited due to the varying EEG response patterns across varied tasks, 
which significantly impaired the model’s real-world generalizability. In 
[84,119], the authors applied TL methods to assess cross-task mental 
workload across various tasks, offering a promising solution to these 
challenges.

Fifteen studies focused on EEG-based emotion recognition 
(Table A.5.), a field that faces significant challenges due to differences 
between individuals in EEG signals to the same stimuli. Much research 
sought to address performance limitations caused by differences in EEG 
signals across subjects, sessions, devices, and datasets. Wang et al. [120] 
introduced a deep multi-source adaptation transfer network (DMATN) 
to resolve subject-specific data bias and the lack of sufficient training 
samples for new subjects for online EEG emotion recognition. Ma et al. 
[85] introduced a cross-subject source domain selection approach to 
address the accuracy issues in cross-subject EEG-based emotion recog-
nition, which results from negative transfer due to inappropriate data in 
the source domain. While there has been growing interest in 
cross-device challenges using TL, few studies have explored cross-device 
tasks, highlighting an important area for future investigation. Liu et al. 
[121] applied TL to improve emotion recognition on few-channel EEG 
data by employing knowledge derived from full-channel EEG data.

Fig. 6. Secular trend of EEG-related publications (a) and their distribution by medical application (b).
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A few studies focused on EEG-based prediction of major depressive 
disorder (MDD) (Table A.6) and sleep stage classification (Table A.7). 
The five studies related to MDD diagnosis used various pre-trained 
models and ensembles of these models [122,123]. In [124], the au-
thors attained 96.55 % accuracy using fine-tuned pre-trained models 
like VGG16, Xception, DenseNet121, MobileNetV2, and InceptionRes-
NetV2 for the target task, and an ensemble method based on majority 
voting. To address issues of data variability and data inefficiency, the six 
studies on sleep stage classification enhanced model performance using 
TL techniques that facilitated knowledge transfer across various sce-
narios, including cross-channel, cross-subject, and cross-dataset appli-
cations. In [125], an unsupervised DA network was successfully applied 
for sleep staging across channels, subjects, and datasets, enhancing its 
suitability for practical, everyday applications.

Fifty studies (34 % of the total studies) have focused on BCI appli-
cations (Table A.8). To address challenges across various cross- 
scenarios, DA, which utilizes data from source domains or subjects to 
aid in calibrating of a new target domain, was widely applied. Deep DA 
can tackle domain shifts caused by individual differences, where neural 
responses vary across subjects for the same stimulus. Most approaches 
used a domain discriminator and adversarial training inspired by GANs 
to identify domain-invariant features [126,127]. Researchers have 
increasingly focused on supervised DA, where all the target data labels 
are used during training, as well as unsupervised or semisupervised DA, 
where only some or none of the target data labels are available [128,
129]. Additionally, domain generalization involves not using target data 
during the training process, which helps improve generalizability across 
subjects and sessions [130]. For example, Roy et al. [131] proposed a 
TL-based, multi-scale feature-fused CNN handle inter-individual differ-
ences in EEG signals, which excelled at identifying distinctive features 
across different non-overlapping canonical frequency bands of EEG 
signals, utilizing various convolutional scales for multi-class motor im-
agery classification. In [132], the authors presented a multi-source TL 
framework employed optimal transport feature selection for EEG-based 
motor imagery classification, which attained good 85.93 % accuracy. 
Zhang et al. [133] developed a semi-supervised multi-source TL model 
for cross-subject motor imagery-EEG classification, which learned 
domain-invariant features and incorporated dynamic weighting to 
integrate features from multiple sources for accurate predictions.

Research is limited in cross-dataset TL, a promising approach that 
leverages existing motor imagery or BCI datasets to improve model 
effectiveness on new datasets and reduce the need for intensive dataset- 
specific data collection. In [134], a cross-dataset TL method based on 
multi-task learning and pre-training for motor imagery classification 
was proposed. The authors pre-trained DL models using a source dataset 
to optimize the models’ effectiveness on a target dataset and then 
fine-tuned the pre-trained models using the target dataset. Miao et al. 
[135]. introduced a multi-source deep DA ensemble framework to 
enhance cross-dataset motor imagery EEG decoding. Developing effec-
tive cross-dataset TL methods can potentially create more robust and 
adaptable models for real-world BCI applications that can perform 
across diverse datasets.

Seventeen studies focused on miscellaneous applications (Table A.9), 
including EEG-based authentication [136], insomnia detection [137], 
Parkinson’s disease detection [138] diagnosis of hearing deficiency 
[139], and investigating and identifying abnormal patterns in Alz-
heimer’s disease [140]. Most of these studies utilize popular pre-trained 
models including VGG, ResNet, and AlexNet, and reported satisfactory 
results.

4.3. ECG- based TL applications

ECG continuously records the electrical activity of the heart using 
electrodes positioned on the patient’s body. It supplies information on 
heart structure and rhythm and is commonly used to diagnose diverse 
heart conditions like arrhythmia, myocardial infarction, and coronary 

heart disease. The application of DL in ECG diagnosis is limited by the 
lack of large well-labeled datasets, making TL a useful alternative. 38 
studies were reviewed (Tables A.10–A.13). The number of publications 
has steadily increased, with the majority of the studies dedicated to 
arrhythmia or atrial fibrillation (AF) detection (Fig. 7). Most of the 
studies have applied models pre-trained on ImageNet, followed by fine- 
tuning on ECG datasets. While these models yield promising results, they 
face challenges in generalizability and practicality due to domain mis-
matches, limited labeled data, and the need for domain-specific solu-
tions. A few studies have applied DA methods to mitigate domain shifts 
in ECG classification. Individual differences, such as age, sex, physi-
ology, and recording devices, complicate feature learning. In DA, 
training and test samples are utilized as source and target domains, 
respectively, aiming to learn shared features despite differing feature 
spaces. However, traditional DA frameworks often neglect data struc-
ture and semantic conformity, which can reduce effectiveness or cause 
negative transfer. Unsupervised DA is a promising approach that can 
eliminate the need for labeled target data, thereby reducing expert la-
beling and maintenance costs.

Ten studies focused on arrhythmia detection (Table A.10). Detection 
of arrhythmia (abnormal heart rhythm) caused by abnormal cardiac 
electrical impulses and conduction is clinically important, but limited 
data availability and significant data imbalance impose hurdles to model 
development. Collecting sufficient data for rare arrhythmia types is 
difficult, which makes identifying minority cardiac arrhythmia partic-
ularly challenging. 7 out of the 10 studies utilized models pre-trained on 
ImageNet, including ResNet50, AlexNet, SqueezeNet, DenseNet, Goo-
gleNet, VGG-16, Inception-v3, and MobileNet, which were subsequently 
fine-tuned using ECG datasets [141,142]. In [143], the authors proposed 
a multi-level unsupervised DA method for inter-subject arrhythmia 
diagnosis.

AF is a specific and the most prevalent arrhythmia, which is associ-
ated with morbidity and mortality that can be prevented with early 
detection and appropriate treatment. The studies are summarized in 
Table A.11. In [144], an unsupervised DA technique was employed, 
which used small and significant volumes of labeled and unlabeled data, 
respectively, for training. Ng et al. [145] introduced a personalized AF 
detector based on a Siamese network, which used few-shot learning to 
address the issue of imbalanced datasets during the fine-tuning process. 
In [146], the authors employed TL for the automated detection of AF 
among patients being evaluated for suspected obstructive sleep apnea. 
They used a pre-existing ECG model on single-lead ECG traces recorded 
during in-laboratory sleep studies, without the need for further training 
of the algorithm. Xu et al. [147] developed a dynamic DA approach to 
reduce the influence of distribution discrepancies through adaptive 
learning of ECG features from both source and target domains for 
cross-database AF detection.

Eight studies focused on other cardiovascular diseases, including 
myocardial infarction (MI), genetic heart diseases, cardiac anomalies, 
etc. (Table A.12) Five of these studies used pre-trained models from 
ImageNet for knowledge transfer, followed by fine-tuning on ECG 
datasets [148]. A few studies employed models pre-trained on large ECG 
datasets, which were then fine-tuned using the target datasets. 
Pre-training on a large, similar ECG dataset helps the model learn 
detailed and robust signal features. The optimized parameters from 
pre-training are transferred to the target dataset, enabling the model to 
build on the rich ECG representations it learned, establishing a reliable 
foundation for reliable tasks [149,150].

Ten studies focused ECG-based diagnosis of non-cardiovascular dis-
eases (Table A.13), including stress prediction [151], diabetes mellitus 
(DM) detection [152], emotion recognition [153], noise detection and 
classification [154], and COVID-19 detection [155]. Eight of these 
studies used pre-trained models like Xception, GoogLeNet, DarkNet-53, 
ResNet, InceptionResNetV2, DenseNet, InceptionV3, VGG, and AlexNet, 
which were subsequently fine-tuned on ECG datasets to adapt them for 
specific applications. Srivastava et al. [156] introduced an ensemble of 
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pre-trained DNNs, including ResNet and DenseNet, for ECG-based bio-
metric recognition and reported promising results. In [157], the scalo-
gram of the ECG was utilized as input to pre-trained models, including 
AlexNet, GoogLeNet, and ResNet, for biometric classification.

4.4. PPG-based transfer learning

High blood pressure (BP) is a prevalent public health concern that 
can cause brain and kidney end-organ damage [158], making early 
detection and treatment important [159]. PPG, a noninvasive method 
that measures changes in blood volume within tissues using photoelec-
tric technology has been used for detecting and monitoring BP as well as 
arrhythmia [160], including on wearable PPG sensors. Thirteen studies 
focused on PPG-based research (Tables A.14 to A.15). The first study on 
PPG-based TL research was published only in 2020, with most focusing 
on BP estimation (Fig. 8) [161]. In [162], the authors employed large 
source PPG datasets that were substantially different from the target 
datasets to enhance the robustness of models for BP estimation across 
diverse datasets. Qin et al. [163] employed a deep generative model 
combined with domain adversarial training to address the challenges 
associated with individual variability by extracting features that remain 
consistent across different individuals. In [164], the authors proposed a 
self-supervised TL model using transformer model to extract strong 
representations of transformed PPG signals in the pre-training phase. 
Additionally, the TL approach included BP pattern adaptation to identify 
distinctive features for precise BP value estimation.

Among studies that focused on PPG-based TL for other applications 
(Table A.15), Song et al. [165] developed a remote Photo-
pletysmography (rPPG) method for estimating heart rate from facial 
videos. Their approach uses CNNs to map spatio-temporal physiological 
features to their corresponding ground truth, with the ResNet-18 
network enhancing HR prediction accuracy. Recent research has high-
lighted the effectiveness of PPG analysis in conducting extensive 
screenings for detection of diabetes. Zanelli et al. [166] utilized a Light 
CNN model to detect type 2 diabetes based on a single raw pulse derived 
from PPG signals. They also implemented TL, initially training the model 
on a large dataset before fine-tuning it on a smaller dataset of PPG sig-
nals specific to type 2 diabetes. They also investigated the relationship 
between hypertension and diabetes. Osathitporn et al. [161] introduced 
RRWaveNet, which employed multi-scale convolution and residual CNN 
to analyze PPG data in a subject-independent manner. To tackle chal-
lenges of limited data and variations in data distribution across datasets 
and devices, they applied a TL approach.

4.5. PCG-based transfer learning

PCG records heart sounds, which can be used to diagnose various 
heart conditions [167]. Thirteen studies focused on PCG-based diagnosis 
of various heart conditions (Table A.16). The first article was published 
only in 2020 (Fig. 9). In many real-world situations, PPG has variable 
distributions that are frequently imbalanced, leading to unequal repre-
sentation of classes. By decreasing the majority class’s influence and 

Fig. 7. Secular trend of ECG-based publications (a) and their distribution by medical application (b).

Fig. 8. Secular of PPG-based publications (a) and their distribution by application (b).
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increasing the emphasis on the minority class during the training pro-
cess, ensemble models can effectively tackle this issue. Singh et al. [168] 
introduced an ensemble-based TL approach using models likes AlexNet, 
SqueezeNet, and VGG19, along with spectrogram images, to resolve the 
data imbalance in PCG classification. In [169], the authors proposed an 
automated approach for diagnosing heart valve diseases using a CNN 
and time-frequency-domain images of PCG signals and benchmarked 
their results against time–frequency domain TL models like ResNet-50 
and VGGNet-16 and demonstrated that the developed deep CNN out-
performed both, achieving higher overall accuracy. Zheng et al. [170] 
applied pre-trained models like VGG16, Xception, ResNet50, and 
InceptionResNet-V2 to extract a range of domain-specific deep features 
from PCG spectrograms. These selected features were subsequently 
combined and input into a CatBoost model to classify cardiac diastolic 
dysfunction.

4.6. Multi-modality-based transfer learning

Thirteen studies focused on cross-domain TL [171], a variant of TL, 
that merges knowledge from different domains or modalities, such as 
bridging multiple biomedical signals from different medical imaging 
inputs or combining medical imaging insights with clinical data 
(Table A.17), e.g. refining fMRI scan models using EEG data insights 
[172]. This approach can lead to more comprehensive and accurate 
predictions. Owing to the heterogeneous nature of medical data, which 
includes clinical, imaging, and genetic information, cross-domain TL 
plays an integral role in advancing our knowledge of diseases [173], and 
mimics the way neuroscientists manually integrate diverse information 
from multimodality neuroimaging, including various brain structural 
and functional modalities [174–176]. The first article was only pub-
lished in 2019; the studies involved multiple signal types (e.g., EEG, 
ECG, PPG) and diverse applications, including heart disease detection, 
sleep stage classification, and emotion recognition.

Biomedical signals such as EEG and ECG exhibit significant vari-
ability across populations and settings, posing challenges for cross- 
domain transfer and model reliability. Karthikeyan et al. [177] pro-
posed a cross-modal TL framework that integrates clinical records, 
medical imagery, and genetic information, leveraging attention mech-
anisms to predict cardiovascular disease. Their approach achieved 
outstanding performance, with 93.5 % accuracy, 92.0 % precision, and 
94.5 % recall. In [178], researchers classified sleep stages using features 
extracted from EEG and EOG signals. In [179], the authors developed a 
multi-modal EEG-EOG classification system that included a VGG 
network trained from scratch, as well as decision-making systems for 
sleep staging. Giovannetti et al. [180] proposed a framework for 
detecting early signs of Alzheimer’s disease by combining longitudinal 
Magnetoencephalography (MEG) data with brain MRI using a 
pre-trained AlexNet to generate functional connectivity maps. In [181], 

the authors developed two DL-based strategies to identify cognitive 
workload during surgical tasks using multimodal signals, including EEG, 
fNIRS, and pupil eye data PE, employing a pre-trained AlexNet to detect 
atypical cognitive workload levels. In a second strategy, a 1D convolu-
tional neural network was utilized, with a 1D vector array formed by 
concatenating EEG, fNIRS, and PE data serving as the input for training. 
Fig. 10 illustrates the distribution of published papers employing the TL 
technique and multimodal signals over the past decade.

4.7. EMG-based transfer learning

EMG, which captures electrical signals generated by muscles during 
contraction, reflects the anatomical and physiological characteristics of 
the muscle motor unit [182]. EMG signals are used in medical diagnosis 
of muscle disease. EMG signals can be acquired by surface EMG (sEMG) 
or intramuscular EMG (iEMG) electrode [183]. Non-invasive sEMG), 
collected from the skin surface, is inexpensive and easy to obtain, iEMG 
is invasive. Eight studies focused on EMG (Table A.18), with sEMG being 
used mostly used for gesture classification (Fig. 11).

Three studies used models pre-trained on ImageNet [184–186]. 
However, the significant disparity between natural images of the source 
domain with spectral images of EMG signals in the target domain raises 
questions about the extent to which knowledge is transferable between 
such distinct domains. Phoo et al. [187] explained that augmenting the 
data does not necessarily lead to improved generalizability, as no 
additional informative knowledge can be extracted from the source 
domain to benefit the learner in the target domain. Due to domain shifts 
in EMG signals, the application of TL methods, including various domain 
adaptation models, is crucial for addressing shifts between individuals, 
sessions, and modalities. This approach significantly enhances the 
generalizability of the model. Furthermore, research should focus on 
real-world scenarios, such as online experiments, to confirm these 
models can be effectively deployed in real-world scenarios like wearable 
devices. In [188], the authors employed a TL approach with DA to tackle 
cross-day and cross-subject variability in hand gesture recognition using 
sEMG. Additionally, in [189], the authors propose a new virtual reality 
experimental protocol that uses an adaptive domain adversarial neural 
network for sEMG-based gesture recognition. Adversarial-based 
methods focus on encouraging the neural network to learn hidden 
EMG representations free of domain-specific differentiating informa-
tion, achieved through an adversarial training process.

4.8. Other modalities-based transfer learning

Four studies focused on use of miscellaneous signals, i.e., heart rate, 
polysomnogram (PSG), ballistocardiography (BCG), and functional 

Fig. 9. Distribution of published papers over time using TL technique and 
PCG signals.

Fig. 10. Distribution of published papers using TL technique and multimodal 
signals over time.
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near-infrared spectroscopy (fNIRS) (Table A.19, Fig. 12). PSG, which is 
collected during an entire night of sleep, is the gold standard for diag-
nosing sleep apnea. Because PSG is often cumbersome, expensive, and 
time-intensive, various solutions have been developed to streamline 
sleep scoring by automating the process. These include using a single- 
lead ECG, monitoring pulse rate (PR) with PPG and employing BCG 
[190]. In [191], authors proposed an automated hypertension detection 
system that employs time–frequency (T-F) spectral images and CNNs to 
precisely identify hypertension using BCG signals. The T-F spectral im-
ages were analyzed using AlexNet, ResNet-50, and the newly developed 
Hyp-Net CNN, all validated through a 10-fold cross-validation method. 
fNIRS, a non-invasive functional neuroimaging technique, serves as a 
safe and portable method for assessing the cortical control of gait. Ma 
et al. [192] proposed an automatic method for classifying walking tasks 
that require diverse levels of cognitive resources using fNIRS data. They 
fine-tuned pre-trained models, including ResNet, VGG, MobileNet, 
EfficientNet, and TinyNet, on the fNIRS dataset, achieving an accuracy 
of up to 81 %. Fig. 12 presents the distribution of published papers 
utilizing the TL technique alongside other modalities over the past 
decade.

4.9. TL models and key features used for 1-D signal applications

To conduct this systematic review, we examined 239 studies from the 
past decade on the applications of TL in biomedical signals. The majority 
of the studies utilizing TL were related to EEG and ECG modalities, with 
146 and 38 studies, respectively. Table 1 summarizes the most 
commonly used architectures in TL applications and key features for 
EEG and ECG signals. Among EEG applications, brain-computer in-
terfaces (BCIs) and epilepsy detection have garnered the most attention. 

Fig. 11. Distribution of published papers using TL technique and EMG signals 
over time.

Fig. 12. Distribution of published papers using TL technique and other mo-
dalities over the past decade.

Table 1 
Summary of commonly used TL models and key features for EEG and ECG signal 
applications.

Modality Application Model Key Features Variants

EEG BCI DA DA: Effectively 
handles domain 
shifts and 
individual 
differences, 
improving feature 
extraction and 
generalization 
across diverse 
domains and 
enhances the 
ability to extract 
domain-invariant 
features using 
domain 
discriminators 
and adversarial 
training. 
ResNet: Deep 
architecture with 
residual blocks 
with skip 
connections 
between layers, 
addresses 
vanishing 
gradient problem, 
and is scalable to 
deeper versions 
[193].

Supervised, 
Semi- 
supervised, 
Unsupervised, 
Adversarial DA

Epilepsy ResNet ResNet-50, 
ResNet-101

VGG VGG: Simple 3 ×
3 convolutional 
filter-based 
architecture, deep 
yet 
computationally 
efficient, excels at 
learning 
hierarchical 
features [194]. 
Inception: Uses 
parallel 
convolutions with 
various kernel 
sizes (1 × 1, 3 × 3, 
5 × 5) within 
inception 
modules, 
replacing large 
convolution layers 
for spatial 
filtering, reducing 
dimensionality 
through 1 × 1 
convolutions, and 
enhancing the 
network’s 
nonlinearity and 
depth [195]. 
AlexNet: Shallow 
architecture uses 
large kernels and 
overlapping 
max-pooling to 
reduce 
dimensionality 
while retaining 
critical 
information 
[196].

VGG-16, VGG- 
19

Inception Inception v1, 
Inception v3

AlexNet AlexNet
ECG Cardiac 

(arrhythmia, 
atrial 
fibrillation, 
other 
cardiovascular)

ResNet ResNet-50, 
ResNet 152, 
ResNet-34v2, 
ResNet-101

VGG VGG-19, VGG- 
16

AlexNet AlexNet
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In the domain of epilepsy detection, specific pre-trained models, 
including ResNet, VGG, AlexNet, and Inception, have gained consider-
able popularity due to their good performance in addressing common 
issues in convolutional networks, such as vanishing gradients, degra-
dation, long training times, and the excessive number of trainable pa-
rameters and lack of data. These models are pre-trained on ImageNet, 
which differs significantly from biomedical data, so the training strategy 
involves fine-tuning by freezing the initial layers and training the 
weights in the final layers, with features often extracted from the top 
layers to enhance the model’s ability to generalize to the new data. If the 
model’s performance requires refinement, it should be fine-tuned by 
progressively unfreezing the convolutional layers from the top to the 
bottom, using a low learning rate. For BCI applications, Domain Adap-
tation (DA) methods are extensively employed to tackle challenges 
across various scenarios by utilizing data from source domains or sub-
jects to calibrate new target domains. This approach facilitates effective 
management of domain shifts and enhances feature extraction across 
diverse domains. The focus is on supervised DA, which involves using 
target labels during training, as well as unsupervised or semi-supervised 
DA, where partial or no target labels are utilized.

Another widely studied modality using TL is ECG. Among the 38 
studies reviewed, 28 focused explicitly on cardiovascular diseases, 
representing the most extensively researched area within this field. Most 
ECG applications utilize pre-trained models and have achieved prom-
ising results. In some studies, an ensemble of pre-trained models yielded 
good results, while others relied solely on pre-trained models for their 
applications.

4.10. TL in clinical applications

In clinical settings, applying TL-based solutions holds great potential 
to enhance diagnostic accuracy, treatment planning, and patient moni-
toring. However, translating these solutions into practice requires 
overcoming several challenges. One key concern is data bias, which can 
arise from humans’ interpretation and selection of data. In healthcare, 
this could lead to models that perform well in specific populations but 
fail to generalize across diverse groups of patients. Therefore, ensuring 
that datasets used for training models are comprehensive and diverse is 
critical. In the medical field, the limited availability of data presents a 
challenge; therefore, accessing data from multiple centers is essential to 
ensure the model’s representativeness and robustness while also main-
taining patient privacy and complying with regulatory requirements. 
Another significant consideration is the trust and confidence of clini-
cians in AI models. To foster this trust, it is essential to integrate 
explainable AI (XAI) techniques, which provide transparency into how 
models arrive at decisions. This helps clinicians understand the rationale 
behind the model’s predictions, making them more likely to adopt and 
rely on these tools in clinical practice. Additionally, uncertainty quan-
tification is crucial for assessing the reliability of model predictions. By 
providing confidence in the model’s output, clinicians can determine 
when to act on a prediction and when further verification is needed, 
ensuring fairness, inclusivity, and more informed decision-making dur-
ing model deployment [197]. It is also essential to consider the practical 
aspects of implementing these models, including integration into exist-
ing clinical workflows and addressing concerns about reliability, 
accountability, and interpretability. To navigate these challenges 
effectively, the development of robust regulatory frameworks is essen-
tial. For example, a review of Ghana’s Public Health Act underscores the 
importance of algorithmic accountability, safety audits, and updated 
regulations to address legislative gaps, ensuring that AI-driven solutions 
are safe and ethical for healthcare settings [198]. Ensuring the successful 
implementation of TL-based solutions in real-world healthcare requires 
a multidisciplinary approach involving regulatory bodies, healthcare 
providers, and technology developers to align on ethical standards, 
transparency, and patient safety.

5. Public datasets

Access to large, high-quality public datasets is crucial for training 
models in biomedical signal analysis, especially DL models, which 
require substantial data to improve their analytical capabilities and 
overall performance. Large datasets improve model generalization by 
exposing them to a wide array of patterns and variations, improving 
their performance on new data. As collecting and annotating biomedical 
signals is resource intensive, data scarcity is a universal challenge in this 
field. By reusing existing data for pre-training, models can learn foun-
dational features that enhance their performance when fine-tuned on 
smaller, specific datasets. Public datasets also support robust bench-
marking, providing a standard for evaluating methods and fostering 
collaboration within the research community. They help to prevent 
overfitting by ensuring models have enough data to learn generalizable 
representations. Additionally, open-access datasets encourage interdis-
ciplinary collaboration between biomedical and computational fields, 
which is vital for advancing research in biomedical signal analysis. 
Increasing the availability of these datasets is essential for driving 
innovation and progress in this area. We have categorized publicly 
available datasets used in studies of biomedical signal analysis based on 
their applications in healthcare in Table D.22 (Appendix D). We high-
light key features of each dataset and provide links for accessing them.

6. Challenges and future directions

The advantages of TL over traditional approaches for biomedical 
signals are evident: it requires only a small sample of signals from the 
target domain to develop effective models, thanks to the knowledge 
transferred from the source domain. Additionally, TL significantly im-
proves the generalization ability of models by reducing the distribution 
gap caused by substantial data variability and noise interference. 
Despite these benefits, several methodological and data-related chal-
lenges still need to be addressed within the current TL framework. The 
challenges in applying TL to biomedical signals include dataset limita-
tions, issues with TL models, negative TL, explainability, and hardware 
constraints. Overcoming these challenges is fundamental for enabling 
practical uses such as personalized healthcare, wearable devices for 
continuous monitoring, and BCI systems. To achieve this, we recom-
mend improving access to large, balanced, and multimodal datasets, 
advancing online TL for adaptive real-time scenarios, enhancing 
explainable AI for clinical trust, refining DA techniques to address cross- 
domain variability, exploring few-shot learning and transformer models 
for efficient learning, addressing hardware limitations for scalable 
deployment, and leveraging federated learning for secure and collabo-
rative model updates. These steps are vital for translating TL method-
ologies into impactful, practical solutions in healthcare.

6.1. Challenges in datasets

As mentioned, TL methods typically require extensive data for pre- 
training; however, publicly available datasets, which incorporate 
various medical modalities, often involve a limited number of subjects. 
The reluctance of patients with different health issues to participate in 
modality recording, ethical concerns, and a lack of confidence among 
physicians in CADs complicate the provision of comprehensive medical 
datasets to large populations. It is also worth noting that some re-
searchers have relied on clinical datasets collected through different 
methods. As a result, these datasets may adhere to varying recording 
standards, making comparative studies in this field challenging. 
Furthermore, the class imbalance is a prevalent issue in medical appli-
cations; for example, the positive class (representing an event or con-
dition) may have fewer instances, while the negative class (indicating 
the absence of an event or condition) has a larger number of instances, 
which can adversely impact detection accuracy. Furthermore, the need 
for more multimodal datasets with a significant number of subjects 
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poses another challenge. Access to such datasets would enable re-
searchers to develop sophisticated artificial intelligence approaches that 
assist medical professionals in the timely diagnosis of diseases.

6.1.1. Limited availability of large datasets
The necessity for extensive datasets for pre-training TL models arises 

from the requirement for these models to learn detailed features and 
knowledge, which enhances their capacity to generalize to new, unseen 
samples. In medical applications, the limited availability of large data-
sets exacerbates the challenge of limited data for pre-training, and 
relying on extensive datasets such as ImageNet is problematic. These 
variations between source and target datasets can result in suboptimal 
performance, increasing the likelihood of bias and domain mismatch 
[199]. Many studies utilized pre-trained models on ImageNet, 
fine-tuning them with biomedical signal datasets. A logical approach to 
mitigate these issues would be to enhance the alignment between source 
and target datasets. Therefore, careful selection of pre-training datasets 
is essential to prevent domain mismatches, as failing to meet necessary 
standards can create noise and lead to negative transfer, ultimately 
reducing the overall performance of the TL method [200,201]. How-
ever, assembling a large dataset of medical data is challenging due to the 
complex process of data labeling by expert doctors, difficulties in 
accessing certain medical data for disease diagnosis, and medical ethics 
considerations. Therefore, overcoming these challenges could improve 
the performance of TL models for health-related applications. As 
mentioned, the primary objective of this study is to examine articles on 
TL applications for biomedical signals across various applications. 
Therefore, future efforts could focus on providing public medical data-
sets with a large number of subjects for pre-training models in a 
subject-independent and domain-specific way, enhancing their accuracy 
and generalizability. This marks an important step in healthcare by 
using AI to make the clinician’s workflow faster and more efficient.

6.1.2. Class imbalance
In medical settings, many datasets experience class imbalance, 

making it difficult to identify rare conditions. This challenge occurs 
because many classification algorithms presume an even distribution of 
classes, which leads to a bias towards the class with the most samples. 
Collecting a balanced dataset for training is particularly challenging in 
medical and clinical settings due to the low prevalence of certain dis-
eases. This imbalance means that the number of samples among various 
classes is uneven, which can adversely impact model performance and 
reduce the generalization of these models. Models that excel with 
balanced datasets might encounter difficulties when dealing with 
imbalanced datasets [202]. While class imbalance is a common issue in 
clinical practice, most modern AI models require balanced datasets to 
achieve optimal performance. A key challenge with class imbalance is 
that models trained on unbalanced datasets may be overfit to the less 
represented classes and show inferior performance during testing [202]. 
To address this issue, various strategies are employed at both the data 
and algorithmic levels. Data-level techniques include methods like 
synthetic data generation [203,204], rebalancing [205], and resampling 
[206] which aim to enhance the representation of smaller classes in the 
dataset. On the other hand, algorithm-level methods like cost-sensitive 
learning [207], class-balanced loss [208], weighted loss functions 
[209] aim to balance the learning process by assigning higher weights to 
loss functions for classes with fewer samples. This approach imposes 
unequal penalties for classification errors, ensuring that 
under-represented classes receive greater attention during training, ul-
timately improving model performance on imbalanced datasets. Addi-
tionally, DL solutions like generative adversarial network-based 
methods and autoencoders are often recommended. However, models 
trained on synthetic data frequently need help generalizing to real-world 
data and may exhibit lower performance. Future efforts should be 
directed toward developing advanced data augmentation and synthesis 
techniques and dynamic and adaptive resampling methods architectures 

to improve the performance of imbalanced datasets.

6.1.3. Multimodality
Specialist doctors use multimodal data, such as the integration of 

structural and functional neuroimaging modalities or the combination of 
biomedical signals/images with patients’ clinical records, to accurately 
diagnose diseases that have complex symptoms. TL in multimodal set-
tings faces several challenges, including variations in feature spaces and 
data representations across different modalities, the absence of a shared 
feature space for effective integration, and the potential for negative 
transfer when knowledge from unrelated source domains adversely af-
fects the target domain [210]. Developing algorithms to align and map 
representations between modalities while preserving key features is also 
difficult. To tackle these issues, it is necessary to develop novel fusion 
techniques and domain adaptation strategies. Having access to larger 
multimodal datasets can function as a useful resource for advancing 
diagnostic applications in medicine. Conventional diagnostic ap-
proaches typically depend on a single modality, such as cognitive as-
sessments, medical imaging, or biomedical signals. Each method offers 
only a partial perspective on the disease, whereas combining multiple 
methods can yield a more thorough and accurate evaluation. By inte-
grating diverse data sources, multimodal approaches leverage the 
complementary strengths of each modality, improve spatial and tem-
poral resolution in understanding disease conditions, and enhance data 
quality across modalities [211]. Therefore, developing models that can 
generalize knowledge across different medical data types, e.g., trans-
ferring learned features from ECG to PPG or from EEG to MEG, assists 
doctors and researchers in recognizing patterns, correlations, and 
anomalies crucial for diagnosing diseases or distinguishing them from 
other conditions.

6.2. Negative TL

Negative transfer happens when knowledge acquired from a source 
domain negatively impacts performance in a target domain, often 
because of the variation in data or an inefficient transfer method. This 
issue arises when a mismatch occurs between the source and target data 
or when the transfer technique is unable to identify the useful parts of 
the data [212]. To prevent this, it is crucial to assess how transferable 
the data is between different domains or tasks and to evaluate their 
similarities before developing models. Negative transfer can also occur if 
all the source data is utilized to predict labels in the target domain, even 
though only a portion of the source data is relevant. In such cases, it is 
important to analyze the transferability of the data before calculating 
any distances to avoid the negative impact of irrelevant information. 
Negative knowledge transfer is a frequent challenge in TL methods 
applied to biomedical signals due to the substantial domain gap, high 
data complexity and variability, and significant subjectivity in 
modeling. In the medical field, domain mismatch arises when significant 
discrepancies exist between the source and target domains regarding 
subject, session, modality, different labeling functions and channel 
count. For instance, while pre-training datasets like ImageNet predom-
inantly feature natural 2D RGB images, specialized fields like medicine 
may include diverse data types including 2D grayscale images, 1D time 
series, 3D structural data, or video data with accompanying time series 
information [213]. Variations in color, features, and pixel-level details 
can heighten the likelihood of discrepancies between the source and 
target domains, resulting in particular difficulties in designing robust 
models for medical applications [71]. As a result, researchers are driven 
to develop and refine TL-based approaches, such as DA [69,214]and 
domain generalization [130], which are designed to effectively manage 
these variations and enable the application of pre-trained models across 
diverse scenarios.

Domain adaptation has been recognized as an effective strategy to 
tackle this issue, focusing on reducing the distribution gap between 
different but related domains. It has garnered considerable attention 
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over the past few years. DA strategies can be categorized into two types 
according to the nature of distribution differences between source and 
target domains: marginal distribution adaptation [215,216]and condi-
tional distribution adaptation [217,218]. Marginal distribution adap-
tation has seen significant progress in various cross-subject tasks and 
multi-task learning scenarios where multiple source domains corre-
spond to a single target domain. In contrast, conditional distribution 
adaptation addresses knowledge transfers when the conditional distri-
butions differ between the source and target domains. Research in this 
domain is less developed compared to marginal distribution adaptation 
due to its higher complexity. Currently, DA primarily concentrates on 
offline learning for marginal distribution adaptation. Moving forward, 
exploring online joint distribution adaptation, which handles both 
marginal and conditional distribution differences, could provide a more 
comprehensive understanding of how these variations affect classifica-
tion results. To further expand and improve the potential of TL, future 
research should prioritize the development of advanced DA methods, 
including unsupervised and semi-supervised DA [214,219,220], as well 
as meta-learning techniques. These efforts aim to address distributional 
differences across subjects, tasks, sessions, and datasets in various 
cross-domain scenarios enabling systems to learn effectively from 
limited patient data. Additionally, there is potential to investigate 
cross-device tasks using TL, which has been scarcely explored. This 
approach could enable the processing of signals from portable and 
compact devices, facilitating the widespread use of biomedical signals in 
everyday applications.

6.3. Ethical considerations

Privacy protection is of utmost importance in the medical field and 
typically prevents the sharing of patient data. Therefore, obtaining 
large-scale labeled multicenter datasets in the medical field is often 
constrained by data-sharing restrictions and ethical considerations. 
Federated learning (FL) addresses these issues by offering a solution that 
respects data privacy and ethical standards [221,222]. This method 
enables the collaborative training of models across healthcare in-
stitutions while avoiding the need to exchange sensitive data. Instead, 
each device trains its model locally and transmits the network weights to 
a central server, where they are combined to create a comprehensive 
model [223,224]. This approach enhances the global model’s detection 
capabilities by incorporating additional insights from multiple sites, 
effectively addressing the problem of limited supervision associated 
with training AI models on small datasets [223,224]. Despite its con-
ceptual advantages, FL still needs several practical limitations, such as 
data heterogeneity. This is because of the differing distributions between 
the data of specific users and the shared model. Future research into FL 
methods for TL using biomedical signals should focus on addressing 
domain shifts such as inter-subject variability and device-specific noise. 
Efforts should explore FL for multimodal learning by integrating signals 
like EEG, ECG, and EMG and optimizing resource efficiency for wearable 
and edge devices.

6.4. Challenges in explainability

DL models are regarded as black boxes because their intricate 
mathematical operations are challenging for humans to interpret, leav-
ing their decision-making processes unclear. This lack of transparency 
poses significant challenges, particularly in diagnosing diseases from 
biomedical signals, leading to skepticism among doctors about AI-driven 
decisions. As TL techniques become more complex, they reveal intricate 
interactions between domains that are challenging to interpret. A 
limited understanding of how target models use transferred knowledge 
and how it influences decisions can increase the risk of transfer failure 
and add extra time costs, hindering the broader adoption of these 
technologies. The interactions within transferred layers often need to be 
clarified and easier to unravel. Using explainable AI (XAI) methods can 

help us understand how TL-based diagnostic systems work, making it 
easier for doctors to trust these systems [225,226]. Keeping models 
interpretable is important for several reasons [227]. It helps us see how 
transferred knowledge affects learning in new areas, which allows for 
better fine-tuning and improvements. It also helps identify and fix er-
rors, whether from biases in the original data or mistakes during the 
transfer process. Moreover, in fields like healthcare, it is crucial to make 
sure that decision-making processes are transparent, and justifiable. 
Without interpretability, complex TL methods might lead to unexpected 
problems, reduce trust, and perpetuate biases. Some researchers have 
utilized XAI techniques, including local interpretable model-agnostic 
explanations (LIME), shapley additive explanations (SHAP), and 
t-distributed stochastic neighbor embedding (t-SNE), alongside TL 
methods to analyze biomedical signals for different medical purposes. 
For future endeavors, employing different XAI techniques as a 
post-processing step in CAD systems based on TL models could yield 
valuable results in diagnosing diseases from biomedical signals.

6.5. Online transfer learning

A major limitation of current models is their reliance on static, pre- 
collected datasets, which limits their usefulness in real-world clinical 
settings that require real-time processing and learning from continuous 
biomedical data streams [228,229]. Online transfer learning (OTL) 
builds an online model for the target domain with knowledge drawn 
from source domains, thereby tackling the difficulties of predicting data 
that arrive sequentially when labeled data is limited. While OTL helps 
manage the issue of real-time data labeling, it still necessitates central-
ized access to data from both source and target domains, which could 
undermine data confidentiality and protection in the era of big data. In 
online mode, a major challenge arises from the significant differences 
between subjects and sessions in the data, which increases the risk of 
overfitting. In this scenario, the model demonstrates impressive per-
formance during training but needs help to generalize effectively in 
practical testing conditions. This issue, compounded by the limited 
availability of information from the target domain, further complicates 
the model’s ability to adjust to new and varying situations, thereby 
reducing its effectiveness in practical applications. A key application 
area in this new era is modeling real-time data, such as using wearable 
devices for disease detection, including epilepsy and heart monitoring. 
The OTL model integrates TL with online learning techniques, allowing 
for the continuous acquisition of training data rather than relying on 
pre-collected datasets, and has shown the highest accuracy in di-
agnostics. This capability supports adaptive knowledge transfer and 
facilitates timely updates to models, offering significant benefits for TL 
applications [74,230]. Future work should focus on advancing online TL 
to make it more effective in real-world applications. This involves 
creating methods to reduce differences between subjects and sessions, 
using DA strategies to limit overfitting, and finding ways to strengthen 
model robustness with limited target-domain data. Additionally, incor-
porating adaptive mechanisms that can continuously learn from new 
data in real- time could further boost the model’s effectiveness and 
reliability in changing, practical settings.

6.6. Hardware resources

In the medical field, large pre-trained models have improved diag-
nostic accuracy and efficiency by analyzing patient data more effec-
tively. However, as model sizes have grown significantly, fine-tuning the 
entire parameter set of pre-trained models has become increasingly 
expensive [231]. Although graphics processing units (GPUs) are typi-
cally employed for training DL networks, they are costly and not always 
easily available [232]. Also, in medical data analysis, high-resolution 
inputs are crucial for revealing subtle diagnostic details, but this 
significantly increases memory consumption during training. To address 
hardware challenges TL, future efforts can focus on a few practical 
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strategies. First, model compression techniques like weight pruning in 
filters, channels, or layers [233,234], network quantization [235,236], 
and knowledge distillation [237,238] can make TL models smaller and 
less demanding, making them more usable on devices with limited re-
sources. Using efficient model designs, such as lightweight networks, 
can also help achieve robust performance with fewer resources. Edge 
computing and on-device learning allow models to run locally on de-
vices, reducing the need for powerful servers [239,240]. 
Mixed-precision training, which adjusts the level of detail used in cal-
culations based on available hardware, can further reduce memory and 
computation requirements [241]. Specialized, energy-efficient hard-
ware like field programmable gate arrays (FPGAs) or 
application-specific integrated circuits (ASICs) can offer better pro-
cessing with less power. Meanwhile, progressive training methods 
gradually increase model complexity to lower early resource demands. 
Future studies should concentrate on enhancing model efficiency using 
compression techniques, lightweight architectures, and energy-efficient 
hardware to address resource challenges in medical transfer learning 
applications.

6.7. Transformers

TL architectures, pre-trained on the ImageNet dataset for applica-
tions such as medical image classification, face challenges when applied 
directly to biomedical signals. Consequently, biomedical signals are 
typically transformed into 2D images using various techniques, such as 
STFT, before being input into TL architectures. This process may result 
in the loss of some properties of the signals. Recently, transformer ar-
chitectures based on attention mechanisms have been proposed to 
directly analyze time-series data, particularly biomedical signals. 
Transformer architectures consist of two parts: the decoder and the 
encoder. They demonstrate high efficiency and performance on 
biomedical signal datasets with limited subjects, unlike TL networks. 
These architectures concentrate on specific sections of the data that 
contain the most important information. For future work, the latest pre- 
trained transformer models, such as BeIT, CoAT, DeIT, Visformer, and 
ViT networks, can be utilized on biomedical signals for various purposes. 
Generative pre-trained transformers (GPT) also offer great potential for 
research direction in biomedical signals, with potential for disease 
diagnosis and BCIs.

6.8. Self-supervised learning

To address the issue of insufficient labeled data, self-supervised 
learning (SSL) has shown to be a valuable alternative. SSL utilizes pre-
text tasks that eliminate the need for manual labeling, allowing models 
to learn useful features from significant volumes of unlabeled data 
[242]. These representations could subsequently be fine-tuned for spe-
cific tasks, thereby decreasing the dependency on large, labeled data-
sets. Recent applications of SSL in medicine have shown noteworthy 
progress, including advancements in disease diagnosis, enhanced model 
robustness, and improved handling of data noise [153,243]. Despite its 
advantages, SSL has limitations, such as the need for carefully designed 
pretext tasks to achieve useful representations. In the medical field, SSL 
has proven effective, with research indicating that SSL models can 
match or outperform the benchmark models while utilizing just 1 % of 
the labeled data required by conventional methods [244]. This helps 
address data scarcity and reduces the labor-intensive process of anno-
tating medical data, which requires professional expertise. SSL’s ability 
to handle multi-modal data such as images, videos, audio, and 
biomedical signals further accelerates model training. Pretext tasks in 
SSL are generally categorized into contrastive, predictive, and genera-
tive learning. For instance, Fedorov et al. [243] demonstrated that 
contrastive SSL techniques improved model performance and general-
izability in Alzheimer’s disease classification through MRI and fMRI 
data. Overall, SSL shows considerable promise in tackling the issue of 

limited labeled data in medical research and warrants further 
investigation.

6.9. Uncertainty quantification

Uncertainty quantification (UQ) in healthcare is essential for un-
derstanding and managing the variability in medical predictions, di-
agnoses, and outcomes of treatment. With the rise of AI-based models, 
accurately assessing uncertainty is crucial for safe decision-making. 
While XAI techniques enhance model interpretability, they do not 
tackle practical issues like decision reliability or capture overconfident 
predictions and vulnerability to adversarial attacks [245,246]. Effective 
uncertainty estimation helps manage factors such as incomplete data, 
noise, and inherent randomness, ensuring the reliability and safety of AI 
models. Biomedical signals are susceptible to artifacts that can unpre-
dictably disrupt DL predictions. Therefore, UQ is particularly beneficial. 
It aids in detecting corrupted data and avoiding erroneous classifica-
tions. Moreover, since interpreting these signals demands considerable 
time and expertise, UQ helps determine which samples require expert 
review and which can be reliably classified automatically with a low 
probability of error. Future research in UQ holds promise for advancing 
the reliability of AI model predictions in real-world applications.

6.10. Few-shot TL

Few-shot learning techniques are designed to enable models to 
rapidly learn new tasks with minimal data. This capability is particularly 
crucial for applications involving biomedical signals, where the collec-
tion of a large volume of labeled data is commonly challenging, costly, 
and labor-intensive, and only a limited amount of data is typically 
available [247]. The few-shot learning task is a useful benchmark for 
evaluating ML models. However, the typical approach relies on the 
assumption that all classes have an equal number of data points, which is 
often impractical in real-world scenarios, where sample sizes can vary 
and imbalances, such as class or task imbalance, are common [248]. 
Future research should build on these insights to develop new few-shot 
learning methods that can maintain stable performance even in the 
presence of these realistic class imbalances. Additionally, most few-shot 
learning studies focus on unimodal settings, limiting their applicability 
in real-world scenarios where data are multimodal. In medicine, phy-
sicians integrate multimodal data for more accurate diagnoses. Thus, 
applying few-shot learning to multimodal contexts could improve model 
generalization and expand its practical use in medical applications.

7. Conclusion

TL has emerged as a vital approach in biomedical signals, effectively 
tackling the ongoing issue of insufficient data in real-world environ-
ments where mismatches exist in the feature or label distributions across 
source and target domains. This systematic review presents a compre-
hensive analysis of 239 studies employing TL for various biomedical 
signals over the past decade, categorizing them into label-based, feature- 
based, and learning-based methods. By systematically analyzing a wide 
variety of biosignals and their applications in disease detection, pre-
diction, and BCI systems, this review highlights the growing use of TL 
methodologies across various domains. Most TL applications focus on 
EEG signals, particularly in BCIs and epilepsy detection and prediction. 
Our in-depth analysis of the studies, combined with a discussion of 
existing challenges, provides valuable insights to guide future research. 
Expanding access to high-quality, open biomedical signal datasets and 
addressing issues of domain mismatch, hardware resources, multi-
modality and real-time adaptability will be fundamental to the 
advancement of the field. By addressing the current limitations and 
focusing on innovative approaches, TL can unlock new possibilities for 
personalized medicine, efficient healthcare delivery, and the advance-
ment of BCI technologies. This study is a valuable resource for 

M. Jafari et al.                                                                                                                                                                                                                                  Information Fusion 118 (2025) 102982 

15 



researchers aiming to develop more robust and effective TL techniques 
with improved generalizability for real-world applications. The 
comprehensive analysis and key insights presented in this review are 
expected to foster continued research and innovation in TL, opening the 
door for its wider application and greater impact across various real- 
world scenarios.
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Appendix A. Summary of TL studies on biomedical signals Incorporated into the review

Refer to Tables A.1, A.2, A.3, A.4, A.5, A.6, A.7, A.8, A.9, A.10, A.11, A.12, A.13, A.14, A.15, A.16, A.17, A.18, A.19

Table A.1 
Summary of studies conducted on EEG-based transfer learning for epilepsy/ seizure analysis.

Ref. Year Dataset TL model Application Results (%)

Source Target

[249] 2022 CHB-MIT, TUSZ CHB-MITCHB-MIT EEGWaveNet Seizure Detection Acc = 98.26 
Sen = 98.07 
Spe = 98.45

[250] 2021 CHB-MIT CHB-MIT Siamese Network and CNN with MTL Seizure Prediction Pre-ictal-interictal 
Acc = 91.4 
Sen = 92.45 
Spe = 89.94

[110] 2021 ImageNet Private Pre-trained Alexnet, ResNet, 
Googlenet, Densenet)

Neonatal Seizure Detection Acc = 99.17

[251] 2021 ImageNet CHB-MIT, iNeuro Pre-trained VGG-19, AlexNet, 
Inception-ResNet-V2,Inception-V3, 
ResNet-152

Epileptic State Detection Acc = 98.97

[252] 2021 ImageNet Real and Synthesized samples 
of Epilepsyecosy and CHB-MIT

Pre-trained VGG16, VGG19, 
ResNet50, Inceptionv3

Epileptic Seizure Prediction Acc = 90.03

[109] 2022 ImageNet Bonn University Pre-trained VGG16, VGG19, 
ResNet50, InceptionV3, 
DenseNet121, Xception, NASNet, 
ONASNet)

Epileptic Seizure Detection Acc = 99.67

[253] 2019 CHB-MIT CHB-MIT DCAE based SS Epileptic Seizure Prediction Acc = 99.6 
Sen = 99.72 
Spe = 99.6

[254] 2023 ImageNet Bonn University Pre-trained ResNet-50 Epileptic Signals Detection Best Result for SVM 
Acc = 96.04 
Sen = 95.34 
Spe = 96.23 
F1-Score = 95.78

[255] 2022 ImageNet Bern-Barcelona Pre-trained AlexNet, Inception-V3, 
Inception-ResNet-V2, ResNet-50, 
VGG-16

Focal and Non-focal Epileptic 
Seizure Detection

Acc = 92.27 
Spe = 92.93 
Pre = 92.84 
Rec = 91.6 
F1-Score = 92.21

[195] 2022 ImageNet CHB-MIT, iNeuro Ensemble of Pre-trained AlexNet, 
VGG-19, Inception-V3, 
ResNet-152, Inception-ResNet-V2

Epileptic Detection Acc = 96.97

[256] 2022 CHB-MIT CHB-MIT DA (adversarial learning and 
Riemannian manifold)

Epileptic Detection and 
Prediction

Sen = 86.4 
Detection, 82.2 
Prediction

[257] 2016 University of Bonn University of Bonn (same and 
different distributions)

Transductive TL FSL Epilepsy Detection
Acc = 99.3 (Binary 
Classification)

(continued on next page)
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Table A.1 (continued )

Ref. Year Dataset TL model Application Results (%)

Source Target

[258] 2017 University of Bonn University of Bonn (same and 
different distributions)

Transductive TL TSK Epileptic Seizures Detection Acc > 95

[259] 2020 Private Private Fine-tuning CNN Seizure Detection of 
Nocturnal 
Frontal Lobe Epilepsy

Acc > 94

[260] 2023 ImageNet CHB-MIT, Siena Pre-trained ResNet 50 Epilepsy Detection Acc = 98.4 
Sen = 97.92 
FPR (/h) = 0.061

[261] 2019 Bonn TUH Knowledge and label 
space inductive TL

Epilepsy Detection Acc = 81.21DWT 
Feature Extraction

[262] 2020 Bonn (different 
distributions)

Bonn (different distributions) MST-TSK Seizure Detection Acc = 97.1

[263] 2023 ImageNet CHB-MIT Pre-trained Alexnet, Darknet19, 
Googlenet, Resnet50, Squeezenet

Epileptic Seizures Detection Acc = 86.11 
Pre = 84.21 
Rec = 88.88

[264] 2023 Private Private DA (JPDDA) Seizure Detection Acc = 94.08
[265] 2023 CHB-MIT CHB-MIT Fine-tuning Hybrid Transformer 

based on inter-ictal, Both pre-ictal and 
inter-ictal

Epilepsy prediction Sen = 91.7

[214] 2023 CHB-MIT, Kaggle CHB-MIT, Kaggle SSDA Seizure 
Prediction

Sen = 88.8 
AUC = 84.9

[114] 2018 Bonn, CHB-MIT (different 
and same distributions)

Bonn, CHB-MIT (different and 
same distributions)

Transductive TL Epilepsy Detection Acc = 94 
Sen = 91.9 
Spe = 93.2

[113] 2019 Bonn Bonn Transductive TL Epilepsy Detection Acc = 95.17
[266] 2020 Bonn (different 

distributions)
Bonn (different distributions) Inductive TL Epilepsy Detection Acc = 93

[267] 2024 ImageNet CHB-MIT Pre-trained ResNet50 Epileptic Seizure Detection Acc = 95.23 
Sen = 99.54 
Spe = 90.28

[112] 2014 Bonn (different and same 
distributions)

Bonn (different and same 
distributions)

TDAL Epilepsy Detection Acc > 93

[268] 2021 Private iEEG Private iEEG Pretrained LSTM Wearable Seizure Detection AUC = 82 
Sen = 47 
FAR = 7.2events/day

[269] 2023 CHB-MIT, Kaggle, Private CHB-MIT, Kaggle, Private Unsupervised TL Epilepsy Detection F1-Score = 81
[270] 2024 CHB-MIT CHB-MIT Multiview DA Epilepsy Detection Acc = 92.95 

Sen = 88.13 
Spe = 95.36  
F1-Score = 89.28

[271] 2024 CHB-MIT CHB-MIT DA Based on pre-trained transformer Children Seizure Prediction Sen = 79.5 
AUC = 81.4

[272] 2024 CHB-MIT, Private Online Fine-tuning pre-trained multihead 
model

Online Seizure Prediction Acc = 64.9 
Sen = 54.4 
Spec = 66 
AUC = 65.1

[273] 2024 ImageNet Two Private datasets Pre-trained MobileNetV2 Differentiating Epileptic and 
Psychogenic Non-Epileptic 
Seizures

Acc = 87.2 
Sen = 87.9 
Spe = 86.9

[274] 2024 ImageNet Private Pre-trained Inception, ResNet, 
DenseNet, VGG16, VGG19

Epileptiform abnormalities 
Detection

Acc = 77

[111] 2024 CHB-MIT, Clinical CHB-MIT, Private DA Seizure Prediction AUC = 95.4
[275] 2024 Private EPILEPSIAE Private Unsupervised TL (DCAE) Seizure Prediction FPR/h = 0.35

Table A.2 
Summary of studies conducted on EEG-based transfer learning for schizophrenia detection.

Ref. Year Dataset TL model Application Results (%)

Source Target

[115] 2022 ImageNet RepOD Pre-trained VGG-16, ResNet50V2, InceptionV3, DenseNet121, 
EfficientNetB0

SZ Detection Acc = 99.9 
Sen = 99.54 
Spe = 100 
AUC = 99.8 
F1-Score =
99.93

[276] 2021 ImageNet Kaggle Pre-trained AlexNet, VGG16, ResNet50 SZ Detection Acc = 93.33 
Spe = 91.07 
Sen = 94.89 
F1-Score = 94.4

(continued on next page)
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Table A.2 (continued )

Ref. Year Dataset TL model Application Results (%)

Source Target

[277] 2020 ImageNet RepOD Pre-trained ResNet-18, AlexNet, Inception-V3, VGG-19 SZ Detection Acc = 98.6 
Sen = 99.65 
Spe = 96.92

[278] 2022 ImageNet Two Private Datasets Feature Extraction data set1, Fine-tuning on dataset 2 (VGG-16) SZ Detection Acc = 83.2
[279] 2022 ImageNet Lomonosov Moscow State 

University
Pre-trained ResNet 50, ResNet 101 SZ Detection Acc = 97.7 

Sen = 97.8 
Spe = 97.7 
F1-Score = 97.6

Table A.3 
Summary of studies conducted on EEG-based transfer learning for ASD detection.

Ref. Year Dataset TL model Application Results (%)

Source Target

[280] 2024 ImageNet Private Pre-trained SqueezeNet, AlexNet, ResNet18, GoogLeNet, MobileNetV2, ShuffleNet, 
EfficientNetb0

ASD Detection Acc = 87.8 
Spe = 95.9 
Rec = 87.8 
Pre = 87.9 
F1-Score = 87.8

[116] 2021 ImageNet Private Ensemble of Pre-trained MobileNetV2, ShuffleNet, SqueezeNet ASD Detection Acc = 96.44 
Sen = 97.79 
Pre = 97.19 
Spe = 93.16 
F1-Score = 97.49

[281] 2024 ImageNet Private Pre-trained DenseNet-121, ResNet-101 ASD Detection Acc = 89.19

Table A.4 
Summary of studies conducted on EEG-based transfer learning for mental workload/fatigue detection.

Ref. Year Dataset TL model Application Results (%)

Source Target

[282] 2024 ImageNet Northeastern University (NEU) Pre-trained ResNet18, Densenet 201, 
Shufflenet

Unfavorable Driving State 
Detection

Acc = 90 
Pre = 89.51 
Sen = 90.63 
Spe = 89.38 
F1-score =
90.06

[118] 2020 Private Private DA Fatigue Detection Pre = 88.02 
Rec = 89.08 
F1-Score =
88.46

[283] 2021 Private Private DA Fatigue Mental State 
Prediction

ACC = 81.82 
Rec = 81.76 
Pre = 98.27 
F1-Score =
81.98

[117] 2024 Sleep-EDF Driving datasets DA Driving Fatigue Detection Acc = 89.56 
Pre = 85.58 
Spe = 89.58 
Sen = 89.17 
F1-Score =
83.16

[284] 2024 Private Private DTDDAN Driving Fatigue Detection Acc = 92.2 
Spe = 93.8 
Sen = 89.8

[119] 2023 Private (1 task) Private (another task) Feature TL MW Detection Acc = 81.3 
Sen = 81.2 
Spe = 80.6

[285] 2023 Private Private Transductive TL Driving Fatigue Detection Acc = 88.26 
Sen = 86.07 
Spe = 91.37 
Pre = 84.4 
F1-Score =
84.07

[84] 2022 Private Private DA MW Detection Acc = 65.45

(continued on next page)
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Table A.4 (continued )

Ref. Year Dataset TL model Application Results (%)

Source Target

[286] 2019 DEAP Two Private 
datasets

DA (Pre-trained SAE) Evaluating Operator MW Acc = 90.71

[287] 2024 Private Private Pre-trained DS-CNN MW Detection Acc = 97.22
[288] 2024 Private (working 

memory)
Private (English literature reading), 
Driving fatigue

Pre-trained STTransformer Mental Fatigue Detection Acc = 89.66 
Pre = 91.55 
Rec = 89.17 
F1-Score =
90.03

Table A.5 
Summary of studies conducted on EEG-based transfer learning for emotion recognition.

Ref. Year Dataset TL model Application Results (%)

Source Target

[289] 2022 ImageNet DEAP, MAHNOB-HCI, 
DREAMER

Pre-trained Xception, AlexNet, ShuffleNet, ResNet- 
18, DarkNet-19, Inception-V3

Emotion 
Recognition

MAHNOB-HCI: 
Acc = 95.25 
F1-Score = 95.33 
DREAMER: 
Acc = 96 
F1-Score = 96.77 
DEAP: 
Acc = 94.27 
F1-Score = 94.74

[290] 2024 ImageNet DEAP, MAHNOB-HCI Ensemble of Pre-trained DenseNet-201, NasNet- 
Mobile, ResNet-50, EfficientNetB0, Inception-v3, 
Xception

Emotion 
Recognition

Acc = 87.56 
Pre = 87.63 
Sen = 87.48 
F1-Score = 87.6

[121] 2023 Full channels datasets of 
CDEED, SEED-V, SEED-IV, 
DEAP

Few-channels datasets of 
DEAP, CDEED, SEED-IV, 
SEED-V

Fine-tuning GCN Emotion 
Recognition

Acc = 89.41

[120] 2021 SEED (different subjects) SEED (new subject) DMATN Emotion 
Recognition

Acc = 84.9

[291] 2024 DEAP DREAMER, EEWD Fine-tuning SS4-STANN Emotion 
Recognition

Acc > 95

[292] 2024 SEED, DEAP, DREAMER 
(different subjects)

SEED, DEAP, DREAMER(new 
subject)

Adversarial DA Emotion 
Recognition

Acc = 84.63

[293] 2024 SEED, SEED-IV SEED, SEED-IV FMLAN Emotion 
Recognition

Acc = 90.96 
(Cross-subject) 
Acc= 91.94 
(Cross-session)

[294] 2022 SEED, DEAP(cross-dataset, 
cross-subject)

SEED, DEAP(cross-dataset, 
cross-subject)

MDTDDL Emotion 
Recognition

Acc = 76.75 
Pre = 77.51 
Rec = 78.52

[85] 2023 SEED cross-subject) SEED (cross-subject) DA (domain selection) Emotion 
Recognition

Acc = 70.3

[295] 2023 SEED, DEAP(different 
subjects)

SEED, DEAP(new subject) MSDA Emotion 
Recognition

Acc = 85.605

[66] 2023 SEED, DEAP, SEED-IV 
(different subjects, sessions)

SEED, DEAP, SEED-IV (new 
subject and new session)

MSDA Emotion 
Recognition

Acc = 91.1 
F1-Score = 91

[296] 2023 SEED, SEED-IV SEED, SEED-IV DA Emotion 
Recognition

Acc = 93.6

[297] 2022 DEAP, SEED DEAP, SEED MTL-MSRN Emotion 
Recognition

Acc = 87.05

[298] 2024 SEED, SEED-IV (different 
subjects)

SEED, SEED-IV (one subject) DA Emotion 
Recognition

Acc = 80.17

[299] 2021 ImageNet Private Pre-trained AlexNet, VGG16 Emotion 
Recognition

Acc = 73.28

Table A.6 
Summary of studies conducted on EEG-based transfer learning for response prediction.

Ref. Year Dataset TL model Application Results (%)

Source Target

[300] 2023 ImageNet TDBRAIN Pre-trained VGG16, Xception EfcientNetB0 Response Prediction  
to rTMS in MDD

Xception -Bi-LSTM- 
Attention: 
Acc = 98.86 
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Table A.6 (continued )

Ref. Year Dataset TL model Application Results (%)

Source Target

Sen = 80.2 
Spe = 97.73 
AUC = 83

[301] 2023 ImageNet DBRAIN Pre-trained VGG16, EfficientNetB0 Response Prediction 
to rTMS in MDD

Acc = 82.3 
Sen = 80.2 
Spe = 81.9 
AUC = 83

[124] 2021 ImageNet Hospital Universiti Sains 
Malaysia (HUSM)

Ensemble of pre-trained VGG16, Xception, DenseNet121, 
MobileNetV2, InceptionResNetV2

Response Prediction of drug 
in MDD

Acc = 96.5 
Spe = 96.95 
Sen = 96.01

[122] 2023 ImageNet Hospital Universiti Sains 
Malaysia (HUSM)

Ensemble of pre-trained VGG16, Xception, Densenet121 Prediction of Treatment 
Outcome in MDD

Acc = 98.84 
Sen = 98.80 
Spe = 99.60

[123] 2023 ImageNet Private Ensemble of pre-trained VGG16, Xception, 
InceptionResNetV2, DenseNet121, EfficientNetB0

Prediction of the rTMS 
Treatment of MDD

Acc = 92.28 
Sen = 98.56 
Spe = 86 
F1-Score = 92.75

Table A.7 
Summary of studies conducted on EEG-based transfer learning for sleep stage applications.

Ref. Year Dataset TL model Application Results (%)

Source Target

[302] 2020 ImageNet Physionet Sleep EDFx Pre-trained Squeezenet Sleep Stage 
Classification

Acc = 84.55 
Sen = 77.06 
Spe = 95.78

[303] 2022 ImageNet Two Clinical datasets Pre-trained GoogLeNet, CNN Sleep Stage 
Classification

Acc = 91.2 
Sen = 77 
Pre = 75.9 
Spe = 94.1

[304] 2022 MASS Sleep-EDF Pre-trained SeqSleepnet and 
DeepSleepnet

Sleep Stage 
Classification

Acc = 87.84

[125] 2023 EDF-set, SH-set, 
PhysioNet-100

EDF-set, SH-set, PhysioNet-100 (Cross-channel, 
Cross-subject, Cross-dataset)

DA Sleep Stage 
Classification

Acc = 80.1

[238] 2024 MASS Sleep-EDF KD Sleep Stage 
Classification

Acc = 86.5

[305] 2024 MASS2 MODA Pre-trained (Convolutional Multi- 
dilated Block)

SS and KCs 
Detection

F1-Score = 80.5 SS, 
83.7 KC

Table A.8 
Summary of studies conducted on EEG-based transfer learning for BCI applications.

Ref. Year Dataset TL model Application Results (%)

Source Target

[306] 2019 ImageNet BCI competition IV 2b Pre-trained VGG-16 MI EEG Signal 
Classification

Acc = 74.2

[220] 2024 MI4C, NICU, SEED MI4C, NICU, SEED DS3TL Cross-Subject 
EEG Classification

Acc = 82.29

[127] 2024 BCI IV 2a,2b, OpenBMI MI IV 2a,2b, OpenBMI Dynamic DA MI Decoding Acc = 85.19
[126] 2024 OpenBMI, Private OpenBMI, Private Domain Adversarial TL P300 Detection Acc = 97.54
[307] 2024 BCI Competition IV 2a, 2b, BCI 

competition III 4a
BCI Competition IV 2a, 2b, BCI 
competition III 4a

Adaptation of spatial-temporal 
features with dual regularization

MI Classification Acc = 85.29

[308] 2024 BCI Competition IV 2a, 
Autocalibration and Recurrent 
Adaptation (ARA)

BCI Competition IV 2a, 
Autocalibration and Recurrent 
Adaptation

Selective-MDA MI Classification Acc = 67.07

[128] 2024 BCI Competition IV, OpenBMI, 
SMR

BCI Competition IV, OpenBMI, SMR DA (MACNet) BCI Applications Acc = 85.3

[78] 2024 BCI Competition IV-2b, CBCIC Online signal Online TL (Pretrained classifiers) Online BCI 
Applications

Error Rate =
31.85

[309] 2024 OpenBMI Clinical Stoke Dataset DA MI Classification Acc = 71.15
[310] 2024 BCI Competition IV 2a, 2b, HGD BCI Competition IV 2a, 2b, HGD SSCL-CSD MI Classification Acc = 82.34
[135] 2024 GIST OpenBMI DA MI Classification Acc = 74.28
[67] 2024 BCI Competition IV 2a, 2b BCI Competition IV 2a, 2b DA MI Classification Acc = 86.25
[311] 2024 BCI Competition IV 2a, 2b BCI Competition IV 2a, 2b Siamese DA MI Classification Acc = 87.52
[312] 2023 BCI Competition IV 2a, HGD 2008 BCI Competition IV 2a, HGD CCSM-FT MI Decoding Acc = 80.26
[313] 2021 BCI competition IV 2a BCI competition IV 2a (one subject) Fine-tuning (CNN-LSTM) MI Decoding Acc = 81
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Table A.8 (continued )

Ref. Year Dataset TL model Application Results (%)

Source Target

[314] 2024 Tsinghua, PhysioNet Tsinghua, PhysioNet (one subject) Domain Rectified TL RSVP Classification Cross Subject 
Classification 
AUC = 95.81 
(Tsinghua) 
AUC = 74.48 
(PhysioNet)

[131] 2022 BCI competition IV-2a BCI competition IV-2a MSFFCNN EEG MI 
Multiclassification

Acc = 94.06  
Kappa = 0.88

[134] 2023 Cross-dataset (BCIIV 2a, BCIIV 2b, 
HGD, Clinical)

Cross-dataset (BCIIV 2a, BCIIV 2b, 
HGD, Clinical)

Fine-tuning (ShallowNet, DeepNet, 
EEGNet) Cross-Dataset TL Based on 
Multi-Task Learning

MI Classification Acc = 76.61

[315] 2022 IIa, IIb BCI Competition IV,  
High Gamma

IIa, IIb BCI Competition IV,  
High Gamma

Adversarial DA MI Classification Acc = 93.97

[316] 2024 BCI IV 2a, GigaDB BCI IV 2a, GigaDB DA MI Classification Acc = 81
[317] 2021 GIST, KU GIST, KU (other subjects) DA BCI Applications Acc = 73.32
[318] 2022 ImageNet BCI Competition IV 2a Pre-trained ResNet-50, Inception- 

v3
MI Classification Acc = 92 

Kappa = 88
[28] 2018 Physionet Physionet DA MI-EEG Signal 

Classification
Acc = 86.49

[319] 2020 GIB-UVA ERP-BCI GIB-UVA ERP-BCI (one subject) Fine-tuning and Cross Subject TL 
(EEG-Inception)

Assistive ERP-based 
BCI

Acc = 84.6

[320] 2021 AudioSet Tsinhgua BCI Lab VGGish SSVEP based  
BCI Classification

Acc = 82.2 
F1-Score = 82.5

[321] 2020 BCI competition II, III BCI competition II, III Rule Adaptation (CNN) P300 based BCI 
speller

P-Value =
0.00064

[322] 2021 EEG Motor Movement/Imagery EEG Motor Movement/Imagery 
Dataset

Fine-tuning (1D- CNN) MI Classification Acc = 99.46

[323] 2022 BCI Competition 2008 2a MI-EEG BCI Competition 2008 2a MI-EEG Fine-tuning (CNN) MI Classification Acc = 83.65
[324] 2024 BCI Competition IV 2a,2b BCI Competition IV 2a,2b (one 

subject)
MTLF MI Classification Acc = 73.69

[325] 2022 BCI Competition IV Dataset I, IIa, 
RSVP,ERN, MI BCI EEG and EMG

BCI Competition IV Dataset I, IIa, 
RSVP,ERN, MI BCI EEG and EMG 
(one subject)

Domain Selection BCI Applications Acc = 84.07

[326] 2022 BNCI Horizon 2020, Private BNCI Horizon 2020, Private Inter-task (VAE) MI Classification Acc = 83
[327] 2021 BCI Competition IV 1, 2a BCI Competition IV 1,2a (one 

subject)
MFAR MI Classification Acc = 78.57

[328] 2023 ImageNet Physionet, Private Pre-trained SqueezeNet MI Classification Acc = 92.33
[329] 2024 BCI Competition 

IV, OpenBMI, SMR
BCI Competition 
IV, OpenBMI, SMR

Unsupervised DA MI Classification Acc = 85.83

[330] 2019 BCI Competition III, Iva, Private BCI Competition III, Iva, Private DTMKB MI Classification Acc = 87.6
[331] 2024 BCI Competition IV Datasets 2a,2b 

(cross subject and cross session)
BCI Competition IV Datasets 2a,2b 
(cross subject and cross session)

Fine-tuning (EISATC-Fusion) MI Decoding Acc = 71.23

[332] 2022 BCI IV IIb, BCI IV IIa, CLA MI BCI IV IIb, BCI IV IIa, CLA MI (one 
subject)

JDA MI Recognition Acc = 76.65

[333] 2024 Two Privates Two Privates Subject-Adaptive TL MI Classification Acc = 88.70
[209] 2024 OpenBMI, BCICIV2a,ERN, RSVP OpenBMI, BCICIV2a,ERN, RSVP DA BCI Applications Acc = 74.68
[130] 2023 UCSD, Tsinghua, Private UCSD, Tsinghua, Private Domain Generalization SSVEP-based BCI Graphical results
[334] 2022 BCI-Horizon 2020 BCI-Horizon 2020 DA MI Classification Acc = 87
[335] 2022 ImageNet BCI Competition IV-a, IV-b, BCI 

Competition III V, GigaDB
Ten Pre-trained Models BCI Applications ShuffleNet 

Acc = 99.52
[336] 2023 Online Clinical, SEED Online Clinical, SEED MSDA aBCI Acc = 72.17
[218] 2018 Private Private Inductive TL BCI Applications Acc = 68.89
[337] 2017 Private Private Online and Offline WAR Reducing BCI 

Calibration Effort
BCA = 68.2

[338] 2024 BCI Competition IV 1, 2a BCI Competition IV 1, 2a DA (EA, TCA) BCI Applications MTS 
Acc = 80.9

[132] 2024 BCI Competition IV 1, IV-2a BCI Competition IV 1, IV-2a MSDA MI Classification Acc = 85.93
[133] 2024 BCI Competition III Iva, BCI 

Competition IV IIb
BCI Competition III Iva, BCI 
Competition IV IIb

SSMDA MI Classification Acc = 85.09

[129] 2024 MI2-2, MI2-4, MI2015 MI2-2, MI2-4, MI2015 Unsupervised Multisource-free DA MI Classification Acc = 69.44
[309] 2024 OpenBMI MI-EEG Private (stroke) DA MI Detection in stroke 

patients
Healthy-to- 
stroke 
Acc = 71.15
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Table A.9 
Summary of studies on EEG-based transfer learning for other applications.

Ref. Year Dataset TL model Application Results (%)

Source Target

[339] 2021 ImageNet MIT/BIH Polysomnographic Pre-trained ResNet18, ResNet50, and 
ResNet101

Drowsiness Detection Acc = 97.92

[340] 2019 ImageNet Temple Hospital EEG 
Abnormal Corpus v2

Pre-trained AlexNet Pathology Diagnosis Acc = 89.13 
Sen = 80.16 
Spe = 96.67

[139] 2021 ImageNet AEP Pre-trained VGG16 Hearing Deficiency Diagnosis Acc = 96.87
[341] 2023 ImageNet Dreams 

K-complexes
Pre-trained Darknet-53, MobileNets, 
ResNet-18, SqueezeNet, Darknet-53- 
coco

Detection of K complexes Pre = 99.44 
Miss Rate =
54

[342] 2022 ImageNet Dreams 
K-complexes database

Pre-trained AlexNet, ResNet-101, 
VGG19, Inceptionv3

Detection of K-complexes Pre = 99.8

[343] 2022 Bonn, Institute of Psychiatry 
and Neurology SZ dataset

Bonn, Institute of Psychiatry 
and Neurology SZ dataset

TCA EEG Classification Acc > 95

[140] 2022 ImageNet Private Pre-trained VGG16, VGG19, ResNet50, 
InceptionV3

Alzheimer’s Disease Diagnosis Acc = 100 
Pre = 100 
Rec = 100 
Spe = 100

[344] 2022 ImageNet Bonn, IPiN, PhysioBank Pre-trained AlexNet,LeNet, VGG19- 
Batch Normalization, Inception-v4, 
ResNeXt-50

Brain Diseases Detection 
(schizophrenia, Epilepcy, Sleep 
Disorder)

Sen = 97.46 
Spe = 99.07 
F1-Score =
97.42

[138] 2024 ImageNet San Diego, Iowa Pre-trained AlexNet Parkinson’s Disease Detection Acc = 99.84
[345] 2024 BCI Competition IV 2a, 2b, 

BNCI2015001
BCI Competition IV 2a, 2b, 
BNCI2015001

DA (Parameter transfer and 
Riemannian space coordinate 
alignment)

Intention Recognition Acc = 79.17

[346] 2024 Bonn, ISRUC Bonn, ISRUC KDTL (ConvNext (teacher) Mobilnet 
(student))

Mental Disorders Diagnosis Acc = 97.28

[347] 2019 Clinical Clinical (one subject) Pre-trained CNN Decoding 
of Covert Attention Focus

Acc = 90.7

[348] 2020 DEAP DEAP Fine-tuning and retraining 
(DNN)

Preference Prediction Acc = 93 
Pre = 93 
Rec = 93

[136] 2023 ImageNet Clinical Pre-trained GoogLeNet, InceptionV3, 
RestNet50, RestNet101, EfcientNet01,  
DenseNet201

Authentication Acc = 99.98

[349] 2022 Clinical Clinical Siamese Neural 
Network with Feature Extraction 
(VGG16)

Data Augmentation Acc = 96

[137] 2021 MASS Kermanshah University of 
Medical Sciences, Clinical

DA Insomnia Detection Acc = 90.9

[350] 2022 ImageNet Clinical Pre-trained Models Delirium Detection Acc = 97.17 
(Alexnet)

Table A.10 
Summary of studies conducted on ECG-based transfer learning for arrhythmia classification.

Ref. Year Dataset TL model Application Results (%)

Source Target

[141] 2024 ImageNet MIT-BIH Pre-trained MobileNet-V2 Arrhythmia Classification Acc = 98.69 
Pre = 95.8 
Rec = 86.2 
F1-Score =
90.8

[351] 2021 ImageNet MIT-BIH Pre-trained AlexNet, VGG-16, 
Inception-v3

Ventricular Arrhythmias 
Classification

Acc = 97.6 
Sen = 98.2 
Spe = 97.5 
F1-Score =
97.9

[352] 2021 ImageNet Clinical Pre-trained Inception-V3 Arrythmia Classification Acc = 98.46 
Rec = 95.43 
Spe = 96.75

[353] 2023 CPSC2018, Ningbo, 
PTB-XL

PTB-XL, CPSC2018, Ningbo Pre-trained MAE Arrythmia Classification AUC = 77.1

[354] 2023 ImageNet PhysioNet 
Computing Challenge 2017

Pre-trained GoogLeNet, ResNet-101, 
DenseNet-201, SqueezeNet

Driver Arrhythmia 
Classification

CWT 
Acc = 82.39 
AUC = 96.5 
F1-Score =
59.5
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Table A.10 (continued )

Ref. Year Dataset TL model Application Results (%)

Source Target

[143] 2023 MIT-BIH, INCARTDB, 
SVDB, LTDB

MIT-BIH, INCARTDB, SVDB, LTDB (cross- 
domain)

Unsupervised DA Arrythmia Classification Acc = 94.4

[355] 2022 ImageNet MIT-BIH arrhythmia, INCART, European ST-T 
MIT-BIH Supraventricular Arrhythmia

Pre-trained DenseNet Arrhythmia Classification Acc = 99.8 
Pre = 98.34 
Rec = 99.63 
F1-Score =
98.91

[142] 2022 ImageNet MIT-BIH NSR, 
BIDMC CHF 
MIT-BIH ARR,

Pre-trained AlexNet Arrhythmia and 
Congestive Heart Failure

Acc = 99.06 
Sen = 99.14 
Pre = 99.32 
Spe = 99.68

[356] 2022 ImageNet Kaggle, MIT-BIH Pre-trained ResNet50, AlexNet, 
SqueezeNet

Arrhythmia Classification Acc = 98.38

[357] 2024 PTB-XL CPSC2018 Fine-tuning ED-DGCN Arrhythmia Classification Pre = 84.9 
Rec = 84.1 
F1-score =
84.3

Table A.11 
Summary of studies conducted on ECG-based transfer learning for atrial fibrillation detection.

Ref. Year Dataset TL model Application Results (%)

Source Target

[358] 2023 Phy2017 CPSC2018, MIT-BIH AF Fine-tuning (MP-DLNet) AF Detection Acc = 85.7 
F1-Score = 82

[144] 2023 MIT-BIH Arrhythmia, 
AFDB

MIT-BIH Arrhythmia, 
AFDB

DA AF Detection Acc = 99.13

[145] 2023 MIT-BIH AF LT-AF DA (Few-shot TL (Fine-tuning pre-trained Siamese NN)) AF Detection Acc = 97.07
[359] 2019 Phy2017 Phy2017 FDResNets AF Detection AUC = 92.1 

F1-Score = 89.9
[360] 2020 AFDB, Phy2017 AFDB, 

MITDB, Phy2017
DARN AF Detection Acc = 98.84 

Sen = 98.97 
Spe = 98.75

[146] 2021 Clinical Clinical Pre-trained CNN AF Detection AUC = 77.9 
Sen = 100 
Spe = 76

[361] 2024 ImageNet PHYJ Ensemble of Pre-trained VGG 19, AlexNet, Inception-ResNet- 
v2, ResNet152, Inceptionv3

Paroxysmal AF 
Detection

Acc = 90 
Sen = 90 
Spe = 90

[362] 2024 AFDB MITDB, CPSC 2021 Pre-trained 1D-CNN AF Detection Series of 13 beats  
from AFDB  
Acc = 99.61 
Sen = 99.44 
Spe = 99.69

[363] 2021 ImageNet Phy2017, PTB-XL, 
ICBEB2018

Pre-trained ResNet-18v2, ResNet-34v2, ResNet-50v2) AF Detection F1-score = 79.4

[147] 2024 AFDB, Phy2017, 
CPSC2018

AFDB, Phy2017, 
CPSC2018

DA and Pre-trained AlexNet, VGG11, ResNet AF Detection Phy2017→AFDB 
Acc = 97.58 
F1-score = 96.83

Table A.12 
Summary of studies conducted on ECG-based transfer learning for other cardiac applications.

Ref Year Dataset TL model Application Result (%)

Source Target

[364] 2022 ImageNet PhysioNet 2016/CinC Pre-trained ResNet Cardiac Anomaly Detection Acc = 89.55
[82] 2023 MIT-BIH MIT-BIH Pre-trained MadeGAN Cardiac Detection Acc = 95.5 

Pre = 95.4 
Rec = 95.6 
F1-Scoe =
94.7

[148] 2023 ImageNet Clinical Pre-trained Xception, VGG-19, InceptionResNetV2, 
DenseNet-121

COPD Detection Acc = 99.9 
Sen = 99.6 
Spe = 98.6 
Pre = 98.3 
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Table A.12 (continued )

Ref Year Dataset TL model Application Result (%)

Source Target

F1-Score =
98.9

[150] 2023 VFDB, SDDB, 
CUDB

Clinical Pre-trained U-Net Signal Restoration and Rhythm 
Analysis

Acc = 90.8 
Spe = 90.6 
Sen = 91.2

[149] 2023 ImageNet 12-lead ECG Mendeley Pre-trained EfficientNetV2B2 MI Detection Acc = 99.03 
Spe = 99.49 
Sen = 98.96 
F1-Score =
99.01

[365] 2021 Clinical Clinical Pre-trained CNN Rare Genetic Heart Disease 
Detection

Acc = 83 
Sen = 80 
Spe = 78

[366] 2022 ImageNet MIT-BIH arrhythmia 
database

Pre-trained CNN ECG Signals Detection ACC = 99.13 
Sen = 96.21 
Pre = 96.55

[367] 2024 ImageNet PTB Pre-trained VGG-Net MI Detection Acc = 99.22 
Spe = 99.49 
Sen = 99.15

Table A.13 
Summary of studies conducted on ECG-based transfer learning for other applications.

Ref. Year Dataset TL model Application Results (%)

Source Target

[156] 2021 ImageNet PTB, CYBHI Ensemble of Pre-trained ResNet and DenseNet Human Recognition Acc = 99.66
[157] 2019 ImageNet (PTB)-ECG, (CU)-ECG Pre-trained AlexNet, GoogLeNet, ResNet Biometrics Acc = 98.1 ((PTB)- 

ECG), 93.2 ((CU)- 
ECG)

[152] 2019 ImageNet Clinical Pre-trained AlexNet, VGGNet, ResNet, 
DenseNet161

DM Detection Acc = 97.62 
Sen = 100 
Spe = 96.72  
Pre = 92.33 
F1-Score = 95.88

[153] 2022 AMIGOS, 
DREAMER,WESAD, 
SWELL

AMIGOS, DREAMER,WESAD, 
SWELL

Pre-trained CNN Emotion Recognition Acc = 96.9 
F1-Score = 96.3

[154] 2024 ImageNet ECG-ID, 
BIDMC, CINC-2011, CINC- 
2014, teleECG, MIT-BIH 
arrhythmia

Pre-trained AlexNet, VGG, ResNet Noise Detection 
and Classification

Acc > 70 
Sen > 70 
Spe > 70 
F1-Score > 70

[155] 2022 ImageNet Clinical Pre-trained VGG-19, EfficientNet-B4, DenseNet- 
121

COVID-19 Detection Binary Class 
Acc = 100 
Pre = 100 
Rec = 100 
F1-Score = 100

[368] 2018 ImageNet PTB, CYBHI, LivDet2015, FVC 
2004

Pre-trained VGG-Net Biometric 
Authentication 
Systems

Acc = 98.97

[369] 2022 ImageNet ECG-ID, PTB Pre-trained VGG-16 Human 
Authentication

Acc = 99.39 
Pre = 99.55 
Rec = 99.49 
F1-Score = 99.52

[151] 2022 Swell WESAD DA, Pre-trained 1D-VGG-16, CNN Stress Prediction Acc = 98.92 
F1-Score = 99.3

[370] 2022 ImageNet PhysioNet Pre-trained Xception, ResNet-101, 
InceptionResNet-V2, DenseNet-201, Inception-V3, 
GoogLeNet, DarkNet-53

Driver’s Stress 
Detection

Acc = 98.11 
Sen = 98.33 
Pre = 98.61 
Spe = 98.89 
F1-Score = 98.44
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Table A.14 
Summary of studies conducted on PPG-based transfer learning for blood pressure detection.

Ref. Year Dataset TL model Application Results (%)

Source Target

[371] 2024 Mindray MIMIC Pre-trained SEM-ResNet Blood Pressure 
Estimation

MAE 
DBP = 0.01 
SBP = 0.01

[372] 2023 Mindray MIMIC
Pre-trained SE-ResNet, KD-Informer TL

Blood Pressure 
Estimation

MAE 
SBP = 0.02 
DBP = 0.01

[373] 2022 MIMIC-III MIMIC-III Pre-trained BiLSTM-At Blood Pressure Prediction Acc = 92.2
[374] 2021 ImageNet MIMIC-III(PPG), Clinical 

(rPPG)
Pre-trained AlexNet, ResNet Blood Pressure Prediction MAE  

SBP = 14.1 
DBP = 11.2

[162] 2024 ImageNet MIMIC II Pre-trained VGG-16, ResNet-50, Xception, 
DenseNet-121, MobileNet-V2

Cuffless Blood Pressure 
Estimation

MAE 
MBP = 4.39 
SBP = 5.63  
DBP = 2.82

[164] 2024 MIMIC II, WESAD, PPG- 
DaLiA, Mindray

MIMIC II, WESAD, PPG- 
DaLiA, Mindray

Transformer-based self-supervised TL Blood Pressure 
Estimation

MAE  
SBP = 0.85  
DBP = 0.49

[375] 2022 ImageNet MIMIC II Pre-trained Inception v3, VGG-19, AlexNet Blood Pressure 
Estimation

MAE  
SBP = 0.00  
DBP = -0.04

[376] 2022 MIMIC III New Subject Pre-trained CNN-GRU Blood Pressure 
Estimation

MAE 
SBP = 3.52 
DBP = 2.20 
mmHg

[163] 2021 MIMIC II MIMIC II (New Subject) Multi-domain Adversarial with DAE Arterial Blood Pressure 
Prediction

MAE  
SBP = 5.424 
DBP = 3.144 
MBP = 2.885

Table A.15 
Summary of studies conducted on PPG-based transfer learning for other applications.

Ref. Year Dataset TL model Application Results (%)

Source Target

[165] 2020 ImageNet MAHNOB-HCI, ECGFitness, VIPL-HR, 
UBFC-RPPG

Pre-trained 
ResNet18

Heart Rate Estimation MAE = 7.97

[166] 2023 DB_shape, DB_HT DB_DT2 Pre-trained CNN Type 2 Diabetes 
Detection

Different Results

[161] 2023 BIDMC, CapnoBase, WESAD, SensAI Pre-trained 
RRWaveNet

Respiratory 
Rate Estimation

MAE = 1.07 (Window 
= 64)

[377] 2020 Stanford University, IEEE Signal 
Processing Cup 2015

Private Pre-trained CDAE Cardiac Rhythm 
Detection

Sen = 98 
Spe = 99 
F1-Score = 93

Table A.16 
Summary of studies conducted on PCG-based transfer learning for other heart diseases detection.

Ref. Year Dataset TL model Application Results (%)

Source Target

[169] 2022 ImageNet Physionet challenge 2016, Yaseen 
GitHub database

Pre-trained VGGNet-16, ResNet-50 Heart Valve Disorders 
Detection

Resuts for 
FDPCT 
Acc = 92.19  
Pre = 92.20  
Rec = 92.20  
Kappa =
98.91

[378] 2023 AudioSet-YouTube corpus PhysioNet 2016, Yaseen GitHub 
database

Pre-trained YAMNet Heart Valve Disease 
Classification

Acc = 99.83 
Sen = 99.59 
Spe = 99.9

[379] 2023 ImageNet Clinical Pre-trained VGG-16, VGG-19, Xception MI Detection Acc = 96.7 
Sen = 97.4 
Spe = 96

[380] 2022 ImageNet PASCAL 2011 Pre-trained AlexNet Heart Rate Detection Acc > 95 
Pre > 95 
Rec > 95

(continued on next page)
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Table A.16 (continued )

Ref. Year Dataset TL model Application Results (%)

Source Target

[381] 2022 ImageNet Clinical Pre-trained VGG16 CAD Detection Acc = 91.19 
Sen = 93.25 
Spe = 89.13

[170] 2023 ImageNet Hospital of Chongqing Medical 
University

Ensemble of VGG16, Xception, 
ResNet50, InceptionResNetv2

Diastolic Dysfunction 
Detection

Acc = 88.2 
AUC = 91.1 
Sen = 82.1 
Spe = 92.7 
F1-score =
89.2

[382] 2023 ImageNet PASCAL, Kwon Different Pre-trained Models Cardiovascular Diseases 
Detection

Acc > 98 
Sen > 98

[383] 2021 ImageNet PhysioNet Challenge 2016 Pre-trained AlexNet PCG Detection Acc = 98
[384] 2022 ImageNet PASCAL CHSC Pre-trained VGG16, VGG19, ResNet50 Heartbeat Murmurs 

Detection
Acc = 87.65

[385] 2022 ImageNet PhysioNet Pre-trained AlexNet, VGG16, 
ResNet50, InceptionV3

Heart Sounds Detection Acc = 88.06

[386] 2020 ImageNet Pascal Multiple Pre-trained Models Cardiovascular 
Disease Detection

Acc = 89

[387] 2023 PhysioNet/CinC Challenge 
2016 heart sound, Yaseen

PhysioNet/CinC Challenge 2016 
heart, Pasc al HSDB, PASCAL

Pre-trained AmtNet
PCG signals Detection

Acc = 84.41 
Rec = 74.86 
Pre = 76.2 
F1-Score =
75.49

[168] 2023 ImageNet PhysioNet 2016 Ensemble of Pre-trained AlexNet, 
SqueezeNet, VGG19

Predicting Heart Sound Acc = 99.2 
Sen = 99.47 
Spe = 99.09

Table A.17 
Summary of studies conducted on multi-modalities-based transfer learning for different applications.

Ref. Year Modality Dataset TL model Application Results (%)

Source Target

[388] 2021 ECG, PPG MIT-BIH ECG UMass Simband PPG Pre-trained 1D-CNN AF Detection ECG 
Acc = 95.5 
Sen = 94.50  
Spe = 96 
PPG 
Acc = 95.1 
Sen = 94.6 
Spe = 95.2

[177] 2024 ECG, HER, 
Genetic

Vanderbilt University 
Medical Center, Clinical, 
PTB, GEO

Vanderbilt University 
Medical Center, Clinical, 
PTB, GEO

ABCM TL Cardiovascular 
disease Prediction

Acc = 93.5 
Pre = 92 
Rec = 94.5  
AUC = 97.2

[178] 2020 EEG, EOG Sleep-EDF, Sleep-EDFx Sleep-EDF, Sleep-EDFx Pre-trained CNN Sleep Stage Detection Acc = 93.58 
Cohen’s kappa = 0.899

[179] 2023 EEG, ECG, EMG ImageNet CAP Sleep 
Database v1.0.0 - PhysioNet

Pre-trained VGG16 Sleep Stage Detection Acc = 95.43

[180] 2021 MEG, MRI ImageNet Clinical Pre-trained AlexNet Alzheimer’s Disease 
Prediction

Acc = 93 sMCI versus 
pMCI (post conversion) 
Acc = 89 sMCI versus 
pMCI (pre-conversion) 
Acc = 74 HC versus 
sMCI vs pMCI

[389] 2024 ECG, WPS MIT-BIH arrhythmia Private Pre-trained 
ConvNeXtTrans

Arrhythmia Detection Acc = 99.26 
Sen = 98.99 
F1-Score = 99.07

[390] 2024 EEG, EOG Sleep-EDF, MASS Clinical (DOC: Disorders of 
consciousness patients)

Pre-trained CNN Sleep Stage 
Detection

Acc = 81.1

[391] 2022 EEG, EMG Clinical Clinical Pre-trained CNN Gait Patterns 
Classification

Acc = 89.05

[173] 2020 EEG, EMG 4-class gesture classification 
(EMG),3-class mental 
state (EEG)

4-class gesture classification 
(EMG),3-class mental 
state (EEG)

Unsupervisd TL 
Cross-Domain

Biological Signal 
Processing

Acc = 93.82 (EMG- 
EEG)

[392] 2022 GSR, EEG, ECG/ 
PPG,

ImageNet DREAMER, AMIGOS, DEAP, 
MAHNOB-HCI

Pre-trained VGG-16 Affective Computing Different Results

[181] 2022 EEG, fNIRS, 
pupil eye 
data (PE)

ImageNet Clinical Pre-trained AlexNet Cognitive Workload 
Identification

Acc = 93

(continued on next page)
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Table A.17 (continued )

Ref. Year Modality Dataset TL model Application Results (%)

Source Target

[393] 2021 EEG, Human 
face video clips

DEAP, Video Data of Human 
Faces

DEAP, Video Data of Human 
Faces

Pre-trained 3D-CNN Emotion Recognition Acc = 96.13(Valence) 
Acc = 96.79 (Arousal)

[394] 2019 EEG, Facial 
Expression

Large face dataset Small face dataset Pre-trained CNN Emotion Recognition Acc = 68 Valence, 70 
Arousal

Table A.18 
Summary of studies on EMG-based transfer learning for gesture.

Ref. Year Dataset TL model Application Results (%)

Source Target

[185] 2019 ImageNet Clinical Pre-trained Inception-v3,VGG-16, VGG-19, 
ResNet-50, ResNet- 152,

n-EMG discharges 
Classification

Pre = 100 
Rec = 100 
F1-Score = 100

[188] 2021 NinaPro DB6 NinaPro DB6 DA (DAM) Gesture Recognition Acc = 97.22 
(within-session)

[184] 2022 ImageNet Clinical Pre-trained VGG-16, VGG-19, AlexNet, 
SqueezeNet, GoogLeNet, ResNet-50, ResNet-34,

Hand gesture Recognition Acc = 94.41

[186] 2021 ImageNet NinaPro DB5 Pre-trained Alexnet Wearable low-cost EMG 
Application in HCI

Acc = 70.4

[395] 2023 NinaPro DB1-E2, 
E3

Clinical ISME+Pre-trained models Gesture 
Recognition

Different results

[189] 2021 LongTermEMG, 
3DC

LongTermEMG, 3DC TADANN Gesture Recognition Online 
Acc = 57.14  
Offline 
Acc = 88.44

[396] 2024 Hyser, 2 Clinicals Hyser, 2 Clinicals (One 
Subject)

Unsupervised DA Hand Gesture Recognition Acc = 90

[340] 2020 NinaPro 
databases 2 and 3

NinaPro 
databases 2 and 3 (one trial 
and subject)

Pre-trained CNN Hand movements Decoding Different Results

Table A.19 
Summary of studies on other modalities-based transfer learning.

Ref. Year Modality Dataset TL model Application Results (%)

Source Target

[348] 2021 HR Clinical Clinical DA (Kernel-based TL) REM Sleep Stage 
Detection

Acc = 90.35 
Sen = 83.74 
Spe = 92.65

[191] 2022 BCG ImageNet Public BCG Signals Pre-trained AlexNet, Res-Net50 Hypertension 
Detection

Acc = 96.87 (GT), 95.6 
(STFT), 96.61 (SPWVD)

[192] 2023 fNIRS ImageNet Clinical Pre-trained ResNet, VGG, MobileNet, 
EfficientNet, TinyNet

Walking Tasks Acc = 81

[397] 2022 fNIRS Technische 
Universität Berlin

Technische 
Universität Berlin

Pre-trained CNN BCI Acc = 96.5

Appendix B. Abbreviations

Refer to Table B.20.

Table B.20 
Abbreviations.

A Deep Multi-Source Adaptation Transfer Network (DMATN)

Accuracy (Acc) Deep Neural Network (DNN)
Artificial Intelligence (AI) Residual Network (ResNet)
Area Under Curve (AUC) Deep Source Semi-Supervised Transfer Learning (DS3TL)
Atrial Fibrillation (AF) Diabetes Mellitus (DM)
Attention-Based Cross-Modal (ABCM) Diastolic Blood Pressure (DBP)
Attention Deficit Hyperactivity Disorder (ADHD) Distribution Alignment Module (DAM)
Attentional Multi-Scale Temporal Network (AmtNet) Domain Adaptation (DA)
Autism Spectrum Disorders (ASD) Domain Adaptive Residual Network (DARN)
B Domain Transfer Multiple Kernel Boosting (DTMKB)

(continued on next page)
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Table B.20 (continued )

A Deep Multi-Source Adaptation Transfer Network (DMATN)

Balanced Classification Accuracy (BCA) Dynamic Threshold Distribution Domain 
Adaptation (DTDDAN)

Ballistocardiogram (BCG) E
Blood Pressure (BP) Electrocardiography (ECG)
Brain-Computer Interface (BCI) Electroencephalogram (EEG)
C Electromyography (EMG)
Cardiovascular Disease (CVD) Electrooculogram (EOG)
China Physiological Signal Challenge 2018 Database (CPSC2018) Encoder-Decoder Dynamic Graph Convolutional Network (ED-DGCN)
Chronic Obstructive Pulmonary Disease (COPD) Euclidean alignment (EA)
Computer-Aided Diagnosis (CAD) Explainable AI (XAI)
Convolutional Denoising Autoencoder (CDAE) Eye Tracking (ET)
Convolutional Neural Network (CNN) F
Coronary Artery Disease (CAD) False Alarm Rate (FAR)
Cross-Channel Specific-Mutual Feature Transfer Learning (CCSM-FT) False Negative (FN)
D False Prediction Rate (FPR)
Deep Learning (DL) False Positive (FP)
Fast Down-Sampling Residual Convolutional Neural Networks (FDResNets) P
Fine-grained Mutual Learning Adaptation Network (FMLAN) Paroxysmal Atrial Fibrillation (PAF)
Frequency-Domain Polynomial Chirplet Transform (FDPCT) Photoplethysmography (PPG)
Functional Near-Infrared Spectroscopy (fNIRS) PhysioNet/CinC Challenge Database 2017 (Phy2017)
Fuzzy Logic System (FSL) Polysomnography (PSG)
G Progressive Mild Cognitive Impairment (pMCI)
Galvanic Skin Response (GSR) Precision (Prec)
Gated Recurrent Unit (GRU) Q
Generative Adversarial Network (GAN) R
Gradient Class Activation Mapping (Grad-CAM) Recall (Rec)
Graph Convolutional Networks (GCN) Recursive Feature Elimination (RFE)
H Remote Photopletysmography (rPPG)
Heart Rate (HR) Repetitive Transcranial Magnetic Stimulation (rTMS)
I Respiration (RSP)
Inception Self-Attention Temporal Convolutional Network Fusion (EISATC-Fusion) Respiratory Rate (RR)
Inception-MaxPooling-Squeeze- Excitation (IMSE) Resting-State Functional Magnetic Resonance Imaging (rs-fMRI)
Intracranial Electroencephalography (iEEG) S
J Schizophrenia (SZ)
Joint distribution adaptation (JDA) Selective Multisource Domain Adaptation (Selective-MDA)
Joint-Probability-Discrepancy-Based Domain Adaptation (JPDDA) T
K T2-Weighted (T2W)
K-complex (KC) Takagi-Sugeno-Kang (TSK)
Knowledge Distillation (KD) Task Functional Magnetic Resonance Imaging (T-fMRI)
Knowledge Distillation-based Transfer Learning (KDTL) Transductive domain adaptive learning (TDAL)
L Transferable Adaptive Domain Adversarial Neural Network (TADANN)
Lightweight Custom CNN (LC-CNN) Transfer Learning (TL)
M Transfer Component Analysis (TCA)
Machine Learning (ML) True Negative (TN)
Magnetic Resonance Imaging (MRI) True Positive (TP)
Magnetoencephalography (MEG) U
Major Depressive Disorder (MDD) V
Masked Autoencoder (MAE) Variational Autoencoder (VAE)
Maximum Mean Discrepancy (MMD) Visual Geometry Group (VGG)
Mean Absolute Error (MAE) W
Mean Blood Pressure (MBP) Wavelet Transform (WT)
Mean Square Error (MSE) Weighted Adaptation Regularization With Source Domain Selection (wARSDS)
Mental Workload (MW) X
Meta-Transfer Learning- Multi-Scale Residual Network (MTL-MSRN) Y
MIT-BIH Arrhythmia Database (MITDB) Z
MIT-BIH Atrial Fibrillation Database (AFDB) 
MIT-BIH Supraventricular Arrhythmia Database (SVBD) 
Motor Imagery (MI) 
Multi-Path Neural Network (MP-DLNet) 
Multi-Source Domain Adaptation (MSDA) 
Multi-Source Domain Transfer Learning Fusion (MTLF) 
Multi-Scale Feature Fused CNN (MSFFCNN) 
Multi-Source Fusion Adaptation regularization (MFAR) 
Multi-Source to Single-Target (MTS) 
Multiple-Source transfer learning-based Takagi–Sugeno–Kang fuzzy system (MST-TSK) 
Multi-Task Learning (MTL) 
Multiview Adversarial Contrastive Network (MACNet) 
Myocardial Infarction (MI) 
N 
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Appendix C. Performance metrics

Refer to Table C.21.

Table C.21 
Performance metrics.

Acc Acc =
TP+ TN

FP+ FN+ TP+ TN

BCA [225] BCA =
a+ + a−

2
Rec Rec =

TP
FP + TP

Sen Sen =
TP

TP + FN
Spec Spec =

TN
FP + TN

Pre Pre =
TP

TP + FP
F1-Score F1 − Score =

2 TP
2 TP + FP + FN

FPR FPR =
FP

Time
SBP [294]

SBP =

(
1
M

)
∑M

i=1
yt

pi

DBP [294]
DBP =

(
1
M

)
∑M

i=1
yt

vi

MBP [289]
MBP =

(2 ∗ DBP + SBP)
3

MAE [300] MAE =
1
N

∑N
i=1

|pi − p̂i|

SD [300]
SD =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
N

∑N
i=1

(pi − p̂i)
2

√

Kappa [304]
Kappa =

c × s −
∑5

l=1pl × tl
s2 −

∑5
l=1pl × tl

Appendix D. Public datasets

Refer to Table D.22.

Table D.22 
Public datasets available related to this review.

Name of dataset URL Modality Application Description

CHB-MIT https://physionet.org/content/chbm 
it/1.0.0/

EEG Epileptic seizure 23 Patients, 
198 Seizures, 
Sampling Frequency 256 (Hz)

Bonn https://www.ukbonn.de/epileptologie/ 
arbeitsgruppen/ag-lehnertz-neurophysik/

EEG Epileptic seizure 22 Patients, Sampling Frequency 173.61 (Hz)

Bern-Barcelona https://www.upf.edu/web/ntsa/dow 
nloads

EEG Epileptic seizure 10 Patients, Sampling Frequency 512 (Hz)

RepOD https://repod.icm.edu.pl/dataset.xhtml? 
persistentId=doi:10.18150/repod. 
0107441

EEG Schizophrenia 14 patients, 14 normal, Sampling Frequency 
256 (Hz)

Kaggle https://www.kaggle.com/datasets/broach 
/button-tone-sz

EEG Schizophrenia 23 patients, 22 normal, Sampling Frequency 
1000 (Hz)

SEED https://bcmi.sjtu.edu.cn/home/seed/s 
eed.html

EEG, Peripheral physiological 
signals 
(Electromyography,Electro- 
Oculogram), Face video

Emotion recognition 15 (7 male, 8 female), Sampling Frequency 
1000 (Hz)

SEED-IV https://bcmi.sjtu.edu.cn/home/seed/see 
d-iv.html

EEG, Eye-tracking data Emotion recognition 15 (7 male, 8 female), Sampling Frequency 
1000 (Hz)

DEAP https://www.eecs.qmul.ac.uk/mmv/datas 
ets/deap/download.html

EEG, GSR, Respiration Amplitude, 
Skin 
Temperature, Blood Volume, 
Electromyogram, 
Electrooculogram

Emotion recognition 32 (16 male,16 female), Sampling Frequency 
512 (Hz)

MANHOB-HCI https://mahnob-db.eu/hci-tagging/ EEG, Visual, Audio, Eye Gaze, 
ECG, GSR, 
Respiration Amplitude, Skin 
temperature

Emotion recognition 27 (11 male, 16 female), Sampling Frequency 
256 (Hz)

DREAMER https://zenodo.org/records/546113 EEG, Peripheral physiological 
signals 
(Electrocardiogram)

Emotion recognition 25 (14 male,11 female), Sampling Frequency 
128 (Hz)

(continued on next page)
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Table D.22 (continued )

Name of dataset URL Modality Application Description

Sleep-EDF https://www.physionet.org/content/slee 
p-edf/1.0.0/

PSG sleep recordings, containing 
EEG, EOG, chin EMG

Sleep 8 subjects, Sampling Frequency 100 (Hz)

Montreal Sleep 
Research (MASS)

https://borealisdata.ca/dataverse/MASS PSG sleep recordings, containing 
EEG, EOG, ECG, EMG

Sleep 200 whole-night PSG recording, Sampling 
Frequency 256 (Hz)

TD-BRAIN https://brainclinics.com/dua/ EEG MDD 124 MDD patients, Sampling Frequency 500 
(Hz)

BCI competition III a, 
b,iva,ivb,ivc

http://bbci.de/competition/iii/ EEG BCI tasks Different subjects, Different sampling 
frequencies (Hz)

BCI competition IV 
2a,2b

https://www.bbci.de/competition/iv/ EEG BCI tasks 9 subjects, Sampling Frequency 250 (Hz)

San Diego https://openneuro.org/datasets/ds00 
2778/versions/1.0.5

EEG Parkinson’s Disease 8 subjects, Sampling Frequency 256 (Hz)

MIT-BIH Arrhythmia 
Database

https://physionet.org/content/mit 
db/1.0.0/

ECG Arrhythmia 47 subjects, Sampling Frequency 360 (Hz)

AFDB https://physionet.org/content/afdb/ 
1.0.0/

ECG Atrial Fibrillation 23 subjects, Sampling Frequency 250 (Hz)

SVBD https://physionet.org/content/svdb/ 
1.0.0/

ECG Supraventricular 
arrhythmias

8 subjects, Sampling Frequency 360 (Hz)

PhysioNet/CinC 
Challenge 
2017

https://physionet.org/content/ch 
allenge-2017/1.0.0/

ECG Atrial fibrillation 516 subjects, Sampling Frequency 300 (Hz)

PTB Diagnostic 
ECG Database

https://www.physionet.org/content/ptb 
db/1.0.0/

ECG Different cardiac 
diseases

294 subjects, Sampling Frequency 1000 (Hz)

MIMIC III https://physionet.org/content/mimiciii 
/1.4/

PPG, ECG, 
ABP, respiration,

Blood pressure 10,282 subjects, Sampling Frequency 125 
(Hz)

PhysioNet 2016 https://www.physionet.org/challenge 
/2016/

PCG Heart sound 3240 recording, Sampling Frequency 2000 
(Hz)

PASCAL 2011 https://istethoscope.peterjbentley.com/he 
artchallenge/index.html

PCG Heart sound 656 recordings for heart sound classification, 
176 recordings for heart sound segmentation

NinaPro DB1 https://ninapro.hevs.ch/instructions 
/DB1.html

sEMG and kinematic data Gesture Recognition 27 subjects

Data availability

No data was used for the research described in the article.
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