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#### Abstract

The Kepler mission revealed a plethora of stellar variability in the light curves of many stars, some associated with magnetic activity or stellar oscillations. In this work, we analyse the periodic signal in 162 intermediate-mass stars, interpreted as Rossby modes and rotational modulation - the so-called hump and spike feature. We investigate whether the rotational modulation (spike) is due to stellar spots caused by magnetic fields or due to Overstable Convective (OsC) modes resonantly exciting g modes, with frequencies corresponding to the convective core rotation rate. Assuming that the spikes are created by magnetic spots at the stellar surface, we recover the amplitudes of the magnetic fields, which are in good agreement with theoretical predictions. Our data show a clear anticorrelation between the spike amplitudes and stellar mass and possibly a correlation with stellar age, consistent with the dynamo-generated magnetic fields theory in (sub)-surface convective layers. Investigating the harmonic behaviour, we find that for 125 stars neither of the two possible explanations can be excluded. While our results suggest that the dynamo-generated magnetic field scenario is more likely to explain the spike feature, we assess further work is needed to distinguish between the two scenarios. One method for ruling out one of the two explanations is to directly observe magnetic fields in hump and spike stars. Another would be to impose additional constraints through detailed modelling of our stars, regarding the rotation requirement in the OsC mode scenario or the presence of a convective-core (stellar age).
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## 1 INTRODUCTION

Around 10 percent of A-type stars have been discovered to be chemically and magnetically peculiar. It is widely accepted that the magnetic fields in Ap stars are of fossil origin, i.e. they were formed in the pre-main-sequence stage of stellar evolution (e.g. Cowling 1945; Braithwaite \& Spruit 2004; Braithwaite \& Cantiello 2013). A fossil magnetic field means that at the current evolutionary stage, the star cannot maintain the magnetic field against spontaneous decay (Borra, Landstreet \& Mestel 1982). The predicted strengths of fossilmagnetic fields, obtained by Braithwaite \& Spruit (2004) through numerical simulation, were of the order of 10 kG , agreeing with observations.

[^0]Magnetic fields in chemically peculiar stars inhibit the motions of ions (which have an electric charge) and force particular elements to be concentrated in spots, as many observations confirm (e.g. Gray \& Corbally 2009). As most Ap stars are slow rotators and have an overabundance of certain elements (e.g. Kochukhov \& Bagnulo 2006), their spectral lines are very sharp, which allows one to directly detect the magnetic fields through magnetic splitting of the lines, or by spectropolarimetric observations measuring the Zeeman effect (see e.g. Donati \& Landstreet 2009). However, our understanding of how magnetic fields are generated and operate in Ap stars cannot be extended to other types of stars that exhibit magnetic activity.

Magnetic fields have been investigated and measured in other A stars, however, most of them have weak magnetic field strengths (see e.g. Aurière et al. 2007; Lignières et al. 2009; Petit et al. 2011; Blazère, Neiner \& Petit 2016a; Blazère et al. 2016b, Neiner, Wade \& Sikora 2017, Seach et al. 2020). Interestingly, Aurière et al. (2007) found a lack of stellar magnetic fields with strengths between 300
and a few Gauss, which is now commonly termed as the 'magnetic desert'. The strong magnetic fields of Ap stars highlights their distinctive character with respect to non-peculiar A stars.

### 1.1 Origin of magnetic fields and magnetic activity in non-peculiar intermediate-mass stars

Our initial understanding of stellar magnetic fields is based on studies of the Sun. The kinetic energy generated by the motions in the convective layers, coupled with differential solar rotation, is converted by the solar dynamo to magnetic energy. Dynamo generated magnetic fields in the Sun can then be observed at the photosphere (see e.g. the review by Berdyugina 2005 and references therein).

The magnetic fields at the surface of the Sun can partially inhibit the convective energy transport. Such regions appear as spots, visible because they are cooler and therefore darker than the bright photosphere (Strassmeier 2009). It is known from both theory and helioseismic observations that the convective zone (CZ) of the Sun is approximately 29 per cent of its outer radius (e.g. Turck-Chièze et al. 1993; Christensen-Dalsgaard 2002). The solar CZ is efficient and deep enough to sustain a dynamo that can generate a magnetic field, penetrating the solar photosphere and creating sunspots. Given the proximity of the Sun, which allows us to resolve its disc, sunspots have been visually observed on its surface for centuries. In order to understand stellar and solar dynamo, however, one has to use magnetic activity observations of other stars, which expands the range of stellar parameters on which the dynamo theories can be tested (Berdyugina 2005; Brandenburg \& Subramanian 2005). Magnetic activity in late-type stars, which possess deep convective envelopes, has been observed abundantly (see Berdyugina 2005, chapter 2).

In the case of more massive early-type stars, detecting and understanding the origin of their magnetic fields present additional challenges. Nevertheless, one can infer information regarding magnetic activity by looking for rotational modulation in the photometric light curves of stars. The brightness variations can be attributed to temperature variations caused by stellar spots co-rotating with the stellar surface. While the more massive HgMn stars show spots but no surface magnetic fields have been recorded yet (Kochukhov et al. 2013), stellar spots are generally accepted to be a consequence of magnetic activity also in intermediate-mass stars (Berdyugina 2005).

As the stellar structure changes with increasing stellar mass, one cannot assume that the mechanism that generates magnetic fields in higher mass stars is the same as in the Sun. This also reinforces the necessity of studying magnetic fields in more massive stars.

A debatable aspect regarding the presence of magnetic fields in non-chemically peculiar main-sequence higher mass stars ( $\geq 1.3 \mathrm{M}_{\odot}$ ) comes from the fact that, as opposed to our Sun's radiative core and deep convective envelope, the core of more massive stars is convective and surrounded by a deep radiative envelope. ${ }^{1}$ A more detailed analysis of the outermost layers of intermediate-mass stars reveals, however, that due to high opacity and/or low adiabatic gradient (conditions fulfilled in the ionization zones of $\mathrm{H}, \mathrm{He}$, and/or Fe ), there are thin convective layers at or below the stellar surface (e.g. Cantiello \& Braithwaite 2019, hereafter CB19).

Cantiello \& Braithwaite $(2011,2019)$ proposed that despite their small aspect ratio, these convective regions could sustain a dynamo

[^1]and generate a magnetic field. Since early-type stars tend to be rapidly rotating, magnetic structures could also grow to scales larger than the scale of convective motions. The rapid rotation could distinguish stars with this type of dynamo-generated magnetic field from those in the slowly rotating Ap stars, which, as mentioned above, are believed to have magnetic fields generated prior to the main-sequence stage. CB19 also suggest that dynamo-generated fields have rapidly evolving features of small-scale and that the strength of surface magnetic fields is expected to increase as the stars evolve. While it is difficult to predict the exact size of the magnetic features, it is expected that their sizes are correlated to the pressure scale height at the bottom of the shallow convective envelope, which is expected to be less than 1 per cent of the stellar radius. CB19 predicted surface magnetic fields strengths to reach 1 kG for the lower mass stars and $\lesssim 1 \mathrm{G}$ for stars with $T_{\text {eff }}>10000 \mathrm{~K}$, noting that these could be just lower limits.

Both theory and observations suggest that the transition between stars with convective surfaces to stars with radiative surfaces is at around 10000 K (CB19). Cool intermediate-mass stars ( $T_{\text {eff }} \lesssim$ $10^{4} \mathrm{~K}$ ) likely have a very thin convective surface layer due to the ionization of H and He ( see fig. 2 in CB19). The transported flux in these convective layers, which separate the radiative envelope from the surface, is negligible because they contain very little mass. According to CB19, magnetic fields can reach the stellar surface through magnetic buoyancy, locally changing the gas pressure and lowering the optical depth of the photosphere. Consequently, spots will appear brighter than the surrounding photosphere because the flux originates from deeper radiative areas in the star, where the temperature is higher than at the surface.

In contrast to the dynamo-generated magnetic fields that CB19 described, Braithwaite \& Cantiello (2013) proposed the failed-fossil scenario for the origin of ultraweak magnetic fields in A stars. The failed-fossil magnetic fields are expected to have large scale, slowly evolving features that would decrease as the stars evolve. The predictions in Braithwaite \& Cantiello (2013) suggest that: (1) the time-scale of the failed-fossil field's evolution is around the stellar age, (2) the length-scale of surface magnetic structures should be at least 20 per cent of the radius of the star, (3) the higher stellar rotation, the stronger the stellar magnetic field. With respect to the largescale and slowly evolving features, the characteristics of failed-fossil magnetic fields are opposite to those of dynamo-generated magnetic fields predicted by CB19, but for both scenarios the rotation should play an important role. One could test both scenarios by performing an ensemble analysis on a homogeneous sample of stars that show magnetic activity signs.

For this study, we use the, so-called, hump and spike stars, which Saio et al. (2018) suggested could show signs of magnetic activity in the form of spots. The common characteristic of these stars is a feature in the Fourier spectrum (see Fig. 1 for some examples), interpreted to be unresolved Rossby modes (the hump) mechanically excited by deviated flows caused by stellar spots (the spike) at intermediate to high latitudes (Saio et al. 2018). Rossby modes were first reported in intermediate-mass stars by Van Reeth, Tkachenko \& Aerts (2016), as they studied the core rotation of a sample of $\gamma$ Dor stars. They have been reported in other works such as: Li et al. $(2019,2020)$.

### 1.2 Alternative explanation for rotational modulation

Recently, Lee \& Saio (2020) and Lee (2021) proposed a different explanation for rotational modulation of light curves of earlytype stars, which does not involve the presence of stellar spots generated by magnetic fields. Overstable convective (OsC) modes


Figure 1. A selection of hump and spike features, illustrating their common aspects and amplitude and frequency diversity.
in rapidly rotating early-type stars could resonantly excite lowfrequency $g$ modes in the envelope. If the stellar core rotates slightly faster than the envelope and the amplitudes of the $g$ modes are significant at the photosphere, they would cause brightness variability and therefore be observed as rotational modulations (i.e. the spike).

In addition, Lee (2021) suggested that OsC modes resonating with $g$ modes in the envelope can play an essential role in carrying angular momentum from the core to the envelope. A small amount of radial differential rotation is a critical ingredient in the Lee \& Saio (2020) and Lee (2021) hypothesis, as OsC modes would not excite g modes in uniformly rotating stars (Lee \& Saio 2020). Previous studies in which core and envelope rotation rates were measured through photometric data found that up to about 10 per cent differential rotation between convective core and envelope is not rare in $\gamma$ Doradus stars (Saio et al. 2021).

In the context of our hump and spike sample of stars, we investigate the possibility that the spike could in some cases correspond to g modes confined near the core and resonantly excited by the convective core motions. In this case, the light curves of our hump and spike stars would be modulated by the convective core rotation.

In this article, we address both scenarios and discuss the corresponding implications. More precisely, we investigate whether the spike feature could be either: (1) caused by rotational modulation due to stellar spots caused by magnetic fields or (2) evidence that OsC modes couple with g modes in the envelope, causing the light curve to be modulated with the convective core rotation.

Under the assumption that spots induced by magnetic fields cause the spike modulation, the first goal of the present work is to investigate whether the stars in our sample could sustain a magnetic field. We will test two scenarios: failed-fossil field (Braithwaite \& Cantiello 2013) and dynamo-generated field (CB19).

The second goal of this study is to test whether the spike is evidence of convective core rotation, using predictions from Lee (2021). If the frequency of the spike is proven to correspond to the frequency of a g mode that is resonantly excited by OsC modes, then our results would help better understand the convective core rotation in intermediate-mass stars as well as the internal mixing.

We describe observations, data reduction and analysis in Section 2 and discuss our results in Section 3. The implications of our results under both the magnetic field and the OsC modes hypotheses are presented in Section 4. Our conclusions and future work are presented in Section 5.

## 2 OBSERVATIONS AND DATA ANALYSIS

In this work, we use the Kepler long cadence data (Koch et al. 2010), which are excellent for our study given the long-time coverage, and the fact that the signals of interest are found at low frequencies ( $<20 \mathrm{~d}^{-1}$ ). The light curves from each quarter were downloaded from KASOC (Kepler Asteroseismic Science Operations Center) (Handberg and Lund 2014). ${ }^{2}$ For our analysis, we used the Presearch Data Conditioning (PDC) data, as they were free of specific systematic errors, removed by the Kepler Science Operations Center Pipeline (Twicken et al. 2010). We visually inspected each PDC light curve and compared it to the corresponding Simple Aperture Photometry light curve (SAP). We concluded that the hump and spike feature remained unaltered after the time series were processed by the PDC module of the Kepler data analysis pipeline. The data from KASOC are barycentrically corrected, and the light curve files have the Barycentric Reduced Julian Date (BRJD, BJD-2,400,000.0) as time units (Van Cleve et al. 2016). ${ }^{3}$

The flux was converted from units of photoelectrons per second ( $\mathrm{e}^{-} \mathrm{s}^{-1}$ ) to ppm, after which the quarterly data were stitched into a single time series for each star. We computed a Fourier spectrum for each stitched time series using the lightkurve package (Lightkurve Collaboration et al. 2018).

### 2.1 Sample selection

The target sample initially comprised 94 stars that were visually inspected and found to exhibit the hump and spike feature or were reported in Balona (2013, 2014, 2017) and Balona et al. (2015). The temperature range on which we concentrated to find targets was $6500<T_{\text {eff }}<10000 \mathrm{~K}$. An additional set of 115 stars ( $7500<$ $T_{\text {eff }}<10000 \mathrm{~K}$ ) from Trust et al. (2020) was included in our study. Another four stars were added to our sample from Mathur et al. (2019) and by visually inspecting the data products available from Santos et al. (2021a). A total of 213 stars that exhibited the hump and spike feature were analysed. However, in this article, we concentrate on 162 stars that did not show signatures of binarity (either from photometry or literature). This selection was performed in order to study a homogeneous sample of stars. We note that some stars in our final sample exhibit a hump after the spike (e.g. KIC 4488313 in Fig. 1). This feature is similar to one identified by Saio et al. (2018), who suggested that it is probably the result of prograde g modes (see fig. 8 in Saio et al. 2018). This feature will be addressed in a future work that will concentrate more on Rossby modes.

In Fig. 2, we show an HR diagram illustrating our final sample. Stellar evolutionary models for the mass range $1.4-3.8 \mathrm{M}_{\odot}$, computed with Warszaw-New Jersey models (Pamyatnykh et al. 1998; Van Hoolst, Dziembowski \& Kawaler 1998; Pamyatnykh 1999) are shown in the background for guidance only, computed with solar metallicity (Asplund et al. 2004) and with no rotation. The full sample of stars can be seen in Fig. A1 in Appendix A, with the

[^2]

Figure 2. Stars from our sample placed in an HR diagram. The source for luminosity and $T_{\text {eff }}$ values is described in Section 2.3. The colour code represents the source from which the target originates, as described by the legend. More information in Section 2.1. Warszaw-New Jersey evolutionary tracks ( $Z=0.012$, Asplund et al. 2004) are displayed in the background for guidance only.


Figure 3. Example of a Gaussian fit on a spike feature, KIC 4921184.
excluded stars marked in orange squares and purple triangles while the targets used in the current work are marked in green circles.

The feature of interest is, as mentioned, the hump and spike with a few examples shown in Fig. 1, and a more detailed view in the left-hand panel of Fig. 3. The following section describes how the parameters of the spikes were extracted.

### 2.2 Spike parameter extraction

For most stars in our sample, the PDC light curves did not need additional de-trending or corrections. Only $\sim 10$ per cent of PDC light curves still contained some non-astrophysical signals, to which some minor corrections were applied. A clear example of a light curve that needed such corrections can be seen in Fig. 4, where only the jump in flux at around BRJD 56000 ) was corrected by fitting three low-order polynomials to the data. The corrections were done keeping in mind that overfitting might introduce additional and unnecessary signals in the data, so the order of the polynomials was kept as low as possible. In this example, three second-degree polynomials sufficed. As seen in the lower panel of Fig. 4, the Fourier spectra of both polynomial-corrected data and PDC data are overplotted, respectively, the astrophysical signal (hump and spike feature) is unaltered after the correction, but the noise at lower frequencies is reduced. The applied corrections eliminated only the non-astrophysical signals, evidently showing that the peaks at low frequencies are indeed associated with the jump in flux that occurs in the time series at BRJD $\sim 56000$ in the upper panel of Fig. 4. We computed also a Fourier spectrum without the data that contain the


Figure 4. Upper panel: PDC light curves of KIC 4921184: before the correction was applied (purple), after non-astrophysical signal was removed (orange). See Section 2.2 for more details. Lower panel: Fourier spectra of corrected (orange) and uncorrected (purple) light curves. The grey Fourier spectrum was computed with the full data set excluding the region inside the two grey vertical lines from upper panel. There are small differences between the Fourier spectrum of the corrected data and the one computed without the data between BRJD 55904 and 56015 d.


Figure 5. Illustration of how a frequency region was selected for the Gaussian fitting - KIC 1873552.
jump in flux (in the time range 55904 and 56015), coloured in grey in the lower panel of Fig. 4. The small differences in the respective Fourier spectra indicate the non-astrophysical origin of the jump. We conclude that the correction applied did not introduce additional non-astrophysical signals. Moreover, these minor corrections helped obtain a higher signal-to-noise ratio (SNR) for the studied spikes and/or humps.

For each star in our sample, a simple 1D Gaussian model was fitted to the spike (and its harmonics) using astropy (Astropy Collaboration 2013, 2018). Spike identification was done semi-automatically. We divided the Fourier spectrum into equal sections and identified the peaks with scipy (Virtanen et al. 2020). Only peaks with an SNR $\geq 4$ were accepted as significant. After identifying a significant peak, we defined a region in the Fourier spectrum (blue shaded region in Fig. 5, spike selection of KIC 8385850) and fitted a simple Gaussian. Manual spike identification was necessary due to the variety in the


Figure 6. Spike amplitude as a function of spike frequency; if not visible the uncertainties in both quantities are smaller than the symbols.
hump and spike profiles. As seen in Fig. 1, the topology of the hump and spike feature changes from star to star. In some cases, the spike was not well separated from the hump or was a broad feature rather than a sharp narrow peak.

The noise level for the SNR calculations was estimated to be the median of the amplitude values between a range selected at frequencies higher than $\sim 15-20 \mathrm{~d}^{-1}$, where no astrophysical signal could be identified. The frequency range for SNR calculations was selected for each star with the same tool as depicted in Fig. 5. Usually the SNR is determined around the extracted peak. However given the proximity of the hump (both at lower frequencies and in some case at higher frequencies), it was not possible to determine the noise level around the spike. We therefore chose to use the noise level at higher frequencies which we expect to mirror the white noise in the data set.

Similar to Trust et al. (2020), we define the value for the spike amplitude to be the highest amplitude value in the selected spike region. This is a robust way to determine the photometric variability in the 4-yr Kepler data. The uncertainties in spike amplitudes were calculated with equation (1), which was adapted from Kjeldsen \& Bedding (1995).
$\sigma_{\mathrm{A}}=\frac{\sqrt{\pi} \mathrm{SNR}}{2}$,
where SNR is the noise level in the Fourier spectrum.
We note that the spike amplitudes could be underestimated. If the spike signal is due to stellar spots, the amplitude would depend on the angle at which the spot is observed, which in turn depends on the stellar inclination and the latitude of the spot. Determining the intrinsic value of the spike amplitude requires knowledge of the stellar inclination, which is out of the scope of the current work.

Almost all stars (121) have four years of Kepler data. However a few stars have missing quarters, as indicated in Table A1. In the latter case, gaps in the data will introduce alias peaks. This will increase the uncertainty of $f_{\text {rot }}$, as it would not be possible to discern between the correct and alias peaks. Furthermore if the length of the data set is shorter, the precision of $f_{\text {rot }}$ will again decrease. For example, KIC 5456027 is the only star that has 12 missing quarters, as seen in Table A1 $\left(f_{\text {rot }}=1.242 \mathrm{~d}^{-1}, \sigma f_{\text {rot }}=0.0039 \mathrm{~d}^{-1}\right)$. The uncertainty on $f_{\text {rot }}$ is on average, an order of magnitude larger than for other stars, meaning that the uncertainty in determining the rotation frequency increases with the existence of gaps in the data.

The spike frequency and amplitude and the associated uncertainties for each star can be found in Table A1. Fig. 6 shows a weak anticorrelation between the frequency and amplitude of the spike,


Figure 7. Comparison between rotation frequency from this work versus literature values: Balona (2013, 2014,2017), Balona et al. (2015), Trust et al. (2020), and Santos et al. (2021a).


Figure 8. Upper panel: Histogram of the rotation frequencies extracted for our sample of stars (spike frequency). Lower panel: Histogram of rotational velocities, calculated with equation (2).
suggesting that rapidly rotating stars tend to have slightly lower spikes.

The right-hand panel of Fig. 3 shows a fitting example for KIC 4921184. Values for the rotation frequency were compared to those in literature, as seen in Fig. 7. For details regarding the few differences, see Section 3. The upper panel of Fig. 8 depicts a distribution of the rotation frequency values, which lie between 0.28 and $2.75 \mathrm{~d}^{-1}$, corresponding to rotation periods between 3.6 and 0.4 d . This highlights the short rotation periods of our stars.

In Fig. A2, panel (d1) depicts the relation between the rotational velocity and the spike amplitude for each target in our sample. The rotational velocity was calculated as:
$V_{\text {rot }}\left(\mathrm{km} \mathrm{s}^{-1}\right)=\frac{2 \pi R_{s} F_{\text {rot }}}{86400}$,
where $R_{s}$ is the stellar radius in km and $F_{\text {rot }}$ is the rotational frequency in $\mathrm{d}^{-1}$, corresponding to the frequency of the main spike. For


Figure 9. HR diagram with the symbol colour correlated to the rotational velocity, calculated using the spike frequency and equation (2). The source for luminosity and $T_{\text {eff }}$ values is described in Section 2.3. Warszaw-New Jersey evolutionary tracks ( $Z=0.012$, Asplund et al. 2004) are displayed in the background for guidance only.

93 targets from our sample, the radius values and the associated uncertainties were extracted from Gaia DR2 (Gaia Collaboration 2018). For the remaining 69 stars, the radius values were taken from Berger et al. (2020). The uncertainty in stellar radius has the highest contribution to the uncertainty in the rotational velocity. The values obtained for the rotational velocities are depicted in a histogram in the lower panel of Fig. 8 and are also listed in Table A1 where the radius values and the associated uncertainties can also be found. Chowdhury et al. (2018) reported rotation periods of 513 stars, out of which 394 are within the same $T_{\text {eff }}$ range as our targets. Their reported rotational frequencies are similar to our sample, suggesting that the hump and spike stars do not rotate differently from other A and F stars. Fig. 9 depicts the rotational velocities with respect to their location in the HR diagram, confirming that more massive, hotter stars rotate faster. We briefly discuss the importance of rapid rotation of some of our stars in Section 4.3.2, as it is an important ingredient in the OsC theory.

### 2.3 Luminosity and $T_{\text {eff }}$ values

Luminosity values for 156 targets from our sample were extracted from Murphy et al. (2019) (supplementary data). For the remaining six stars not found in Murphy et al. (2019), we assigned luminosity values from Berger et al. (2020) (four stars) and from Gaia DR2 (two stars). Last column in Table A1, denotes the source of the stellar parameters as explained in the caption.

For obtaining the luminosity values, Murphy et al. (2019) used the Gaia DR2 parallaxes and uncertainties, $g$ apparent magnitudes (derived from $g_{\text {KIC }}$ and $r_{\text {KIC }}$ magnitudes and calibrated to the SDSS scale), extinctions and their uncertainties from the dustmap python package (Bayestar 17 reddening map) and bolometric corrections with isoclassify python package. For a more in-depth explanation of how the values were obtained, see Murphy et al. (2019) and references therein.

The luminosity values for the four stars, extracted from the Berger et al. (2020) catalogue, were derived from isochrones and broad-band photometry, Gaia DR2 parallaxes, and spectroscopic metallicities. See Berger et al. (2020) for a more in-depth understanding of how these values were obtained. The effective temperatures ( $T_{\text {eff }}$ ) for all 162 stars were extracted from Gaia DR2.


Figure 10. HR diagram with the symbol colour indicating the highest harmonic detected in the Fourier spectrum. The number in the paranthesis next to each item from the legend indicates the number of stars in the sample that have the respective highest harmonic. The source for luminosity and $T_{\text {eff }}$ values is described in Section 2.3. Warszaw-New Jersey evolutionary tracks ( $Z=0.012$, Asplund et al. 2004) are displayed in the background for guidance only.


Figure 11. KIC 4921184 Fourier spectra computed with subsets of the full Kepler data colour coded with respect to time. The yellow Fourier spectrum is computed with the most recent Kepler data. Black vertical line at $\sim 1.39 \mathrm{~d}^{-1}$ denotes the frequency of the spike, obtained by fitting a Gaussian to the full 4yr Kepler data. The amplitude of the spike in the full data set is $52 \pm 0.5 \mathrm{ppm}$.

### 2.4 Harmonics of the main spike

The majority of the stars in our sample exhibit one to several harmonics of the spike frequency, which can be interpreted as a sign of a non-sinusoidal signal. Only 14 stars do not have any detected harmonics of the main spike. The colour code in Fig. 10 is dictated by the highest harmonic found in the Fourier spectrum. There seems to be no apparent correlation between the presence or lack of harmonics and the stellar parameters. In the legend of Fig. 10, the number of stars that possess specific harmonics can be found. We focus more on the significance and importance of harmonics for our stars in Section 4.3.2.

### 2.5 Time-series analysis

In order to verify the temporal behaviour of the periodic signals, we performed a time series analysis on the data, focusing on temporal changes of the spike, as shown in Fig. 11, where Fourier spectra of subsets of the KIC 4921184 Kepler data are displayed. The average duration of each sub-data sets is 800 d and the average overlap 791 d. Each Fourier spectrum was computed with the lightkurve package (Lightkurve Collaboration 2018). The colour coding in Fig. 11 represents the time when the photometric data from the data subsets were acquired, the yellow Fourier spectrum being computed


Figure 12. KIC 4921184 Fourier spectrum with the main spike ( $\mathrm{f} 1=1.39$ $\mathrm{d}^{-1}$ ) and its harmonics ( $2 \mathrm{f} 1,3 \mathrm{f} 1,4 \mathrm{f} 1,5 \mathrm{f} 1=2.78,4.17,5.56,6.95 \mathrm{~d}^{-1}$ ).
with the most recent Kepler data. The Gaussian centre obtained from fitting the spike in the Fourier spectrum of the full data set (see also Fig. 3) is depicted in Fig. 11 as a vertical black dotted line at the corresponding frequency. Fig. 11 clearly shows the amplitude and structure of the spike change in time. The values for computing Fig. 11 ( 800 d sub-data sets, overlapping 791 d ) were chosen as a trade-off between resolution, SNR and having enough subsets to illustrate the changing character of the spike. However, we quantify this temporal change using other methods as described in section 2.6.

The Fourier spectrum computed with the full Kepler data set of KIC 4921184 is shown in Fig. 12. The harmonics of the spike (f1 $=1.39 \mathrm{~d}^{-1}$ ) are also visible ( $2 \mathrm{f} 1,3 \mathrm{f} 1,4 \mathrm{f} 1,5 \mathrm{f} 1=2.78,4.17,5.56$, $6.95 \mathrm{~d}^{-1}$ ). The presence of harmonics is indicative of non-sinusoidal brightness variations, typical for stellar spots. Furthermore, the changing shape of the main spike, as seen in Fig. 11, and the double-wave light variation in the middle panel of Fig. 13 suggest the presence of variable stellar spots (e.g. Chowdhury et al. 2018). In general, a double-wave variation indicates the presence of spots that are in antiphase, causing a stronger 2nd harmonic (Santos et al. 2017). However, for KIC 4921184, the amplitude of the $2^{\text {nd }}$ harmonic is just as high or slightly lower than that of the main spike in some of the Fourier spectra computed with subsets of the full Kepler data, suggesting the presence of non-permanent spots.

### 2.6 Spike lifetime

Given the changing nature of the spike (Fig. 11), we searched for a way to quantify its evolution in time. It has been suggested that the decay time-scales of the autocorrelation functions (ACFs) of light curves are related to the lifetimes of stellar spots (Giles, Collier Cameron \& Haywood 2017; Trust et al. 2020; Santos et al. 2021b). Given that one of the goals of our work was to probe whether the spike is evidence for magnetic fields, we decided to compute the ACFs based on which we could extract the spike lifetime. We only concentrated on the signal induced by the spike and its harmonics, requiring a band-pass filtered time series. We calculated the sum of all Fourier components in the frequency bands around the spike and the harmonic frequencies, $n f_{\text {rot }} \pm \Delta f$, where $\Delta f$ is the frequency range around $n$ times the spike frequency. $\Delta f$ depended on the broadness of the spike/harmonic, which varied from case to case; $n$ takes values between 1 and the order of the highest detected harmonic. For example, for KIC 4921184 (Fig. 12) $n=5$. The Fourier components were determined using an iterative sine-wave fitting process, which was stopped once all the signal within the $n f_{\text {rot }} \pm \Delta f$ frequency range was recovered.


Figure 13. Upper panel: Band-pass filtered time series and the original Kepler data for KIC 4921184. Middle panel: Zoom in of figure (a), the shape of the non-sinusoidal signal induced by the spike and its harmonics are depicted in orange, while the original data are the purple dots. Lower panel: Fourier spectrum of both the original data set (purple) and the band passed filtered time series (orange), where only the spike and harmonic signal is contained. The insert shows a zoom in on the first spike.

Fig. 13 shows an example of the band-pass filtered time series. In the upper panel of Fig. 13 the contribution of the spike and its harmonics to the brightness variability is illustrated over the complete Kepler data, while the mid-panel shows a zoom-in on the non-sinusoidal signal induced by the spike and its harmonics. The lower panel of Fig. 13 shows the difference in Fourier spectra computed with the full and band-passed filtered time series. The insert in the lower panel depicts a zoom in on the first spike and its hump.

After computing the ACF of the band-passed filtered time series (orange curve in Fig. 14, obtained with numpy package Harris et al. 2020), the result was fitted with an exponential model (green line), described by equation (3), using least-squares minimization (Virtanen et al. 2020).

$$
\begin{equation*}
y(t)=\left(e^{\frac{-t}{\tau_{\mathrm{ACF}}}}\right)\left[y_{0}+A \cos \left(\frac{2 \pi t}{P_{\mathrm{ACF}}}\right)+B \cos \left(\frac{4 \pi t}{P_{\mathrm{AFF}}}\right)\right] . \tag{3}
\end{equation*}
$$



Figure 14. Autocorrelation function of the band-passed time series KIC 4921184. The orange line is the ACF of band-passed filtered time series. The green line is a fit obtained with equation (3).


Figure 15. Spike lifetime distribution ( $2 \tau_{\mathrm{ACF}}$ ) obtained with equation (3).
In equation 3, introduced by (Giles et al. 2017) to approximate the star-spot lifetime of Kepler stars, $t$ represents the correlation time lags in days obtained as $t=N \Delta T$, with $\Delta T$ being the median time difference between consecutive observations in the light curve and $N$ is the number of observed data points in a light curve. $\tau_{\text {ACF }}$ is the decay time-scale of the magnetic features (stellar spots) and $P_{\mathrm{ACF}}$ is the rotation period of the star. $A, B$, and $y_{0}$ are not associated with physical stellar properties, but constants used in the fitting algorithm of above-mentioned equation. All parameters in equation (3) were left free in the fitting process. Fig. 15 depicts the spike lifetimes distribution, obtained using equation (3). The values obtained are similar to what Trust et al. (2020) reported for a sample of stars with common targets.

The accuracy of the method was tested on synthetic time series with known spike lifetimes. We simulated 400 time series with spike lifetimes of $15,30,60$, and 120 d ( 100 time series for each value). The total length of each time series is 1500 d , with a $30-\mathrm{min}$ cadence. The synthetic time series did not contain noise. The period of the signal was one day for all time series. Amplitude variability (excitation and damping) was calculated in a similar way as simulated for solar-like p-mode oscillations (see De Ridder, Arentoft \& Kjeldsen 2006). The average uncertainty was $\sim 27$ per cent for time series with a spike lifetime of $15,30,60 \mathrm{~d}$, and $\sim 42$ per cent for 120 d , respectively. In terms of accuracy, the method yielded values $\sim 1-2$ per cent away from the injected ones for 15,30 , and 60 d , and $\sim 21$ per cent for 120 d , respectively.

Santos et al. (2021b) suggested that the exponential model underestimates decay time-scales in stellar spot simulations. They introduced an alternative to the model proposed by Giles et al. (2017). We find, however, that the ACFs in this work are better fitted with the Giles et al. (2017) model. Nevertheless, in order not


Figure 16. HR diagram with symbols correlated with the spike lifetime as calculated in Section 2.6. The source for luminosity and $T_{\text {eff }}$ values is described in Section 2.3. Warszaw-New Jersey evolutionary tracks $(Z=$ 0.012 , Asplund et al. 2004) are displayed in the background for guidance only.
to underestimates the spike lifetimes, we multiply the values by a factor of 2 as suggested by Santos et al. (2021b). This factor was derived from simulations of solar spots, including various number of spots, inclination angles, and rotation periods. The spike lifetimes were obtained for all targets in our sample, and the results are in the HR diagram from Fig. 16, where these dictate the colour code. The spike lifetime values are also listed in Table A1.

## 3 RESULTS

We analysed the time series of 162 hump nd spike stars observed with the Kepler telescope and extracted the spike frequencies corresponding to the rotational frequencies, amplitude, and corresponding uncertainties. We calculated the spike lifetimes, used stellar radius to determine the rotational velocity and used luminosity values from Murphy et al. (2019), Berger et al. (2020), and Gaia DR2 and $T_{\text {eff }}$ values from Gaia DR2 catalogue to place our targets in HR diagrams.

Fig. 7 shows the difference between the obtained rotational frequency from this work and values from other sources mentioned in the caption and legend; most of our values in the literature agree with ours. We checked each star that does not have similar rotation frequency values to the ones previously reported and concluded that the values in this work are correctly identified as the rotation frequency. The few differences come from misidentifying the main spike with one of its harmonics. For example, KIC 3868032 was reported by Balona $(2013,2014,2017)$ to have a rotation frequency of $0.4 \mathrm{~cd}^{-1}$. Trust et al. (2020) reported a frequency of $1.67 \mathrm{~cd}^{-1}$ which is in agreement with our value. A more thorough investigation, revealed that Kahraman Aliçavuş et al. (2020) reported a $v \sin i$ value of $181 \pm 8 \mathrm{~km} \mathrm{~s}^{-1}$ for this star. A value for the rotational velocity using the $0.4 \mathrm{~cd}^{-1}$ rotational frequency and a radius value of $2.4_{-0.06}^{+0.07} R_{\odot}$ (Berger et al. 2020) would yield a rotational velocity of $\approx 49 \mathrm{~km} \mathrm{~s}^{-1}$. Given that the $v \sin i$ value is the lower limit for the rotational velocity, this value would contradict the result of Kahraman Aliçavuş et al. (2020). Assuming the rotation frequency of $1.67 \mathrm{~cd}^{-1}$, the rotational velocity would be $206_{-5}^{+6} \mathrm{~km} \mathrm{~s}^{-1}$, which is consistent with the measured $v \sin i$. A star can be represented more than once in Fig. 7, as stars have been reported more than once in previous studies.

We explore different parameters for any significant trends. Fig. A2 shows the correlations between stellar parameters and various parameters extracted in our analysis. In A2.a2, a moderate correlation between the rotational velocity and effective temperature is shown.


Figure 17. HR diagram with the colour code illustrating the amplitude of the spikes. The source for luminosity and $T_{\text {eff }}$ values is described in Section 2.3. Warszaw-New Jersey evolutionary tracks ( $Z=0.012$, Asplund et al. 2004) are displayed in the background for guidance only.

This correlation is not surprising as it has been known for decades that hotter stars rotate faster than their cooler counterparts (e.g. Tassoul 1978). A similar correlation can be seen in A2.b2 between luminosity and rotational velocity, which is interesting. An explanation is that the more luminous stars in the sample are the evolved higher-mass stars, and the rapid rotation they had while closer to ZAMS still dominates over the spin-down as their radii increase with age. Yet, we must highlight the bias induced by the target selection when discussing these correlations. Targets that originate from Trust et al. (2020), are stars initially selected by Balona (2013) to correspond roughly to spectral type $\mathrm{A} 9-\mathrm{A} 0$. The temperature range of interest was $7500<T_{\text {eff }}<10000 \mathrm{~K}$. This clear $T_{\text {eff }}$ cut off is noticeable also in Fig. 2, where stars symbolized by green circles, lie roughly in this temperature range (differences may occur due to the fact that Balona (2013) used the $T_{\text {eff }}$ from the KIC catalogue, while the values used in Fig. 2 were from Gaia DR2). A similar trend, but maybe not as significant, can be observed in Fig. A2.c2, where the rotational velocity is compared to the stellar radius. Considering all of the above and that more massive, hotter stars rotate faster (Fig. 9), under the assumption that magnetic activity gives rise to the spike frequency, these results could also suggest that more massive stars require a faster rotation rate to generate observable effects in the form of hump and spike.

In addition to the initial sample of stars with $T_{\text {eff }}=[6500$, 10000 ] K, we also attempted to populate our target list with cooler stars by visually inspecting selected stars from Santos et al. (2021a). The latter study concentrates on $G$ and late $F$ main-sequence and cool subgiant stars (in Fig. 2, stars symbolized with blue circles). Only three stars with $T_{\text {eff }}=[6310,7033] \mathrm{K}$ were found, suggesting that the hump and spike feature does not occur in cooler stars. The reason may be that lower-mass stars rotate on average slower, and/or the stellar structure is different, but we stress that a more systematic search for hump and spike stars is necessary in order to suggest a possible explanation. However, in the OsC modes scenario we do not expect cooler hump and spike stars as the convective core does not exist at masses lower than roughly $1.3 \mathrm{M}_{\odot}$. Additionally the thick convective envelope of late-type stars would not allow $g$ modes to penetrate all the way to the surface.

There seems to be no apparent connection between any parameter and the spike lifetime. The average spike lifetime value for the whole sample is around 30 d , with $\sim 95$ percent of the values being less than 60 d . The order of magnitude of the spike lifetime values are in agreement with values of star-spot lifetime reported by Giles et al. (2017) regarding F-type stars. Although the F-stars in the Giles et al.
(2017) sample are not very numerous, they report that the stellar spots do not survive very long (unlike in the case M, K, and G stars) nor reach substantial sizes.

The missing correlation between the spike lifetimes and stellar mass is hard to reconcile in the OsC scenario. As the g modes would be modulated by the convective turnover time-scales, we expect the spike lifetimes to decrease with stellar mass. We address this in more detail in Section 4.3.

The weak correlations from Fig. A2.a1, which shows the relation between the spike amplitude and $T_{\text {eff }}$ and Fig. A2.b1 that depicts the relation between the spike amplitude and luminosity (A2), suggest that cooler and less luminous stars have higher spikes. The same trend clearly showing that more massive stars have lower spike amplitudes is illustrated in Fig. 17. This correlation is further explored and discussed in Section 4.2, as it is related to the predictions of CB19.

## 4 DISCUSSIONS

### 4.1 Magnetic field strength

Cantiello \& Braithwaite (2019) argue that the thin envelope convection zones of intermediate-mass stars can sustain dynamo-generated magnetic fields. If the observed photometric variability is due to periodic temperature variations caused by magnetic spots, one can estimate the magnetic field strength using the amplitude of the spike and some assumptions for the spot filling factor. Following Cantiello \& Braithwaite (2011), we start from the definition of the radiative gradient:
$\nabla_{\mathrm{rad}}=\left(\frac{\mathrm{d} \ln T}{\mathrm{~d} \ln P}\right)_{\mathrm{rad}} \simeq \frac{P}{T} \frac{\Delta T}{\Delta P}$,
which can be re-written as
$\frac{\Delta T}{T}=\nabla_{\mathrm{rad}} \frac{\Delta P}{P}$.
We then assume that a magnetic spot is in hydrostatic and thermal equilibrium with its surroundings. The latter requires the radius of the spot to be significantly smaller than the stellar radius. We also assume that the radiative gradient is not affected substantially by the presence of the magnetic field. Assuming hydrostatic equilibrium implies that a magnetic spot has a smaller gas pressure compared to its non-magnetized surroundings, since part of the total pressure is provided by the magnetic field. Together with the assumption of thermal equilibrium, this implies a lower density in the magnetized region. A local depression in the surface density allows photons to emerge from deeper regions of the star, so an observer looking down into a magnetic spot at the surface of a radiative star is expected to see hotter temperatures compare to a non-magnetized region (Cantiello \& Braithwaite 2011). Using equation (5) this temperature contrast can be written as
$\frac{\Delta T}{T}=\nabla_{\mathrm{rad}} \frac{P_{\mathrm{mag}}}{P_{\mathrm{tot}}}=\frac{\nabla_{\mathrm{rad}}}{\beta}$
where
$\beta=\frac{P_{\mathrm{tot}}}{P_{\mathrm{mag}}}=\frac{P_{\mathrm{tot}}}{B^{2} / 8 \pi}$,
and $P_{\text {mag }}$ is the component of the pressure due to the presence of the magnetic fields, $P_{\text {tot }}$ is the total pressure, and $B$ the magnetic field strength. Assuming that the ratio between the magnetic pressure $P_{\text {mag }}$ and the total pressure $P_{\text {tot }}$ (from the gas and radiation) is very small, $\beta \gg 1$, and using $L=4 \pi R^{2} \sigma T_{\text {eff }}^{4}$, (where $R$ is the stellar radius), we can obtain a relation to estimate the local contrast in luminosity
between the spot and the rest of the stellar surface (Cantiello \& Braithwaite 2011):
$\frac{\Delta L}{L} \simeq \frac{4 \Delta T}{T}=\frac{4 \nabla_{\mathrm{rad}}}{\beta}$.
This equation provides the luminosity contrast of a magnetic spot compared to the unperturbed stellar luminosity. To compare this to observations, one has to take into account the filling factor $f=(r / R)^{2}$, where $r$ is the radius of the spot and $R$ is the stellar radius. Note the degeneracy between temperature (or luminosity) contrast and filling factor: A large spot with a small luminosity contrast can give a similar brightness variation to a smaller spot with a higher luminosity contrast. From a theoretical standpoint, Cantiello \& Braithwaite (2011) and CB19 suggested that magnetic fields in hot stars could produce features on scales that have comparable sizes with (or larger than) the pressure scale height of the convective regions where they are generated. Lacking firm observational constraints on the size of the spots that might be generating the brightness fluctuations, we will assume the spot size $r$ to be comparable to the pressure scale height in sub-surface convective layers. As we will discuss below the spots could actually be larger, so this assumption means our estimates for the magnetic fields represent upper limits. equation (7) becomes:
$\frac{\Delta L}{L}=\frac{4 \nabla_{\mathrm{rad}}}{\beta}\left(\frac{H_{p}}{R}\right)^{2}$,
where $H_{p}$ is the pressure scale height. Using the definition of $\beta$, equation (8) can be written as
$\frac{\Delta L}{L}=\frac{4 \nabla_{\mathrm{rad}} B^{2}}{8 \pi P_{\mathrm{tot}}}\left(\frac{H_{p}}{R}\right)^{2}$.
The ratio $\Delta L / L$ is then replaced with the observed photometric amplitude ( $A_{\text {spike }}$ ) in the Kepler data. Note that our calculation assumes a single spot and we do not correct for the Kepler bandpass. This is not necessarily correct, and the data suggest some stars have more than one spot, see e.g. the phase plots in Section 4.3.3. The magnetic fields amplitude is then recovered using the following relation:
$B^{2} \simeq A_{\text {spike }} \frac{2 \pi P_{\mathrm{tot}}}{\nabla_{\mathrm{rad}}}\left(\frac{R}{H_{p}}\right)^{2}$.
From a grid of ten stellar models in the mass range $1.25-4 \mathrm{M}_{\odot}$, obtained using MESA (Paxton et al. 2011, 2013, 2015, 2018, 2019), we have extracted through linear interpolation values for the total pressure at the surface $P_{\text {tot }}$, radiative gradient $\nabla_{\mathrm{rad}}$ and the pressure scale height $H_{p}$. The MESA models are accessible through GITHUB. ${ }^{4}$ The stellar models have solar metallicity $(Z=0.02)$ and a chemical composition mixture taken from Asplund, Grevesse \& Sauval (2005). The mixing length parameter was assumed to be 1.6. The $P_{\text {tot }}$ values we obtain for our sample span from 375 to 17497 Pa , with a median value of 3092 Pa . The average radiative gradient values for our stars is 0.126 , spanning from 0.125 to 0.132 . An average value for the pressure scale height for the stars in our sample was found to be $0.01 R_{\odot}$, ranging from 0.005 to $0.02 R_{\odot}$.

We note that the $H_{p}$ values are the lower limits to the sizes of the magnetic features. CB19 pointed out that magnetic features expand when rising towards the stellar surface depending on the ratio of the density in the convective layers and at the photosphere. Moreover, intermediate-mass stars tend to be rapidly rotating, which can lead to dynamo action on scales larger than the local pressure scale-height
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Figure 18. HR diagram with colour code illustrating the estimated magnetic field strengths. The source for luminosity and $T_{\text {eff }}$ values is described in Section 2.3. Warszaw-New Jersey evolutionary tracks ( $Z=0.012$, Asplund et al. 2004) are displayed in the background for guidance only.


Figure 19. Estimate values for the magnetic field strength with respect to the $T_{\text {eff }}$ of the stars.
(Brandenburg \& Subramanian 2005; Cantiello \& Braithwaite 2011). Therefore the recovered values of $B$ are upper limits.

Under all the assumptions made above we computed upper limits estimates for the magnetic field strength in our stars sample. The results are depicted in Fig. 18. The obtained values are also shown with respect to $T_{\text {eff }}$ in Fig. 19 and range from 77 to 2207 G , with an average value of 540 G . In the next section we discuss our findings in the context of theoretical predictions.

### 4.2 Comparison with predictions from literature

Fig. 17 clearly shows that the spike amplitude is decreasing with increasing stellar mass, which in the context of magnetic fields, suggests stronger magnetic fields for lower-mass stars, which also have deeper (sub)surface convective layers.

Based on the spike amplitude we have estimated the strengths of equipartition magnetic fields in the convective envelopes. We note again that the intrinsic values of the amplitudes depend on e.g. stellar inclination and spot latitudes, which are unknown. Nevertheless, our results are in agreement with the predicted values of average equipartition magnetic fields in the sub-surface convective zones (see fig. 6 from CB19.) By comparing Fig. 18 and fig. 8 from CB19, a similar general trend can be seen. Both the predicted magnetic field strengths in CB19 and the calculated values from this work decrease with increasing stellar mass. Furthermore, Fig. 18 shows that more evolved stars have stronger calculated magnetic fields, which also agrees with the predictions from CB19, as the convective envelope gets deeper as the star evolves.

The strengths of the magnetic fields at the surface that were computed by CB19 were determined by scaling the equipartition fields with the density inside the HeII convective zone, ranging from 2000 G to less than 1 G (see fig. 9 from CB19). Their findings showed that for a star like Vega the expected mean longitudinal field would be very small ( $\sim 10^{-2} \mathrm{G}$ ), which is consistent with the observed value of $0.6 \pm 0.3 \mathrm{G}$ (Lignières et al. 2009). Therefore the values obtained with the density scaling relation CB19 proposed should be taken as a lower limit. This also brings forth the fact that the magnetic buoyancy might not necessarily be the process that brings the magnetic field to the surface. Other processes have been proposed such as the one proposed by Warnecke \& Brandenburg (2010) and Warnecke, Brandenburg \& Mitra (2011), where the magnetic field would reach the surface through magnetic tension, in which case the strength at the surface could be larger, comparable to the equipartition values.

The calculated values for the spike lifetimes (Fig. 16) suggest that if present, the magnetic features are not very long lived, having lifetimes of tens of days, with only five stars surpassing 60 d . This is in agreement with predictions from CB19, regarding the rapidly evolving features of the dynamo-generated magnetic fields. In addition, the trend that can be observed for the spike amplitude in Fig. 17 is not present for the spike lifetime. This suggests that a more complex process may determine the spike lifetime.

To summarize, the spike amplitude trend with mass and $T_{\text {eff }}$ in the context of magnetic fields, suggests that the dynamo in the subsurface convection hypothesis is favoured over the 'failed-fossil' scenario.

### 4.3 Convective core rotation

### 4.3.1 Convective turnover time

As described above, Lee \& Saio (2020) and Lee (2021) suggest that OsC modes could, in the presence of radial differential rotation, couple with low-frequency $g$ modes in the envelope to emerge on the surface. A 20 per cent differential rotation is assumed in Lee \& Saio (2020), while Lee (2021) assumes the core rotation to be 10 per cent higher than the envelope rotation.

An OsC mode of an azimuthal order $m$ would have a frequency $m$ times the core rotation frequency. Here, we investigate whether the rotational modulation characterized by the spike could be due to OsC modes.

If the spikes corresponded to $m$ times the convective core rotation rates, it would mean that the spike lifetimes calculated in Section 2.6 would be associated with the movement of the convective cells inside the core. In other words, we would expect the spike lifetimes to be related to the core's convective turnover time. It is well established that the mass of the convective core increases with stellar mass (see e.g. fig. 22.7 in Kippenhahn \& Weigert 1990). Consequently, the spike lifetimes calculated in Section 2.6 should correlate with the stellar mass. From MESA models, we have extracted a few values for the convective turn overtime in the stellar mass regime of interest. These values were obtained from models which have solar metallicity ( $Z=0.02$ ) and a chemical composition mixture taken from Asplund et al. (2005). The mixing-length parameter was assumed to be 1.6 (Table 1). As can be seen in Table 1 the convective turnover times decrease with stellar mass. This negative correlation is expected to be present throughout the entire main-sequence evolutionary stage.

It is important to point out that our results do not show any correlation between the spike lifetime and stellar mass, as seen in the HR diagram from Fig. 16, suggesting that the broadness of the spike is not connected to convective turnover time in the core.

Table 1. Extracted values of convective turnover time from MESA models for a few representative stellar masses.

| ZAMS |  | TAMS |  |
| :---: | :---: | :---: | :---: |
| Mass | $\tau_{\text {turn }}$ | Mass | $\tau_{\text {turn }}$ |
| $\left(\mathrm{M}_{\odot}\right)$ | (d) | $\left(\mathrm{M}_{\odot}\right)$ | (d) |
| 1.5 | 173 | 1.5 | 44 |
| 2.0 | 113 | 2.0 | 38 |
| 2.4 | 83 | 2.4 | 35 |
| 3.0 | 68 | 3.0 | 32 |
| 3.6 | 62 | 3.6 | 30 |
| 4.0 | 59 | 4.0 | 29 |

Note. $\tau_{\text {turn }}=$ convective turnover time.


Figure 20. Harmonics signature of our sample. Group A: the amplitude of the spike harmonics decreases with increasing harmonic order. Group B: the amplitude of a harmonic is higher than a harmonic of a lower degree or the spike. Group C: harmonics are not consecutive, i.e. missing harmonics. Group D: no harmonics present. As described in the text in more detail Group B and C imply the presence of stellar spots, whereas Group A and D do not allow us to distinguish between spots and OsC modes.

In the context of OsC modes, a possible explanations for the observed trend in amplitude seen in Fig. 17, could be the changing density of $g$ modes with stellar mass. In other words, the amplitude of an OsC mode at a surface should be larger when the resonance with a g mode is stronger, which would occur more frequently if the density of $g$ modes (in the co-rotating) frame is higher. This would take place in less massive stars and could imply that the amplitudes of the spikes tend to be lower in more massive stars, as seen in Fig. 17.

### 4.3.2 Harmonic signature and rotation

As mentioned in Section 2.4, only 14 stars do not exhibit detectable harmonics of the main spike (see an example in lower right corner of Fig. 20). As seen in Fig. 10, the rest show harmonics in their Fourier spectra, with KIC 7175896 having the highest amount of harmonics (8), with the highest harmonic being at 17 times the spike frequency.

Lee \& Saio (2020) suggested that the expected amplitudes of g modes resonantly excited by OsC modes would decrease as the azimuthal order $(m)$ increases. The variability induced is expected to be sinusoidal and would not cause any additional harmonics in the Fourier spectrum. In order to quantify the number of stars that would be consistent with this scenario, we subdivided our sample into four groups:
(i) Group A: the amplitudes of the spike and its harmonics decrease as the degree of the harmonic increases (see example in the upper left corner of Fig. 20). This group comprises 111 stars and is consistent with both scenarios.
(ii) Group B: a higher order harmonic has a higher amplitude than the previous harmonic or the main spike (upper right corner of Fig. 20), which can only be explained by non-sinusoidal signals, such as spots. KIC 4921184 (Fig. 12) also falls under this category comprising 22 stars in total.
(iii) Group C: the detected harmonic orders are not consecutive, i.e. there are missing harmonics, which again is an indication of non-sinusoidal signals, that could be induced by stellar spots. This group consists of 14 stars. The lower left corner of Fig. 20 shows an example where the fourth harmonic is not present while the third and fifth have similar amplitudes.
(iv) Group D: no harmonics detected, only the main spike is significant, not allowing us to draw any conclusion. We find 14 stars falling in this category.

Counting only the harmonic behaviour or the absence of harmonics (Group A and D), we find 125 stars for which we cannot strictly determine the origin of the spike. In other words, both the OsC modes and the stellar spots caused by dynamo-generated magnetic fields could explain the spike feature. However, groups B and C clearly display a a behaviour that is compatible with stellar spots, making it a total of 36 stars.

We highlight that the OsC modes scenario, as suggested by Lee \& Saio (2020) and Lee (2021), requires rapid rotation. As seen in Figs 8 and 9 more than half of the stars from our sample have a rotational velocity higher than $100 \mathrm{~km} \mathrm{~s}^{-1}$. However, the exact value for the required minimum rotation speed depends on model parameters such as the degree of radial differential rotation and the superadiabatic temperature gradient in the rotating convective core.

The evolutionary stage of a star, i.e. whether it is still on the main sequence or not, has crucial implications for the OsC scenario. This is because our stars beyond the TAMS do not have a convective core. Based on their location in the HR diagram (e.g. Fig. 9), we visually identified 34 stars that may have left the main-sequence. However, we note the following shortcomings to this identification:
(i) The visual identification was done without taking into account uncertainties in $T_{\text {eff }}$ and luminosity.
(ii) The evolutionary tracks depicted in our HR diagrams do not take into account rotation and core overshooting and only use solar metallicity. This means that without detailed stellar modelling, determining whether a star still has a convective core is imprecise.
(iii) The effect of gravity darkening increases with rotation. Fig. 4 from Georgy et al. (2014) and fig. 38 from Paxton et al. (2019) nicely illustrate how the observed luminosity depends on the inclination angle for stars rotating with more than 50-60 per cent of their critical velocity. For these stars, the luminosity could be underestimated if observed pole-on or underestimated at the equator. For example, the two fast rotators in Fig. 9, which lie around the $3.5 \mathrm{M}_{\odot}$ evolutionary track, could still be on the main sequence.

### 4.3.3 Phase-folded light curve

Another piece of evidence that might point towards the spike being associated with the stellar surface rotation rather than the convective core rotation, is the shape of the phase-folded light curves. Figs 2126 depict the phase-folded time series of 3 stars from our sample. The groups defined in Section 4.3 .2 to which these stars belong to are: KIC 2157489 - B, KIC 4661914 - C, KIC 3440710 - A. All the data were folded with the periods derived from the spikes. The phase-folded light curves were obtained with lightkurve (Lightkurve Collaboration 2018) and afterwards binned in phase with the values mentioned in the captions. Figs 21, 23, and 25 represent the phase-


Figure 21. Phase-folded light curve computed with the band-passed filtered time series of KIC 4661914 (group C - see Section 4.3.2); average bin size $\sim 0.003$ in phase folded on period $\sim 1.024 \mathrm{~d}$ which corresponds to the frequency of the main spike $\sim 0.977 \mathrm{~d}^{-1}$.


Figure 22. Phase-folded light curve computed with subsets of the bandpassed filtered time series - KIC 4661914 (group C - see Section 4.3.2); average bin size for each plot $\sim 0.003$ in phase folded on period $\sim 1.024 \mathrm{~d}$ (frequency of the main spike $\sim 0.977 \mathrm{~d}^{-1}$ ). The time range is noted for each plot; the epoch time is the same as in Fig. 21 (time of the first Kepler observation for KIC4661914).


Figure 23. Phase-folded light curve computed with the full Kepler data KIC 2157489 (group B - see section 4.3.2); average bin size $\sim 0.003$ in phase; folded on period $\sim 1.358 \mathrm{~d}$; which corresponds to the frequency of the main spike $\sim 0.736 \mathrm{~d}^{-1}$.


Figure 24. Phase-folded light curve computed with subsets of the full time series - KIC 2157489 (group B - see Section 4.3.2); average bin size $\sim 0.003$ in phase; folded on period $\sim 1.358 \mathrm{~d}$ (frequency of the main spike $\sim 0.736$ $\mathrm{d}^{-1}$ ); the time range is noted for each plot; the epoch time is the same as in Fig. 23 (time of the first Kepler observation for KIC 2157489).
folded light curves of the full Kepler data sets. We note that if the median amplitude value is taken in a given bin, the effect of amplitude change with time is not visible when displaying the entire data set. Figs 22, 24, and 26 contain the phase-folded light curves computed with sub-data sets. It is clear that the wiggly shape of the light


Figure 25. Phase-folded light curve computed with the full Kepler time series - KIC 3440710 (group A - see Section 4.3.2); average bin size $\sim 0.003$ in phase; folded on period $\sim 0.8 \mathrm{~d}$; which corresponds to the frequency of the main spike $\sim 1.25 \mathrm{~d}^{-1}$.


Figure 26. Phase-folded light curve computed with subsets of the full time series - KIC 3440710 (group A - see Section 4.3.2); average bin size $\sim 0.003$ in phase; folded on period $\sim 0.8 \mathrm{~d}$ (frequency of the main spike $\sim 1.25 \mathrm{~d}^{-1}$ ); the time range is noted for each plot; the epoch time is the same as in Fig. 25 (time of the first Kepler observation for KIC 3440710).
curve changes depending on the time range of the sub-data set. Our phase-folded data show a characteristic non-sinusoidal signal that could be explained by the presence of several evolving stellar spots.

## 5 CONCLUSIONS AND FUTURE WORK

In this work, we analysed the Kepler light curves of 213 stars that present a similar feature in their Fourier spectra called hump and spike. Out of this sample, we have selected 162 stars that did not present obvious photometric signs of being in a binary system (e.g. no transits or ellipsoidal variation). We aimed to validate the initial theoretical interpretation of the origin of the spike (Saio et al. 2018), which is assumed to be rotational modulation induced by stellar spots co-rotating with the stellar surface. We tested the theory regarding the presence, origin, and strength of magnetic fields on our sample of stars under the assumption that the hump represents unresolved Rossby modes and the spike stellar spots. In this work, we have concentrated only on the spike in the hump and spike feature. The 'hump' will be the focus of future work currently in preparation.

In addition, we have also discussed another possible phenomenon that could cause rotational modulation in the light curves of our stars, as suggested by Lee \& Saio (2020) and Lee (2021). In this context, the spike would be due to OsC modes that resonantly excite g modes in the co-rotating frame propagating to the surface and consequently become observable. The spike frequency in this scenario would correspond to the convective core rotation frequency.

We have extracted the spike frequency and amplitude for all stars and used stellar parameters such as $T_{\text {eff }}$, luminosity and the stellar radius from various sources (see Table A1 to consult the source of the stellar parameters). We determined the rotational velocities using stellar radii and spike frequencies. Further, we determined the lifetime of the spike using ACFs and extracted the number of spike harmonics present in the Fourier spectra of our stars. In favour of the spike being evidence for stellar spots due to magnetic fields, we find the following:
(i) The spike amplitudes are higher for cooler stars and also slightly higher for evolved stars, mirroring predictions regarding the strength of dynamo-generated magnetic fields in (sub) surface convective layers.
(ii) The spike lifetimes are short, of the order of tens of days, similar to what one would expect from magnetic features of dynamogenerated magnetic fields.
(iii) The spike lifetimes do not correlate with stellar mass. This would exclude the possibility that the spike frequency would correspond to the convective core rotation frequency, as it should be modulated by the convective turnover time, which increases with stellar mass.
(iv) The harmonic signature of 36 stars suggests a non-sinusoidal signal consistent with co-rotating stellar spots.
(v) Phase-folded light curves of time series containing the signal induced by the spike and its harmonics suggest a non-sinusoidal signal specific to changing stellar spots.
(vi) The estimated magnetic field strengths, however, uncertain, are of the same order of magnitude as predictions of non-Ap stars.
(vii) We find 34 stars that could be in a post-main-sequence evolutionary stage, which excludes the OsC modes scenario, as these stars do not have a convective core. We note, however, that this identification is visual only. The evolutionary tracks used here do not take into account, e.g. core overshooting, rotation, and non-solar metallicities. In addition, the luminosity values used here are not corrected for the gravity-darkening effect, which is considerable in the case of high stellar rotation.

Our results suggest that, despite their very shallow convective envelopes, these stars could have spots likely induced by magnetic fields. The characteristics of the features causing the brightness
variability in the shape of the spike point towards the idea of a dynamo-generated magnetic field as suggested by CB19. The short spike lifetimes, the estimated magnetic field strengths, and presumed magnetic feature sizes favour dynamo-generated fields rather than fossil fields. While these stars are unfortunately too faint to qualify for spectropolarimetry, recent observations of $\beta$ Cas - a rapidly rotating $\delta$ Scuti star - indicate that dynamo-generated magnetic fields exist in intermediate-mass stars (Zwintz et al. 2020). As observations are biased towards stars with strong magnetic fields and large magnetic features, our work provides a path for future observational efforts towards weaker magnetic fields that generate small-scale features.

Furthermore, ongoing observational efforts from the ground and the TESS satellite will allow us to determine whether the spots (if present) in the hump and spike stars are bright-spots, as suggested by CB19. Our work also offers the chance to verify and test the predictions and theory of Saio et al. (2018), where it was hypothesized that Rossby modes are mechanically excited by deviated flows caused by stellar spots. An obvious next step is to find bright hump and spike stars observed with TESS, which will allow us to measure the magnetic fields directly using ground-based facilities.

In favour of the spike being evidence of $g$ modes being resonantly excited by OsC modes from the convective core we find the following arguments:
(i) The spike amplitude increasing with mass could be because the amplitude of OsC modes is larger when the resonance with $g$ modes is stronger. In the case of lower mass stars, the density of g-mode frequencies is higher; therefore, it would be more likely that the resonance of g modes in the co-rotating frame is stronger.
(ii) The harmonic signature (amplitude decreases as azimuthal order decreases) in the case of 111 stars, where the OsC modes scenario could be the cause for the rotational modulation. This applies also for 14 stars more which do not exhibit detectable harmonics of the main spike.

Based on our analyses and sample of stars, neither scenario can be entirely excluded at this stage. It is also possible, although rather unlikely, that both stellar spots and OsC modes could generate the hump and spike feature. While in this work, we find more arguments supporting the idea of stellar spots induced by magnetic fields, as summarized above, a full conclusion can be reached only by directly measuring magnetic fields in hump and spike stars.
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## APPENDIX A: EXTRA MATERIAL

Table A1. Extracted spike parameters and stellar parameters. $f_{\text {rot }}, \sigma_{f_{\text {rot }}}$ : Spike frequency and associated standard deviation; A, $\sigma_{\mathrm{A}}$ : Spike amplitude and its uncertainty; $T_{\text {eff }}, T_{\text {eff }}, T_{\text {eff }}$ : Effective temperature and upper and lower uncertainties - from Gaia DR2; $L, L_{\mathrm{p}}, L_{\mathrm{m}}$ : Luminosity and upper and lower uncertainties; $R, R_{\mathrm{p}}, \mathrm{R}_{\mathrm{m}}$ : Radius value, upper and lower uncertainties; $2 \tau_{\mathrm{ACF}}, \sigma_{\tau_{\mathrm{ACF}}}$ : Spike lifetime and its uncertainty; No. quarters: number of Kepler quarters in which data are available; Source parameter: first letter indicates the source of the luminosity values, second letter indicates the source of the radius values, $\mathrm{m}=$ Murphy et al. (2019), $\mathrm{i}=$ Berger et al. (2020), and $\mathrm{g}=$ Gaia DR2. The full table is available online; here, the first 10 rows are shown for guidance on content and style.

| KIC | $f_{\text {rot }}$ <br> $\left(\mathrm{d}^{-1}\right)$ | $\sigma_{f_{\text {rot }}}$ <br> $\left(\mathrm{d}^{-1}\right)$ | A <br> $(\mathrm{ppm})$ | $\sigma_{\mathrm{A}}$ <br> $(\mathrm{ppm})$ | $T_{\text {eff }}$ <br> $(\mathrm{K})$ | $T_{\text {eff }}$ <br> $(\mathrm{K})$ | $T_{\text {eff }}$ <br> $(\mathrm{K})$ | $L$ <br> $\left(\mathrm{~L}_{\odot}\right)$ | $L_{\mathrm{p}}$ <br> $\left(\mathrm{L}_{\odot}\right)$ | $L_{\mathrm{m}}$ <br> $\left(\mathrm{L}_{\odot}\right)$ | $R$ <br> $\left(\mathrm{R}_{\odot}\right)$ | $R_{\mathrm{p}}$ <br> $\left(\mathrm{R}_{\odot}\right)$ | $\mathrm{R}_{\mathrm{m}}$ <br> $\left(\mathrm{R}_{\odot}\right)$ | $2 \tau_{\text {ACF }}$ <br> $(\mathrm{d})$ | $\sigma_{\tau_{\text {ACF }}}$ <br> $(\mathrm{d})$ | No. <br> quarters | Sources <br> param. |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1722916 | 0.553 | 0.0013 | 43.8 | 0.65 | 7017 | 260 | 98 | 5.4 | 1.09 | 1.09 | 1.4 | 0.04 | 0.09 | 15 | 0.1 | 18 | $\mathrm{~m} / \mathrm{g}$ |
| 1873552 | 1.236 | 0.0016 | 5.1 | 0.51 | 7826 | 121 | 86 | 11.4 | 1.05 | 1.06 | 1.7 | 0.04 | 0.05 | 25 | 0.2 | 18 | $\mathrm{~m} / \mathrm{g}$ |
| 2157489 | 0.737 | 0.0014 | 53.0 | 0.65 | 7361 | 140 | 254 | 9.1 | 1.05 | 1.05 | 1.7 | 0.13 | 0.06 | 33 | 0.2 | 18 | $\mathrm{~m} / \mathrm{g}$ |
| 2158190 | 1.016 | 0.0006 | 23.7 | 0.39 | 8048 | 42 | 219 | 35.6 | 1.05 | 1.05 | 2.8 | 0.1 | 0.09 | 38 | 0.1 | 18 | $\mathrm{~m} / \mathrm{i}$ |
| 3002336 | 1.202 | 0.0004 | 76.3 | 0.71 | 7115 | 272 | 217 | 14.4 | 1.06 | 1.07 | 2.2 | 0.14 | 0.16 | 20 | 0.2 | 15 | $\mathrm{~m} / \mathrm{g}$ |
| 3222104 | 1.27 | 0.0004 | 22.8 | 0.74 | 8821 | 231 | 228 | 23.3 | 1.08 | 1.08 | 2.2 | 0.08 | 0.08 | 36 | 0.1 | 18 | $\mathrm{~m} / \mathrm{i}$ |
| 3238627 | 1.537 | 0.0024 | 22.8 | 0.96 | 7059 | 98 | 140 | 17.4 | 1.1 | 1.1 | 2.5 | 0.1 | 0.07 | 34 | 0.2 | 17 | $\mathrm{~m} / \mathrm{g}$ |
| 3240406 | 1.071 | 0.0013 | 5.7 | 0.35 | 7865 | 161 | 201 | 13.3 | 1.06 | 1.06 | 1.8 | 0.1 | 0.07 | 30 | 0.1 | 18 | $\mathrm{~m} / \mathrm{g}$ |
| 3337124 | 1.108 | 0.0004 | 22.7 | 0.58 | 7835 | 61 | 298 | 12.8 | 1.05 | 1.05 | 1.8 | 0.14 | 0.03 | 37 | 0.1 | 18 | $\mathrm{~m} / \mathrm{g}$ |
| 3440710 | 1.25 | 0.0021 | 33.3 | 1.49 | 6531 | 256 | 154 | 5.9 | 1.06 | 1.06 | 1.6 | 0.08 | 0.12 | 28 | 0.1 | 17 | $\mathrm{~m} / \mathrm{g}$ |



Figure A1. HR diagram of the hump and spike stars. Green circles depicts the stars studied in the current work. The source for luminosity and $T_{\text {eff }}$ values is described in Section 2.3. Red pentagons, orange squares, and purple triangles represent the stars excluded as they show signs of binarity (see Section 2.1 ). One star that was excluded is not shown in the figure as no value for luminosity was found in literature: KIC 5458880 ( $T_{\text {eff }}$ Gaia DR2 $=8704 \mathrm{~K}_{-1082}^{+782}$ ), was identified as an eclipsing by Kirk et al. (2016) and shows a clear binary signal in Kepler data. All $T_{\text {eff }}$ values are from Gaia DR2. Warszaw-New Jersey evolutionary tracks ( $Z=0.012$, Asplund et al. 2004) are displayed in the background for guidance only.













Figure A2. Correlation between stellar parameters and the parameters extracted from our analysis.
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