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Exploring the Landscape of Machine Unlearning: A
Comprehensive Survey and Taxonomy
Thanveer Shaik, Xiaohui Tao, Haoran Xie, Lin Li, Xiaofeng Zhu, and Qing Li

Abstract—Machine unlearning (MU) is gaining increasing
attention due to the need to remove or modify predictions
made by machine learning (ML) models. While training models
have become more efficient and accurate, the importance of
unlearning previously learned information has become increas-
ingly significant in fields such as privacy, security, and fairness.
This paper presents a comprehensive survey of MU, covering
current state-of-the-art techniques and approaches, including
data deletion, perturbation, and model updates. In addition,
commonly used metrics and datasets are also presented. The
paper also highlights the challenges that need to be addressed,
including attack sophistication, standardization, transferability,
interpretability, training data, and resource constraints. The
contributions of this paper include discussions about the potential
benefits of MU and its future directions. Additionally, the paper
emphasizes the need for researchers and practitioners to continue
exploring and refining unlearning techniques to ensure that ML
models can adapt to changing circumstances while maintaining
user trust. The importance of unlearning is further highlighted
in making Artificial Intelligence (AI) more trustworthy and
transparent, especially with the increasing importance of AI in
various domains that involve large amounts of personal user data.

Index Terms—Machine Unlearning, Privacy, Right to be
Forgotten, Data Deletion, Differential Privacy, Model Update,
Adversarial Attacks

I. INTRODUCTION

Machine learning (ML) refers to the process of training an
algorithm to make predictions or decisions based on data [1].
ML has become increasingly important in applications such as
health, higher education, and other relevant domains. In health-
care, ML models can be used to predict patient outcomes,
identify high-risk patients and personalize treatment plans [2].
For higher education, ML has been used to improve student
outcomes and enhance the learning experience, or even used to
analyze student data and predict their online class engagement.

In ML, an algorithm is trained on a dataset to learn patterns
and relationships in the data. Once the algorithm has been
trained, it can be used to make predictions on new data.
Thus, the goal of ML is to create accurate models that can

Thanveer Shaik and Xiaohui Tao are with the School of Mathematics,
Physics and Computing, University of Southern Queensland, Queensland,
Australia (e-mail: Thanveer.Shaik@usq.edu.au, Xiaohui.Tao@usq.edu.au).

Haoran Xie is with the Department of Computing and Decision Sciences,
Lingnan University, Tuen Mun, Hong Kong (e-mail: hrxie@ln.edu.hk)

Lin Li is with the School of Computer and Artificial Intelligence, Wuhan
University of Technology, China (e-mail: cathylilin@whut.edu.cn)

Xiaofeng Zhu is with the University of Electronic Science and Technology
of China (e-mail: seanzhuxf@gmail.com)

Qing Li is with the Department of Computing, Hong Kong Polytechnic
University, Hong Kong Special Administrative Region of China (e-mail: qing-
prof.li@polyu.edu.hk).

generalize well onto new data [3]. On the other hand, machine
unlearning (MU) is the process of removing certain data points
or features from a trained ML model without affecting its
performance [4]. MU is a relatively new and challenging field
of research that is concerned with developing techniques for
removing sensitive or irrelevant data from trained models. The
goal of MU is to ensure that trained models are free from
biases and sensitive information that could lead to negative
outcomes [5].

MU was first introduced by Cao et al. [6], who recognized
the need for a “forgetting system” and developed one of
the initial unlearning algorithms called machine unlearning.
This approach efficiently removes data traces by converting
learning algorithms into a summation form which can help
counter data pollution attacks. The increasing need for regu-
latory compliance with modern privacy regulations led to the
establishment of MU, which involves deleting data not only
from storage archives, but also from ML models [7]. Existing
studies update the model weights for unlearning using either
the whole training data, a subset of training data, or some
metadata stored during training [8]. Although strict regulatory
compliance requires the timely deletion of data, there are
instances where data pertaining to the training process may
not be available for unlearning purposes. Companies and
organizations commonly employ user data to train ML models,
but legal frameworks like GDPR, CCPA, and CPPA demand
that user data be erased when requested [9]. The question is
whether merely deleting the data is sufficient, or if the models
trained on this data should also be adjusted [10]. However,
straightforward techniques like retraining models from scratch
or check-pointing can be computationally costly and require
significant storage resources [11]. With MU, we can modify
models to exclude specific data points more efficiently [12].

Various techniques have been suggested for managing user
data deletion requests, such as optimization, clustering, and
regression methods. Conducting a comprehensive survey of
existing literature on managing user data deletion requests
can support the identification of gaps and trends in the field,
which will guide future research and provide insights for
organizations handling such requests. In this study, we aim
to address the following research questions.

1) What are the most effective techniques for unlearning
data from ML models?

2) How can the impact of unlearning on model performance
be measured and evaluated?

3) What are the challenges in MU, and how can these
challenges be addressed?
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The contributions of this study are as follows:
• A comprehensive and up-to-date taxonomy about the

emerging field of MU, including an explanation of its
importance and potential applications.

• A detailed taxonomy of the various techniques and ap-
proaches that have been developed for unlearning data
from ML models, such as data deletion, data perturbation,
and model update techniques.

• A discussion of different evaluation methods for assessing
the effectiveness of MU techniques, such as measuring
the degree of forgetting or their impact on model perfor-
mance.

• A taxonomy of several key challenges in the field
of MU, including attack sophistication, standardization,
transferability, interpretability, training data, and resource
constraints.

• Finally, a discussion of the potential benefits of MU and
its future directions in natural language processing (NLP),
computer vision, and recommender systems.

The remainder of the paper is organized as follows. Sec-
tion II outlines the aims and objectives of MU. In Section III,
we delve into data deletion, data perturbation, and model
update techniques in greater depth. Section IV details the
evaluation metrics of MU, while Section V discusses the
challenges associated with the field and proposes potential
solutions. In Section VI, we explore the future directions
of MU in NLP, computer vision, and recommender systems.
Finally, Section VII concludes the paper.

II. OVERVIEW OF MACHINE UNLEARNING

The concept of the “right to be forgotten” refers to the abil-
ity to have personal information removed from online search
results and directories in certain situations [13]. However, there
is no consensus on its definition, or whether it should be
classified as a human right. Nevertheless, various institutions
and governments, such as those in Argentina, the European
Union (EU), and the Philippines, are beginning to propose
regulations around this issue 1. Information and events from
an individual’s past can continue to carry a stigma and lead
to negative consequences, even after a considerable amount
of time has passed. For example, in July 2018, Disney fired
writer and director James Gunn, who was credited for much
of the studio’s success with films such as “Guardians of the
Galaxy”, after old tweets resurfaced containing dark humor
about pedophilia and rape. Fans and actors rallied to Gunn’s
defense, with an open letter calling for his reinstatement and
petitions to rehire him [14]. However, deleting what a person
has posted on social media platforms such as Facebook and
Instagram may not entirely remove the data from the Internet.
Although Facebook launched a tool called “Off-Facebook
Activity” to help users delete data that third-party apps and
websites share with Facebook, it only de-links the data from
the user. In 2014, a Spanish court ruled in favor of a man
who requested that Google remove certain information about
him from its search results [15]. The court found that the

1https://link.library.eui.eu/portal/The-Right-To-Be-Forgotten–A-
Comparative-Study/tw0VHCyGcDc/

information was no longer relevant or adequate, as the debt
had been paid a long time before. The EU court also ruled
that Google needed to remove the search results.

The “right to be forgotten” is used to describe an indi-
vidual’s right to request that their personal information be
removed from the Internet, particularly search engine results,
in certain cases [16]. Supporters of this right argue that it is
necessary to protect individuals from having past mistakes or
personal information used against them, such as in cases of
revenge porn, petty crimes, or unpaid debts. However, critics
of this right claim that it infringes upon freedom of expression
and the right to criticize. The EU has tried to address these
concerns by striking a balance between the right to privacy and
freedom of expression [17]. The issue is further complicated
by the use of ML, which can collect and analyze vast amounts
of data indefinitely. This data can then be used in applications
such as insurance, medical, and loan evaluations, leading to
potential harm and amplifying existing biases. As such, it is
important to consider the ethical implications of ML models
and data collection in these contexts. We generate a definition
of MU based on a comprehensive review of existing research
literature, including the studies in [6], [8], [18]–[22]:

General Definition: Machine unlearning is a concept that
refers to the process of removing or “forgetting” previ-
ously learned information from a machine learning model. In
essence, it is the opposite of machine learning; while machine
learning is all about training models to recognize patterns
and make predictions based on that data, machine unlearning
aims to undo or reverse that process, by removing previously
learned patterns or predictions that are no longer relevant or
accurate.

MU is an emerging field within the realm of artificial
intelligence (AI) that seeks to remove specific data points
from a model without compromising its performance. This
technique, also known as selective amnesia [23], has a variety
of potential applications, including enabling individuals to
exercise their “right to be forgotten” and preventing AI models
from inadvertently leaking sensitive information. MU can also
help combat data poisoning and adversarial attacks. Through
its application, MU has the following objectives:

• To address privacy concerns in ML by eliminating sensi-
tive or personal data from the model without significantly
reducing its performance. It is different from ML, which
focuses on training models to predict outcomes based
on input data. The works cited in this context include
research on novel techniques for privacy-preserving ML,
statistical methods for data protection, and adaptive al-
gorithms that adjust to changing data privacy require-
ments [24]–[34].

• To improve the accuracy and fairness of ML models
by removing biases or correcting errors that may have
been introduced during the learning process. This is
typically done by analyzing the model’s performance on
various metrics and identifying areas where improvement
is needed. These works cover research on mitigating bias
in machine learning models and techniques for improving
fairness in algorithmic decision-making [35]–[45].
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• To improve the performance of ML models over time by
allowing them to adapt to changing data and circum-
stances. By unlearning outdated or irrelevant information,
ML models can become more accurate, efficient, and
adaptable to new situations. The references cited in this
context include studies on transfer learning, which in-
volves applying knowledge from previously learned tasks
to new problems [46]–[53].

Despite the significant investment that companies make in
training and deploying large AI models, regulators in both the
EU and the United States are cautioning that models trained
on sensitive data may need to be removed. In a report focused
on AI frameworks, the UK government explained that ML
models may be subject to data deletion under the General
Data Protection Regulation (GDPR). For instance, Paravision
was recently found to have collected millions of facial photos
inappropriately and was required by the US Federal Trade
Commission to delete both the data and any trained models
that relied on it 2. The most straightforward strategy for re-
moving a data point from training data and updating the model
is to conduct retraining [54]. Unfortunately, this procedure
incurs considerable costs, as exemplified by OpenAI’s reported
expenses of up to 20 million dollars to train GPT-3 [55].
Hence, there is a need for more cost-effective and efficient
methods to address data point removal in ML models.

The challenge is to balance privacy and the right to ex-
pression to prevent the right to be forgotten from becoming
a form of censorship [56]. Balancing privacy and the right
to expression is crucial in implementing the right to be
forgotten without this process being misused. The emergence
of new technologies, such as blockchain, presents new chal-
lenges in maintaining this balance. Furthermore, the increasing
public sensitivity toward data privacy has prompted many
companies to prioritize user privacy. For example, Google
recently announced an expanded policy for US citizens to
remove personal data from search results3. However, when
data points are eliminated, the AI models trained on them need
to be appropriately cleaned up to avoid perpetuating biased
or sensitive information. While MU is a complex challenge,
various approaches are being tested and developed to address
this issue. As regulations on data privacy increase, MU is
expected to play a critical role in ensuring that AI models
are transparent and ethical.

III. TECHNIQUES AND APPROACHES

This section categorizes the MU techniques into three
groups, namely Data Deletion, Data Perturbation, and Model
Update techniques, as illustrated in the taxonomy in Fig 1. The
first research question will also be addressed in this section.

A. Data Deletion

In this subsection, we define the data deletion techniques
such as data poisoning, data subsampling, and data shuffling.

2https://www.wired.com/story/startup-nix-algorithms-ill-gotten-facial-data/
3https://techcrunch.com/2022/09/28/google-rolls-out-tool-to-request-

removal-of-personal-info-from-search-results-will-later-add-proactive-alerts/

1) Data poisoning: Data poisoning is a technique used in
MU to intentionally introduce incorrect or misleading data into
the training dataset. The goal of data poisoning is to degrade
the accuracy of the ML model, often with malicious intent.
This technique is often used in attacks on privacy-preserving
systems or to manipulate the results of automated decision-
making processes.

Suppose we have a dataset D =
(x1, y1), (x2, y2), ..., (xn, yn) and a malicious adversary
wants to inject a backdoor into the model by modifying a
fraction of the training data. The attacker adds a poison data
point (x′, y′) to the training data, with the goal of making
the model predict a specific target label y target instead of
the true label y′. The poisoned dataset can be written as:

D′ = (x1, y1), (x2, y2), ..., (xi, ytarget), ..., (xn, yn) (1)

where (xi, ytarget) is the poisoned data point.
To minimize the loss function L(θ;D′) but subject to the

constraint that the model accuracy on the original training data
D, denoted by Acc(θ;D), does not fall below a predefined
threshold of Acc0, we can write:

D = (x1, y1), (x2, y2), ..., (xn, yn) (2)

minimizeL(θ;D′) subject to Acc(θ;D) ≥ Acc0
The process of data poisoning involves an attacker identi-

fying vulnerabilities in the data collection process and then
submitting maliciously crafted data into the system. The
malicious data is often designed to look like legitimate data to
better evade detection. Once the malicious data is introduced,
the ML model can become biased or produce incorrect results.

A projected gradient descent (PGD) solution is formulated
for the data poisoning problem by Marchant et al. [57]. Their
article discusses the challenge of complying with data protec-
tion regulations, such as the right to erasure, when it comes
to trained ML models. They identified a new vulnerability
in ML systems, namely “poisoning attacks” that slow down
unlearning. Their suite of experiments explores the effects
of these attacks in various settings and highlights the risks
of deploying approximate unlearning algorithms with data-
dependent runtimes. Marchant et al. [57] call into question
the extent to which unlearning improves performance over full
retraining, showing that data poisoning can harm computation
beyond accuracy, similar to conventional denial-of-service at-
tacks. Sun et al. [58] discussed the threat of how attackers can
utilize federated learning to launch data poisoning attacks on
different nodes. These authors demonstrated a data poisoning
attack on Federated Multitask Learning [59], by formulating
an optimal strategy as a general bi-level optimization problem.
They also defined three attacks: a direct attack, an indirect
attack, and a hybrid attack. In a direct attack, all the target
nodes are directly injected with poisoned data while training,
whereas in the indirect mode of attack, the attackers target
related devices due to communication protocols. In hybrid
attack mode, the attackers adopt both direct and indirect
attacks. To overcome these attacks, the authors proposed an
attack on federated learning (AT 2FL) framework wherein
implicit gradients of poisoned data can be computed inside
source attacking nodes.
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Machine Unlearning Techniques

Data Deletion

Data Poisoning

Data Subsampling

Data Shuffling

PGD[27]

AT^2FL[28]

ML evaluation with
poisoning[30]

Hash ensemble
approach[31]

PSO[32]

Unlearn data[34]

To lower differential
privacy[35]

Evaluate MU
experiment[36]

3D Arnold cat
map[37]

Data Pertubation

Data Anonymization

Differential Privacy

Inverse Data
Generation

Review on MU[41]

Black-box query[43]

Social
engineering[44]

Re-identification risk
analysis[45]

Adaptive, non-
adaptive deletion[47]

Total variation
stability[48]

Unlearning features
and labels[49]

Zero-shot MU[50]

Ignore set of delete
requests[9]

Protect DNN training
data[34]

Model Update
Techniques

Regularization

Transfer Learning

Twofold
framework[63]

L1 norm
regularization[64]

Generate adversarial
examples[66]

Linear filtration[68]

SISA training[70]

DSMixup[69]

Model Pruning

TF-IDF for
pruning[71]

Prune first, then
unlearn[72]

NAD[78]

Distillation

Knowledge
distillation[76]

FedLU[77]

Model Inversion

Modified Inversion[79]

Few-shot
unlearning[80]

Data Poisoning Data Anonymization

Regularization Model Pruning

Data Subsampling

Fig. 1. Machine Unlearning - Taxonomy

Data poisoning can be used to manipulate the training with
adversarial attacks, such as random label flipping and distance-
based label flipping attacks. In their study, Yerlikaya et al.
[60] did empirical experiments to check the performances of
six ML algorithms under the two adversarial attacks. The
authors used spam, botnet, malware, and cancer detection
datasets to evaluate the algorithms by launching adversarial
attacks on them. The results showed that algorithm behavior
depends on the type of dataset. Poisoning attacks typically
involve maliciously altering the training dataset to decrease
classification accuracy or misclassifying specific inputs when
the model is deployed. Thus, hash-based ensemble approaches
have been proposed as a solution to counteract poisoning
attacks, but their effectiveness in different scenarios such
as tabular datasets and ensemble-based ML algorithms (e.g.
Random Forests) has not been fully evaluated. The robustness
of a hash-based ensemble approach against data poisoning in
a tabular dataset was evaluated by Anisetti et al. [61] using
a Random Forest (RF) algorithm as a worst-case scenario.
Their results showed that even small ensembles can protect
against poisoning and that plain RFs are highly sensitive to
label flipping, but almost insensitive to other perturbations. In
data poisoning circumstances, selecting the hyperparameters
for deep learning (DL) models is critical to maintaining or en-
hancing the performance metrics. Maabreh et al. [62] proposed
developing DL models that are optimized using the nature-
inspired algorithm, particle swarm optimizer (PSO) [63], while
some of the training data samples are fake i.e. poisoned data.

The results showed that an increase in the poisoning rate
decreases all the performance metrics, such as accuracy, recall,
precision, and F1-score. PSO can recommend different values
for important parameters and improve model performance,
even with a high poisoning rate. However, caution should
be taken when using PSO, as it may temporarily hide the
existence of fake samples and fail when there is a significant
concentration of poison in the dataset.

There are several approaches to defend against data poison-
ing attacks, including robust training methods that can identify
and remove malicious data, as well as techniques that can
detect changes in the data distribution. However, sophisticated
attackers can also bypass these techniques, so ongoing research
is needed to develop more effective defenses.

2) Data Subsampling: Data subsampling is a technique
used in MU to reduce the amount of data used in the model
training process. In this technique, a subset of the original data
is randomly selected, and only that subset is used to train the
model. This technique can be useful in cases where the original
dataset is very large and the computational resources required
for training the model on the full dataset are prohibitive.

Let X = x1, x2, ..., xn be the original training dataset with
corresponding labels Y = y1, y2, ..., yn. We randomly select
a subset S of size m < n, such that S = s1, s2, ..., sm.
We remove the selected subset from X and Y to create new
training sets X ′ and Y ′:

X ′ = x1, x2, ..., xn − S

Y ′ = y1, y2, ..., yn − S
(3)
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TABLE I
DATA DELETION TECHNIQUES FOR MACHINE UNLEARNING

Technique Reference Problem Proposed Framework

Data Poisoning

Marchant et al. [57] Complying with data protection regulations Projected gradient descent (PGD)

Sun et al. [58] Data poisoning attack on Federated Learning Attack on Federated Learning (AT 2FL) framework.

Yerlikaya et al. [60] Adversarial attacks on machine learning algorithms Evaluation of machine learning algorithm performances
in attacks using data poisoning.

Anisetti et al. [61] Poisoning attacks to decrease classification accuracy
or misclassify specific inputs. Hash-based ensemble approaches.

Maabreh et al. [62] Selecting ideal model learning parameters in data poisoning Particle swarm optimization (PSO).

Data Subsampling
Thudi et al. [64] Consequences for the problem of unlearning Dataset sub-sampling to unlearn data.

Koskela et al. [65] Increase in differential privacy Data subsampling strategy to lower differential privacy.

Fan et al. [66] Machine unlearning evaluation Sampling strategy to evaluate a MU experiment.

Data Shuffling Musanna et al. [67] Image encryption A 3D Arnold cat map and Fisher-Yates shuffling algorithm.

The MU process is then repeated with the new training set
(X ′, Y ′) to update the model. This process can be repeated
multiple times with different subsets S to further decrease the
model’s dependence on the original training data.

Thudi et al. [64] note how subsampling data before training
greatly contributes to reducing the risk of membership infer-
ence (MI) attacks, and has further benefits for benchmarks
commonly studied in academic literature. The theoretical
bounds on all MI attacks have consequences for the problem
of unlearning, where MI accuracy on the point to be unlearned
is a measure of how well a model has unlearned it. Similarly,
Koskela et al. [65] proposed two strategies: (1) make the
subset of data used for tuning smaller than the data used for
training for subsequent models, allowing for the extrapolation
of hyperparameter values; and (2) train the subsequent models
with datasets of the same size as the tuning set. This novel
subsampling strategy is used to lower differential privacy and
also compute the cost hyperparameter tuning of differential
privacy. A sampling strategy by Fan et al. [66] to evaluate
unlearning belief values for each sample used a k-fold cross-
validation (with k = 4) for an MU experiment. In this
method, the authors trained the Naive Bayes model three
times and predicted the probability of each sample belonging
to its labeled class. After averaging the predicted probability
of all the mislabeled samples, they estimated their average
unlearning belief value using a threshold of ϵ = 0.9.

3) Data Shuffling: Data shuffling is a technique used in
MU to obscure sensitive information in a dataset by changing
the order of the data points. The objective is to make it harder
for an adversary to re-identify individuals in the dataset. In
data shuffling, the rows or records of a dataset are randomly
rearranged so that the original order is lost, while the statistical
properties of the data remain unchanged [68].

Let X = (x1, y1), (x2, y2), ..., (xn, yn) be the original la-
beled dataset, where xi is the ith input feature vector and yi
is the corresponding label:

1) Shuffle the data to create a new dataset X ′ with the same
number of samples:

X ′ = (x′
1, y

′
1), (x

′
2, y

′
2), ..., (x

′
n, y

′
n) (4)

where (x′
i, y

′
i) is a random permutation of (xi, yi) for

all i.

2) Split X ′ into a training set Xtr and validation set Xval:

Xtr = (x′
1, y

′
1), (x

′
2, y

′
2), ..., (x

′
ntr

, y′ntr
) (5)

Xval = {(x′ntr + 1, y′ntr + 1), (x′
ntr+2, y

′
ntr+2),

..., (x′
n, y

′
n)}

(6)

where ntr is the number of samples in the training set
and nval is the number of samples in the validation set.

3) Train the ML model using Xtr and validate it using
Xval.

4) Repeat steps 1-3 multiple times to obtain a set of models
with different initializations and random shuffles.

By shuffling the data, we can reduce the effect of any biases
or patterns in the original dataset, and obtain more robust
and generalizable models. Data shuffling can be performed
using various algorithms, such as Fisher-Yates shuffle [69] to
randomly swaps data points, or Block shuffling [70], which
shuffles entire blocks of data while preserving the order within
each block.

An image encryption scheme using a 3-Dimensional (3-
D) Arnold cat map and Fisher-Yates shuffling algorithm are
proposed by Musanna et al. [67]. The image is divided into
slices and shuffled using the 3-D chaotic map. A fractional
order system is used for diffusion in the pixel intensity values,
which creates a strange attractor. Fisher-Yates is used to create
a matrix for arranging data points. The proposed scheme
is evaluated on various images, showing high security and
sensitivity.

Additionally, there are tools and libraries available for data
shuffling, such as the Python library Scikit-learn4, which
provides a ShuffleSplit function for shuffling datasets.

A number of research works focused on data deletion
techniques for MU are summarised in Tab. I.

B. Data Perturbation

In this subsection, we describe the data perturbation tech-
niques such as data poisoning, data subsampling, and data
shuffling.

4https://scikit-learn.org/stable/modules/generated/sklearn.utils.shuffle.html
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1) Data anonymization: Data anonymization is the process
of removing or modifying personally identifiable information
(PII) from a dataset to prevent the identification of individu-
als [71]. This technique is commonly used in MU to protect the
privacy of individuals whose data was used in an ML model.
The process of anonymization can involve techniques such as
masking, generalization, and perturbation.

Let X be the original dataset with sensitive attributes
and X ′ be the anonymized dataset that preserves privacy
while retaining utility. Anonymization can be formulated as a
mapping f : X → X ′ that satisfies some privacy criteria. One
common criterion is k-anonymity, which requires that for any
record in X ′, there are at least k− 1 other records in X ′ that
share the same combination of quasi-identifiers (i.e. attributes
that can be used to re-identify individuals).

Let Q be a set of quasi-identifiers and S be the set of sen-
sitive attributes. The k-anonymity criterion can be expressed
as:

∀x′ ∈ X ′,∃S′ ⊆ S, |S′| > 0, and|{x ∈ X : (x[Q] = x′[Q])

∧(x[S′] = x′[S′])}| ≥ k − 1
(7)

where x[Q] and x[S′] denote the quasi-identifiers and sensitive
attributes of record x, respectively.

The authors in Jegorova et al. [72] discussed the differ-
entiation of personal, personal “sensitive”, and non-personal
data in accordance with the GDPR [73]. Personal data, as
defined in Article 4(1) of the GDPR, refers to data that directly
or indirectly pertains to an identified or identifiable natural
person. Sensitive data, as outlined by the GDPR, includes data
that reveals racial or ethnic origin, political opinions, religious
or philosophical beliefs, trade-union membership, genetic data,
biometric and health-related data, and sexual orientation. Such
data requires stronger safeguards around processing, storage,
transfer, etc. In contrast, non-personal data refers to data that
falls outside the scope of personal data and is significant for
data-driven research, analysis, and commercial applications.

While methods are available to distinguish personal data
from sensitive data in large language models (LLMs), it
is common practice to assume that all data provided for
research, even if anonymized, falls under the category of
sensitive data due to non-consensual use of data in research.
Carlini et al. [74] discuss how LLMs can memorize and
inadvertently disclose individual training examples, despite a
prevailing belief that they do not memorize specific examples
due to minimal overfitting. The authors proposed a simple
and efficient method for extracting verbatim sequences from
a language model’s training set using black-box query access.
They demonstrated the effectiveness of their attack on the
GPT-2 model, extracting sensitive information such as names,
addresses, email addresses, phone numbers, and fax numbers.
The paper provided a quantitative definition of memorization
and analyzes different attack configurations and their impact
on the types of data extracted. The authors concluded by
discussing strategies to mitigate privacy leakage, including
differentially-private training and document de-duplication, but
caution that no approach is foolproof.

The evaluation of the verification process implemented by
organizations in domains such as finance, entertainment, and
retail was conducted by Martino et al. [75]. The authors
attempted to impersonate individuals and request personal
data by using social engineering techniques and publicly
available information. They found that policies and practices
varied significantly across organizations, and for 15 out of 55,
they were able to successfully impersonate individuals and
gain access to their personal data. The leaked data included
sensitive information such as financial transactions, website
visits, and physical location history. Their paper also provides
suggestions for policy improvements to minimize the risk of
personal information leakage to unauthorized parties. The real-
world risk of re-identification depends on factors such as the
frequency of data points, the size of source datasets, and
the availability of public data to support the re-identification
process. A novel re-identification risk analysis framework that
considers information reasonably available to an attacker was
proposed in Xia et al. [76]. This framework allows organiza-
tions to simulate threats under various degrees of completeness
in an attacker’s knowledge about individuals in a dataset,
providing a more realistic assessment of re-identification risks.
The framework can be combined with data utility measures
to strike a balance between privacy and utility. A case study
in their paper using patient records illustrated that the re-
identification risk may be lower than suggested by worst-case
scenarios, especially when considering the actual capabilities
of attackers who rely on external resources.

2) Differential Privacy: Differential privacy is a technique
that can be used in MU to protect sensitive data, while still
allowing analysis to be conducted on the data. The goal of
differential privacy is to provide strong privacy guarantees
while preserving the utility of the data. This is achieved by
adding noise to the data in a way that ensures that the original
data cannot be easily reconstructed. In the context of MU,
differential privacy can be used to protect the data used to
train ML models [9]. By adding noise to the data, it becomes
more difficult for an attacker to reconstruct the original data
and use it to re-identify individuals.

Data deletion algorithms aim to remove the influence of
deleted data points from trained models in a computationally
efficient manner. However, most existing work in the non-
convex setting provides guarantees only for deletion sequences
that are chosen independently of the published models. To
overcome this, Gupta et al. [21] proposed a general reduction
technique that uses differential privacy and its link to max-
imum information to transform guarantees against adaptive
deletion sequences into those against non-adaptive deletion
sequences. Their approach allows for flexible algorithms that
can handle various model classes and training methodologies,
providing strong provable deletion guarantees for adaptive
deletion sequences. They also presented a practical attack
against the existing Split into Shards and Aggregating (SISA)
algorithm [18] on CIFAR-10 [80], MNIST [81], and Fashion-
MNIST [82], demonstrating how prior work for non-convex
models fails against adaptive deletion sequences. Similarly,
Ullah et al. [77] proposed a notion of total variation (TV)
stability to overcome the convex risk in data deletion. This
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TABLE II
DATA PERTURBATION TECHNIQUES FOR MACHINE UNLEARNING

Technique Reference Problem Proposed Framework

Data Anonymization

Jegorova et al. [72] Leakage and Privacy of personal, personal sensitive,
and non-personal data A review paper

Carlini et al. [74] Memorize and leak individual training examples in LLMs Extracting verbatim sequences from an LLMs training set

Martino et al. [75] Verifying the identity of the data requester Impersonate individuals and request personal data

Xia et al. [76] Privacy and re-identification risks Re-Identification risk analysis framework

Differential Privacy

Gupta et al. [21] Deletion sequences Deletion guarantees adaptive deletion sequences to
non-adaptive deletion sequences

Ullah et al. [77] Convex risk minimization problems Notion of total variation (TV) stability

Sekhari et al. [9] Problem of unlearning data points from a learnt model Construct an unlearning algorithm that only depends
on the learning algorithm

Warnecke et al. [78] Reverting larger groups of features and labels Framework for unlearning features and labels from
learning models

Thudi et al. [64] Membership Inference attacks Differential privacy to protect deep neural network training data

Inverse Data Generation Chundawat et al. [79] Removing the information of the forgotten data from the model Zero-shot machine unlearning

approach allows for exact unlearning in general settings. They
also developed TV stable learning algorithms and efficient
exact unlearning algorithms for smooth convex empirical risk
minimization (ERM) problems, including many ML problems.
Their method retrains only a fraction of edit requests, thereby
maintaining accuracy and satisfying the criteria of exact un-
learning.

The authors of [9] associated MU and differential privacy
due to their strong similarity. They proposed a method of
utilizing tools from differential privacy for MU, suggesting
that an unlearning algorithm can be created that is independent
of the set of delete requests and is reliant only on the learning
algorithm. The authors further explain that this unlearning
algorithm can satisfy specific conditions regarding privacy
and performance, including a guarantee similar to differential
privacy. Instead of data deletion, Warnecke et al. [78] proposed
a novel framework for unlearning features and labels from
learning models, based on closed-form updates for model
parameters, which is significantly faster than instance-based
approaches. The authors also introduced certified unlearning
strategies for convex loss models, providing theoretical guar-
antees on the removal of features and labels. Additionally,
their empirical analysis demonstrated that unlearning sensitive
information is possible even for deep neural networks (DNNs)
with non-convex loss functions, with this proposed framework
demonstrably effective in case studies on unlearning sensitive
features across linear models, unintended memorization in
language models, and label poisoning in computer vision.

The use of differential privacy to safeguard DNN training
data against MI attacks is discussed in Thudi et al. [64]. The
authors proposed a tight bound on MI performance for training
algorithms that provides ϵ-DP and extends the result to bound
MI positive accuracy for (ϵ, δ)-DP. They showed that one can
unlearn under this definition by training with a relatively large
ϵ-DP, if dataset sub-sampling is used.

3) Inverse Data Generation (IDG): Inverse data genera-
tion is a technique used in MU to generate a new dataset
that is similar to the original dataset, but does not contain
any sensitive information. The process involves training a
generative model to create a new dataset that mimics the
original dataset’s statistical properties while omitting sensitive

data [83]. Some popular algorithms for inverse data generation
include Generative Adversarial Networks (GANs) [84], Vari-
ational Autoencoders (VAEs) [85], and Deep Belief Networks
(DBNs) [86]. These algorithms are trained to generate new
data points that are similar to the original dataset without
sensitive information.

The problem of zero-shot MU, where no original data
samples are available, is introduced by Chundawat et al. [79].
They proposed two novel solutions based on error-minimizing-
maximizing noise and gated knowledge transfer. These meth-
ods remove the information of the forgotten data from the
model while maintaining model efficacy on the retained data.
The zero-shot approach offers protection against model inver-
sion attacks and membership inference attacks. Their approach
introduces a new evaluation metric, the Anamnesis Index
(AIN), which measures the quality of the unlearning method
effectively. Experimental results on benchmark vision datasets
show promising results for unlearning in deep learning models.

The research works that have focused on data perturbation
techniques for MU are summarized in Tab. II.

C. Model Update Techniques

1) Regularization: In MU, regularization is a technique
used to prevent overfitting by adding a penalty term to the loss
function during training [36]. Overfitting occurs when a model
becomes too complex and starts to memorize the training data
rather than learning general patterns that can be applied to
new data. Regularization aims to reduce the complexity of the
model by adding a penalty term that encourages the model
to have small weights or parameters. This penalty term is
usually scaled by a hyperparameter that determines the trade-
off between the goodness of fit of the model and the com-
plexity of the model. There are several types of regularization
techniques used in MU [19], including L1 regularization, L2
regularization, and dropout regularization. L1 regularization
adds a penalty term equal to the absolute value of the weights,
while L2 regularization adds a penalty term equal to the square
of the weights. Dropout regularization randomly drops out
some of the neurons during training, forcing the model to learn
more robust and generalizable features.
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The thesis of Graves [24] concentrated on the manipulation
of trained models after the training phase, specifically model
repair, which involves modifying a trained model to improve
its suitability for specific tasks. Their presented methods aim
to perform the repair in an architecture-agnostic way, main-
taining model performance and requiring less computation
time than training a model from scratch. The post-training
model repair can allow repairs to be done for goals that
were not previously considered, such as individual fairness
or data privacy regulations. The contributions of their thesis
are twofold: (1) the development of algorithmic approaches
to remove subsets of learning from a trained neural network,
and (2) providing a novel detection method for finding proxy
features for individual fairness.

The L1 norm regularization as a penalty item is proposed
by Ma et al. [87] to prevent “over-unlearning”, which may
decrease the accuracy of the target model. The authors also
proposed a novel unlearning method, Forsaken. The opti-
mization problem, including the KL divergence loss function,
the penalty coefficient, and the mask gradient, has this item
added to it. The L1 norm is chosen over the Lp norm as
it is smoother and can avoid blocking the convergence of
Forsaken. The regularization term can also be used to extract
unlearning errors by calculating model weight differences
using L2 regularization [88]. A new regularization method
based on the inductive bias that the model’s predictions should
be less confident on out-of-distribution inputs is introduced in
Setlur et al. [89]. Their proposed method generates adversarial
examples using large step sizes and trains the model to
have reduced confidence in them. The method improves in-
distribution test accuracy and does not require an additional
unlabeled dataset. The model is trained to predict a uniform
distribution over labels on the self-generated samples using
the principle of maximum entropy.

2) Transfer Learning: Transfer learning is a technique in
MU that allows the reuse of knowledge from one ML model
to another [90]. The idea is to use pre-trained models as a
starting point for a new model, an approach that can save a lot
of time and computational resources. In transfer learning, the
knowledge gained from one task is applied to another task. It
is a common technique in deep learning, where the pre-trained
model is a DNN.

The problem of unlearning in ML involves deleting part of
the training data from a model to obtain a model that appears
as if it has never seen that data. Retraining the model from
scratch may be computationally expensive and impractical for
real-world models. Previous approaches towards unlearning
have been proposed, but they may not be efficient or applicable
in certain settings. The linear filtration algorithm proposed by
Baumhauer et al. [91] aims to sanitize classification models
that predict logits (re-scaled logarithmic probabilities) after
class-wide deletion requests. The proposed method involves
applying a linear transformation to the model’s predictions that
can be absorbed into the original classifier. The computation of
transformation is computationally efficient and requires only
a small number of data points per class. The authors also
proposed a weakened “black-box” variant of the definition
of unlearning, which may be more realistic and practical in

practice. They suggest evaluating the quality of an empirical
unlearning operation in an adversarial setting by testing how
well it prevents certain privacy attacks on ML models.

In a recent study, Bourtoule et al. [18] investigated MU
using SISA training and found that by limiting the influence of
individual data points during training, they were able to speed
up the unlearning process. This is particularly beneficial for
stateful algorithms like stochastic gradient descent in DNNs
that aim to maximize performance. When combined with
transfer learning, SISA training led to a 1.36-fold increase
in retraining speed for complex tasks such as ImageNet
classification, although accuracy was slightly reduced.

The MU strategy called Dynamically Selected Mix-up
(DSMixup) was proposed by Zhou et al. [92] to address
the issue of unlearning private data from ML models. The
method is based on the SISA [18] approach, but instead of
retraining all affected shards, it dynamically selects shards
that need to be retrained and mixes them together using mix-
up data augmentation. This approach avoids the overhead
of retraining all shards, improves unlearning efficiency, and
maintains system stability. Transfer learning is used to solve
the coupling problem of shards caused by mix-up, and the
expected number of samples that need to be retrained is
analyzed. Experimental results on different datasets by Zhou
et al. showed that DSMixup outperformed SISA in both
unlearning cost and aggregation model performance.

3) Model Pruning: Model pruning is a technique used in
ML to reduce the size of a trained model by removing unnec-
essary parameters while maintaining its performance [104].
In the context of MU, model pruning can be used to remove
sensitive or private data from a model without significantly
affecting its accuracy. The process of model pruning involves
iteratively removing the least important weights or neurons
from the model, based on certain criteria such as their magni-
tude or contribution to the output [105]. This can be done using
techniques such as weight magnitude pruning, which removes
weights with the smallest absolute values, or sensitivity-based
pruning, which removes weights that have the least impact on
the output.

An ML unlearning method designed to comply with GDPR
requests for the removal of specific categories from trained
CNN models in federated learning (FL) was proposed by Wang
et al. [94]. Using the Term Frequency - Inverse Data Frequency
(TF-IDF), the federated server evaluates the relevance score
between the channels and categories and builds a pruner to
execute pruning on the most discriminative channels of the
target category. After the pruning process is complete, each
FL device is notified and downloads the pruned model from
the federated server. The devices then conduct normal feder-
ated training programs with target category-excluded training
data to achieve fine-tuning. Overall, this proposed unlearning
method is a complementary block for FL in compliance
with legal and ethical criteria. A “prune first, then unlearn”
paradigm for MU was proposed by Jia et al. [95], which
emphasizes that unlearning on a sparse model can lead to
a smaller unlearning error and enhance the effectiveness of
MU. Different pruning methods such as one-shot magnitude
pruning (OMP) [96], pruning at random initialization before
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TABLE III
MODEL UPDATE TECHNIQUES FOR MACHINE UNLEARNING

Technique Reference Problem Proposed Framework

Regularization
Graves [24] Post-training model manipulation and model repair Twofold Framework: algorithmic approaches

and a novel detection method.

Ma et al. [87] Overlearning Add L1 norm regularization as a penalty term

Setlur et al. [89] Overlearning Generates adversarial examples

Transfer Learning
Baumhauer et al. [91] Transferability Linear filtration for sanitizing classification models.

Bourtoule et al. [93] Transferability SISA training

Zhou et al. [92] Unlearning private data from machine learning models DSMixup

Model Pruning Wang et al. [94] Removal of specific categories from trained CNN models in FL Using TF-IDF, Pruning on the most discriminative channels.

Jia et al. [95] Removal of specific categories from trained models ”Prune first, then unlearn” Used OMP [96], IMP [97],
pruning at random initialization before training [98]

Distillation
Wu et al. [99] To remove a designated client’s contribution from the global model Knowledge distillation technique

Zhu et al. [100] Heterogeneous knowledge graph embedding learning and unlearning FedLU

Li et al. [101] Erasing backdoor triggers from backdoored DNNs Neuron Attention Distillation (NAD)

Model inversion Graves et al. [102] Post-training model manipulation and model repair Modified version of the standard model inversion attack

Yoon et al. [103] Post-training model manipulation and model repair Few-shot unlearning using model inversion

training [98], and pruning-training simultaneous iterative mag-
nitude pruning (IMP) [97] are discussed. The trainer would
prioritize a pruning method that depends the least on the
forgetting dataset, and ensures lossless generalization when
pruning while improving pruning efficiency.

4) Distillation: Distillation is an MU technique used to
reduce the size of large and complex models while preserving
their accuracy. The main idea behind distillation is to train
a smaller and simpler model (student model) to mimic the
behavior of a larger and more complex model (teacher model),
by using the teacher model as a source of guidance [106].
In distillation, the teacher model is first trained on a large
dataset and then used to generate soft targets for the student
model. These soft targets are probability distributions over the
output space of the teacher model, which provides further
information compared to the hard labels used in traditional
training. The student model is then trained on the soft targets,
with the objective of minimizing the difference between its
predicted probabilities and the soft targets provided by the
teacher model.

Wu et al. [99] proposed a novel federated unlearning
method to remove a designated client’s contribution from
the global model after the federated training process. To
eliminate the attacker’s influence and reduce the unlearning
cost, the proposed method uses the knowledge distillation
technique [107] to erase the historical parameter updates
from the attacker and recover the damage. The old global
model is used as a teacher to train the unlearning model.
This approach has several advantages, including no client-side
time and energy costs, no network transmission, and better
generalization around training points, all leading to improved
model robustness and performance. An FL framework called
FedLU for heterogeneous knowledge graph (KG) embedding
learning and unlearning is proposed by Zhu et al. [100].
To address data heterogeneity, mutual knowledge distillation
is used to transfer local knowledge to the global level and
vice versa. An unlearning method is also presented to erase
specific knowledge from local embeddings and propagate it
to the global embedding using knowledge distillation. The

effectiveness of the framework was validated on three new
datasets based on FB15k-237 using varied numbers of clients.

Li et al. [101] proposed a defense framework, Neuron
Attention Distillation (NAD), to erase backdoor triggers from
backdoored DNNs. NAD is a distillation-guided fine-tuning
process that uses a teacher network to guide the fine-tuning
of a backdoored student network on a small subset of clean
training data, so that the intermediate-layer attention of the
student network is well-aligned to that of the teacher network.
The teacher network can be obtained from the backdoored
student network via standard fine-tuning using the same clean
subset of data. Their empirical results showed that NAD is
more effective in removing the network’s attention on the
trigger pattern compared to standard fine-tuning or neural
pruning methods.

5) Model inversion: Model inversion is a technique used
in MU to extract sensitive data from an ML model. The basic
idea behind model inversion is to use a trained model to
infer sensitive information about the data used to train the
model. This is achieved by manipulating the input to the
model to generate a specific output, then using this output to
learn something about the input. Let’s say an ML model has
been trained to classify emails as spam or legitimate based on
certain features like keywords and senders. Attackers can use
model inversion to determine which specific words or phrases
are most likely to trigger the spam filter, allowing them to craft
emails that evade detection. Model inversion attacks can be
mitigated using various techniques, such as differential privacy,
regularization, and adversarial training [108].

The modified version of the standard model inversion attack
was proposed by Graves et al. [102]. This attack begins with
a feature vector with all features assigned to 0. The vector
is then labeled with the label of the target class, and then a
forward and backward pass is performed through the model
to obtain the gradient of the loss with respect to the feature
vector. Each feature is then shifted in the direction of the
gradient iteratively, altering the feature vector to become more
similar to what the model considers to be an example from
that class. The researchers modified the attack by periodically
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TABLE IV
PUBLIC DATASETS FOR MACHINE UNLEARNING

Modality Dataset No. of
Instances

No. of
Attributes Task Popularity*

Image

SVHN [110] 600,000 3072 Object recognition High

CIFAR-100 [80] 60,000 3072 Object recognition High

Imagenet [111] 1.2 million 1,000 Object recognition Medium

Mini-Imagenet [112] 100,000 784 Object recognition Low

LSUN [113] 1.2 million varies Scene recognition Low

MNIST [81] 70,000 784 Object recognition High

Text

IMDB [114] 50,000 varies Sentiment analysis Medium

Newsgroup [115] 19,188 varies Text classification Low

Reuters [116] 10,788 varies Text classification Low

SQuAD [117] 100,000 Varies Question answering Low

Tabular
Adult [118] 48,842 14 Income prediction Low

Breast Cancer [119] 286 9 Cancer diagnosis Low

Diabetes [120] 768 8 Diabetes diagnosis Low

Time series Epileptic Seizure [121] 11,500 178 Seizure prediction Low

Activity Recognition [122] 10,299 561 Activity Classification Low

Graph
OGB [123] 1.2 million varies Graph classification Low

Cora [124] 2,708 1,433 Graph classification Low

Yelp Dataset [125] 8,282,442 Varies Recommendation Low

Computer Vision

Fashion-MNIST [82] 70,000 784 Image classification Medium

Caltech-101 [126] 9,146 Varies Object recognition Low

COCO [127] 330,000 Varies Object detection Medium

YouTube Faces [128] 3,425 2,622 Face recognition Medium

EuroSAT [129] 27,000 13 Land use classification Low

Transaction Purchase [130] 39,624 8 Purchase prediction Medium

Sequence Human Activity
Recognition [131] 10,299 561 Activity recognition Low

Recommendation MovieLens [132] 100,000 varies Movie recommendation High
* Refer to Supplementary material.

applying image processing every n gradient descent step, then
started each inversion with a small amount of noise added to
each feature, continuing the attack for some set number of
iterations even while the change in the loss was small. These
modifications allowed the authors to generate inversions on
complex convolutional architectures such as Resnet18 [109].
A framework for few-shot unlearning using model inversion
was proposed by Yoon et al. [103]. This approach involves
approximating the original data distribution D using model
inversion, and filtering out an interpolation of the original
distribution. The model inversion is achieved by minimizing
the entropy of the model’s output and using prior knowledge
from a generative model and data augmentation. The resulting
approximation D’ is a set of samples that meet certain criteria
for consistency and entropy. Their approach also used a binary
classifier to identify noisy samples.

The research works focused on model update techniques for
MU are summarized in Tab. III.

IV. DATASETS AND METRICS FOR EVALUATION

The effectiveness of MU techniques is assessed using dif-
ferent metrics, including accuracy on forget and retain sets,
relearn time, MI attacks, activation distance, AIN, and layer-
wise distance. This section offers a brief overview of these
metrics. It addresses the second research question “How can
the impact of unlearning on model performance be measured
and evaluated?” as shown in Tab. V, along with a summary
of publicly available datasets including their types, number of
instances, attributes and tasks, and their popularity based on
number of references they appear in. These are presented in
Tab. IV.

The metrics included in Tab. V are commonly used in
MU research to evaluate the effectiveness of different MU

Attack sophistication

Adversarial training [208]  
Robust MU [209]

  Model-agnostic [210]
Diversity [212]

Update MU techniques
[213]

Benchmark datasets [219]
Evaluation metrics [220] 

Standardized reporting [221]  
Ethical guidelines [222]

Documentation and dissemination [225]   
Interpretability and explainability [224]

Education and training [227]
Industry and regulatory involvement [230]

Transferable Debiasing
techniques [239]

Unsupervised or weakly
supervised [241]

Model optimization [165]
Online and incremental

learning [266]
Parallelization [265]

Explaining debiasing [246]
Model-agnostic explanations

[249]  
Evaluating interpretability [251]
Standardizing MU techniques

[253] 

Data preprocessing and
cleaning [254]    
Privacy and legal
constraints [259]

Data augmentation
[254] Collaborations [226] Transfer learning

[257]  Domain adaptation [237]

Lack of Standardization Lack of transferability

Lack of interpretabilityLack of training dataResource Constraints

Fig. 2. Machine Unlearning Challenges and Potential Solutions - A Roadmap

techniques. By comparing the values of these metrics before
and after applying the MU techniques, researchers can assess
the degree to which sensitive data has been removed or
mitigated.

V. CHALLENGES AND POTENTIAL SOLUTIONS

This section discusses the prevalent challenges in the field
of MU and the potential solutions to these challenges in
detail, which aims to address the third research question “What
are the challenges in MU, and how can these challenges be
addressed?”. A roadmap of the challenges and their corre-
sponding solutions can be found in Fig. 2.

A. Attack sophistication

As MU techniques become more sophisticated, so too do
the potential attacks designed to compromise them. Attackers
may use a combination of different techniques, such as data
poisoning, model inversion or adversarial attacks, to try to
undermine the privacy and security of ML models [137]. The
challenge of attack sophistication in MU refers to the potential
for adversaries to develop sophisticated techniques to bypass
or defeat MU defenses. As MU techniques are developed to
mitigate the impact of biased or adversarial data on models,
adversaries may adapt and evolve their attack strategies to
counter these defenses. This brings us to the following set
of existing challenges:

• Increasing sophistication of attacks: Adversaries can
develop sophisticated techniques to generate biased or
adversarial data that can evade detection by MU tech-
niques. For example, they can craft adversarial examples
that are specifically designed to bypass the debiasing or
unlearning process, making it challenging for the defenses
to effectively identify and mitigate the biases [74].

• Adaptive adversaries: Adversaries can adapt their at-
tack strategies based on the observed behavior of MU
defences [21], [78], [138]. If they notice that certain
debiasing techniques are applied, they may modify their
attacks to target the specific vulnerabilities or limitations
of those techniques. This can lead to a cat-and-mouse
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TABLE V
MACHINE UNLEARNING - EVALUATION METRICS

Metric Description Equation Reference

Accuracy The proportion of correctly classified instances in the test set Accuracy = TP+TN
TP+TN+FP+FN

[133]

Anamnesis Index Measures the extent to which unlearned data has been forgotten AI(T ) = (Acc(M,T )−Acc(M − T, T ))/Acc(Naive, T ) [134]

Activation Distance Measures the difference between the activations of two models
on a given input AD(A(x), B(x)) = ||A(x)−B(x)||2 [133]

Layer-wise Distance Measures the difference between the weight
matrices of two models LWDl = ||Wl −W ′

l ||F [?]

Membership
Inference Attacks

Measures the degree to which an attacker can infer whether a
particular instance was included in the training data N/A [135]

Zero Retrain
Forgetting Metric

Measures the change in accuracy on the unlearned data after
retraining the model without the data to be unlearned ZRFM = 1

L

∑L
l=1

(
1− |WT

l Wl−WT
l oldWl,old|F

|WlTWl,old|F

)
[12]

Reconstruction Error Measures the difference between the original input and
the reconstructed input RE = ||x− f(g(x))||2 [136]

game, where adversaries continually adapt their attacks,
making it difficult for MU defenses to keep up.

• Stealthy attacks: Adversaries can also develop stealthy
attacks that are designed to remain undetected by MU
defenses [139]. These attacks may not necessarily gener-
ate overtly biased or adversarial data, but instead subtly
manipulate the data in a way that evades detection by
the defences [140], [141]. This can make it challenging
for MU techniques to effectively identify and address the
biases or adversarial influences in the data [142].

• Lack of robustness: MU techniques may have limita-
tions in terms of their robustness against sophisticated
attacks [143], [144]. For example, certain debiasing or
unlearning methods may be effective against simple at-
tacks, but may not be robust enough to withstand more
sophisticated attacks [37]. This can result in the effective-
ness of MU defenses being compromised by increasingly
sophisticated attacks.

Addressing the challenge of attack sophistication requires
the development of robust and adaptive defenses that can
effectively detect and mitigate sophisticated attacks. This may
involve continuously updating and improving MU techniques
with knowledge of evolving attack strategies, as well as
incorporating techniques from areas such as adversarial ML
model and robust ML model.

• Adversarial training is a technique that involves training
the ML model on adversarial examples. This can improve
the model’s robustness against adversarial attacks [145].
Adversarial training can also be used in conjunction with
MU techniques to make the model more resilient against
sophisticated attacks.

• Robust MU techniques address the need to develop
MU techniques that are robust against sophisticated at-
tacks. For instance, MU techniques can be combined
with adversarial training to improve their effectiveness
against adaptive adversaries [146]. This can make it more
challenging for adversaries to bypass the debiasing or
unlearning process.

• Model-agnostic techniques can be used to detect and
mitigate biases in ML models, without relying on the
specifics of the model architecture [147], [148]. These

techniques can be more robust against sophisticated at-
tacks because they do not rely on assumptions about the
model architecture.

• Diversity in the training data can make the ML model
more robust against attacks [149]. For instance, including
data from a wider range of sources and demographics
can make it more challenging for adversaries to gener-
ate biased or adversarial examples that can bypass the
debiasing or unlearning process.

• Regular re-evaluation and updating of MU techniques can
help to stay ahead of attackers and keep the defenses
effective against the adapting attack strategies of adver-
saries [150].

B. Lack of standardization
There is currently no standardization in the application

of MU techniques, making it difficult to compare different
approaches and evaluate their effectiveness. The lack of stan-
dardization results in a current gap of commonly accepted
standards, guidelines, or best practices for unlearning tech-
niques. And because MU is relatively new and still evolving,
there is presently a lack of standardized approaches, evaluation
metrics, or benchmarks for evaluating the effectiveness, fair-
ness, and robustness of unlearning methods [151]. This lack
of standardization can pose challenges across several areas:

• Methodology: There is no universally accepted method-
ology for unlearning, and different researchers or prac-
titioners may use different approaches, techniques or
algorithms for unlearning biases or unwanted behaviors
in ML models. This lack of standardization makes it
difficult to compare and reproduce results across studies
or applications, and may lead to inconsistent or unreliable
outcomes [151].

• Evaluation: The evaluation of unlearning techniques is
challenging due to the absence of standardized evaluation
metrics or benchmarks. It is often unclear how to objec-
tively measure the effectiveness, fairness or robustness
of unlearning methods, and different studies may use
different evaluation metrics or criteria, making it diffi-
cult to compare and assess the performance of different
unlearning techniques [152].
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• Data and model compatibility: Unlearning techniques
may need to be compatible with different types of data,
ML models, or applications. However, there is currently
no standardized framework for ensuring data and model
compatibility [153], meaning unlearning methods must
be adapted or customized for different use cases or
applications, which can be time-consuming and resource
intensive.

• Ethical considerations: Unlearning techniques may
raise ethical concerns, such as issues related to fair-
ness, accountability, transparency or unintended con-
sequences [154]. However, there is currently no stan-
dardized framework or guidelines for addressing ethical
considerations in MU, and different practitioners or re-
searchers may have different perspectives or approaches
toward ethical considerations. This may lead to potential
inconsistencies or biases in unlearning outcomes [78].

• Interpretability and explainability: Unlearning techniques
may result in modified or updated models, and it is
important to understand and explain the changes made to
the original models [155]. However, there is currently no
standardized approach for interpreting or explaining the
changes made by unlearning methods, which can make
it challenging to understand, trust or communicate the
outcomes of unlearning techniques to stakeholders.

The lack of standardization challenge requires efforts from the
researchers and practitioners to establish common frameworks,
guidelines, and best practices. Some potential approaches to
promote standardization in the MU community include:

• Community-wide collaborations: Encouraging collabora-
tion and communication among researchers, practitioners
and stakeholders to establish shared standards, guidelines
and best practices for MU [156]. This can involve orga-
nizing MU-dedicated workshops, conferences or forums
to foster discussions and promote the exchange of ideas
and experiences.

• Benchmark datasets and evaluation metrics: Developing
benchmark datasets and evaluation metrics for unlearning
techniques will provide a standardized means to objec-
tively evaluate the performance, fairness, robustness, and
other aspects of unlearning methods [157]. These bench-
marks can help compare and assess the effectiveness
of different unlearning techniques in a consistent and
reproducible manner.

• Standardized reporting: There is a need to encourage
standardized reporting of unlearning studies, including
clear descriptions of methodologies, algorithms, data, and
the evaluation metrics used [158]. This can ensure trans-
parency, reproducibility and comparability of unlearning
research findings, allowing for a better understanding and
assessment of the effectiveness of different unlearning
techniques.

• Ethical guidelines: There is a need to develop ethi-
cal guidelines for MU, addressing issues such as fair-
ness, accountability, transparency, and unintended con-
sequences [159]. Ethical guidelines can provide a frame-
work for practitioners to consider and address ethical con-

cerns associated with unlearning techniques, and promote
responsible and ethical use of unlearning methods [160].

• Interpretability and explainability: Developing standard-
ized approaches for interpreting and explaining the out-
comes of unlearning techniques, such as methods for
model introspection, visualization or explanation [161],
can enhance transparency, trust, and accountability. It
will also further facilitate effective communication of
unlearning results to stakeholders.

• Documentation and dissemination: The domain must
encourage its researchers and practitioners to document
and share their unlearning methodologies, techniques and
results through open repositories, code libraries, or other
means of dissemination [162]. This can promote the
exchange of knowledge, facilitate replication and foster
the development of shared practices and standards in the
field of MU.

• Collaborative efforts with other fields: Collaborating with
related fields, such as ML, fairness, ethics, or inter-
pretability researchers, will leverage existing standards,
methodologies, or frameworks [163]. Drawing upon es-
tablished practices from related fields can help develop
standardized approaches for MU and promote cross-
disciplinary collaboration.

• Education and training: Incorporating MU concepts,
methodologies, and best practices into educational pro-
grams, training workshops, or industry certifications, par-
ticularly through education and training on standardized
approaches, can help practitioners develop a common
understanding and adoption of best practices in the MU
field [164], [165].

• Industry and regulatory involvement: Industry and regu-
latory bodies should be actively involved in the devel-
opment of standards, guidelines, and best practices for
MU [166]. Industry participation will ensure practical
relevance and adoption of standards, while regulatory
involvement can promote responsible and ethical use of
MU techniques [167].

C. Lack of transferability

While MU is an important technique for addressing bias and
improving fairness in ML, one challenge associated with MU
is the lack of transferability [168]. Some MU techniques may
be effective for specific types of models or datasets, but may
not be easily transferable to other models or datasets [169].
This can limit their applicability in real-world scenarios. This
challenge arises due to several reasons:

• Model-specific biases: Different ML models may exhibit
different types or degrees of bias [170], and unlearning
techniques that are effective for one model may not
be directly applicable to another model. For example,
a debiasing method designed for a DNN may not be
directly transferable to a decision tree or a support vector
machine [171].

• Dataset-specific biases: Unlearning techniques may be
tailored to address biases in specific datasets, and their
effectiveness may depend on the characteristics of the
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data used for training [39], [40]. When applied to a
different dataset, the unlearning techniques may not be
as effective, as the biases present in the new dataset may
be different or require different mitigation strategies.

• Domain-specific biases: Unlearning techniques may be
developed and trained on data from a specific domain,
such as healthcare, finance, or social media, and may
not be directly transferable to other domains [38], [172].
Different domains have unique characteristics, data dis-
tributions, and biases, which may require domain-specific
adaptations of MU techniques.

• Lack of labeled data: Unlearning techniques may require
labeled data for training, validation, or fine-tuning, mean-
ing that obtaining labeled data for new models, datasets,
or domains may be challenging or costly [87]. The lack of
labeled data can hinder the transferability of unlearning
techniques, as the models may not have access to the
same level of labeled data for training as the original
models.

MU requires careful consideration of the specific context
and characteristics of the models, datasets or domains to
address the lack of transferability. Some potential approaches
to mitigate this challenge include:

• Domain adaptation involves incorporating techniques
such as domain adaptation algorithms or domain gener-
alization methods [173], to adapt unlearning techniques
to new domains. These techniques involve leveraging
knowledge from a source domain to improve the per-
formance of the unlearning techniques in a target do-
main, even when labeled data is limited to the target
domain [174].

• Transfer learning involves employing transfer learning
techniques, such as transfer learning algorithms or pre-
trained models, to leverage knowledge learned from one
model or dataset to another. Transfer learning can help
transfer the learned debiasing or unlearning knowledge
from one model to another, even when the models have
different architectures or characteristics.

• Transferable debiasing techniques is developing de-
biasing techniques that are designed to be transfer-
able across different models, datasets, or domains.
These techniques may incorporate generalization prin-
ciples, domain-independent features, or model-agnostic
approaches that enable their application to diverse set-
tings [175], [176].

• Unsupervised or weakly supervised approaches involve
exploring unsupervised or weakly supervised approaches
that do not require labeled data for training. Unsupervised
or weakly supervised unlearning techniques may lever-
age unsupervised learning, self-supervised learning, or
weakly supervised learning methods to overcome the lack
of labeled data and enhance transferability [53], [177].

• Benchmark datasets to span different models, datasets, or
domains, and evaluating unlearning techniques on these
benchmark datasets [178], [179]. Benchmark datasets
can facilitate standardized evaluations of unlearning tech-
niques across diverse settings and provide insights into

their transferability and generalizability.

D. Lack of interpretability

MU techniques may be difficult to interpret, particularly
those involving complex DNNs or generative models. Diffi-
culties include understanding how the technique is working
and identifying potential weaknesses or vulnerabilities. In-
terpretability refers to the ability to understand and explain
how an ML model makes predictions or decisions [20]. It
is crucial for building trust, accountability, and transparency
in ML systems, as it allows stakeholders to understand and
verify the reasoning behind model outputs. However, MU
techniques can sometimes result in models that are less
interpretable for several reasons, such as the complexity of
unlearning techniques, loss of transparency during debiasing,
lack of standardization, and trade-offs between accuracy and
interpretability.

Addressing this challenge requires careful consideration of
the specific de-biasing or unlearning techniques used and their
impact on model interpretability. Some potential approaches to
enhance interpretability include:

• Explaining the debiasing process by providing clear ex-
planations on the data modifications or feature changes
during unlearning can help stakeholders understand the
reasoning behind the model’s outputs [41], [42], [180].

• Simplifying unlearning techniques can develop simpler
and more interpretable MU techniques that are easier to
understand and explain to stakeholders [181].

• Providing model-agnostic explanations such as feature
importance [182] or partial dependence plots, can help
provide insights into how different features or data points
influence the model’s predictions, regardless of the spe-
cific MU technique used [183].

• Evaluating interpretability alongside accuracy by incor-
porating interpretability as an explicit evaluation cri-
terion during the development and assessment of MU
techniques, to help ensure that interpretability is not
compromised in the pursuit of accuracy [184], [185].

• Standardizing MU techniques such as standardized ap-
proaches and guidelines for implementing and evaluating
MU methods, can help promote consistency, reproducibil-
ity, and interpretability in the field [186].

E. Lack of training data

In some cases, it may be difficult to obtain sufficient
training data for MU techniques, particularly in scenarios
where the original training data may be scarce or difficult to
obtain [187]. The availability and quality of training data are
critical factors that impact the effectiveness of MU techniques,
which face significant challenges otherwise. Some challenges
associated with the lack of training data in MU include
scarce biased or adversarial data, data imbalance, privacy and
legal constraints, data quality issues, and domain shifts [188].
Addressing the lack of training data challenges in MU requires
careful consideration of the specific techniques used and their
data requirements. Some potential approaches to mitigate this
challenge include:
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• Data augmentation such as data synthesis or generation
methods to augment the available training data can help
address data scarcity and imbalance challenges [189].
This can involve generating synthetic data to supplement
the biased or adversarial data, and oversampling minor-
ity or underrepresented groups to address data imbal-
ance [190].

• Data pre-processing and cleaning ensures the quality and
accuracy of training data, which can help address data
quality issues [50]. This involves removing noise, inac-
curacies, or inconsistencies in the training data to improve
the reliability and effectiveness of MU techniques [191].

• Transfer learning or domain adaptation techniques can
help address the challenge of domain shift [51]. These
techniques involve leveraging knowledge from a source
domain with abundant data to improve the performance
of the model in a target domain with limited data [50].

• Collaborative efforts and data sharing especially among
researchers, organizations, and stakeholders, can help
overcome data availability challenges by pooling re-
sources, sharing data, and collectively addressing data
limitations [192]. This can lead to the creation of shared
datasets, benchmark datasets, and other data resources for
use in MU research and development.

• Compliance with privacy and legal constraints is cru-
cial [33]. Researchers and practitioners should carefully
follow ethical guidelines, data protection regulations, and
legal requirements to ensure that MU techniques are
applied in a responsible and compliant manner. This may
involve obtaining necessary permissions, anonymizing
data, or adhering to data-sharing agreements or data use
policies.

F. Resource constraints

Resource constraints are a challenge in MU, referring to
limitations in terms of computational resources, time, or
data availability, which can impact the effectiveness and ef-
ficiency of unlearning techniques [193]. MU methods can be
computationally intensive, time-consuming, or data-dependent,
and resource constraints pose significant challenges in their
practical implementation [9]. Some common types of resource
constraints in MU include:

• Computational resources such as processing power, mem-
ory, or storage, may be intensive when required to ef-
fectively train or apply debiasing models [194]. Several
deep learning-based unlearning methods may require
large-scale neural networks or extensive computational
resources for training, which may not be readily available
in resource-constrained environments or in applications
with low-power devices [195].

• Time constraints for when unlearning techniques may
require significant time to train or apply, especially when
dealing with large datasets or complex models [102].
Time constraints can be particularly challenging in real-
time or online learning scenarios, where timely debiasing
or unlearning is critical [196]. For example, in time-
sensitive applications such as fraud detection or online

advertising, the time required for unlearning may impact
overall system performance or responsiveness.

• Data availability particularly for labeled data can be
costly in scenarios where unlearning techniques require
labeled data for training, validation, or fine-tuning [52].
Data availability constraints may arise when dealing with
sensitive or proprietary data, or when data collection is
time-consuming or expensive [197]. Lack of data avail-
ability can impact the effectiveness and generalizability
of unlearning techniques, as they may not have access to
sufficient data to effectively mitigate biases.

Addressing resource constraints requires careful considera-
tion of the available resources and the specific requirements
of the unlearning techniques. Some potential approaches to
mitigate resource constraints in MU include:

• Model optimization for the computational resources used
by unlearning techniques by using techniques such as
model compression, model quantization or model approx-
imation. These techniques can reduce the computational
overhead of unlearning methods and enable their deploy-
ment in resource-constrained environments or on low-
power devices [19], [198].

• Parallelization to leverage parallel computing techniques,
such as distributed computing, multi-core processors or
GPUs, can accelerate the training or application of un-
learning techniques. Parallelization can help overcome
computational resource constraints and expedite the de-
biasing or unlearning process [199] [200].

• Online and incremental learning approaches that update
the debiasing or unlearning models in an online or
incremental manner, without requiring complete retrain-
ing [201]. Online and incremental learning can be more
time-efficient and resource-friendly compared to batch
training methods, as they update the models incrementally
based on new data rather than retrain the entire model
from scratch [202], [203].

• Transfer learning techniques such as fine-tuning or do-
main adaptation, to leverage pre-trained models or knowl-
edge from related tasks or domains [46]. Transfer learning
can help overcome data availability constraints by lever-
aging knowledge learned from other sources, reducing the
reliance on labeled data for training unlearning models.

• Data augmentation techniques such as data synthesis,
data generation, or data simulation, to augment the avail-
able data and create synthetic data points for training
unlearning models. Data augmentation can help over-
come the challenge by generating additional training data,
which can improve the effectiveness and generalizability
of unlearning techniques [138], [204], [205].

VI. FUTURE DIRECTIONS

A. Machine Unlearning in NLP

One of the primary goals of ML models in NLP is to
accurately predict or classify text data based on patterns and
relationships learned from a training dataset [206]. However,
if the training data is incomplete, biased, or outdated, the
model may learn incorrect or irrelevant patterns, leading to
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poor performance when the model is applied to new data.
Unlearning is a way to correct or remove these incorrect
patterns, which can improve the model’s performance on new
data [10]. For example, if a model is trained to classify
news articles as either political or non-political based on the
presence of certain keywords but the model has learned to rely
too heavily on a specific keyword that is no longer relevant or
has changed in meaning, the model may need to unlearn its
reliance on that keyword to make more accurate predictions.
Removing irrelevant or outdated patterns from the model can
improve its ability to generalize to new data and make accurate
predictions [207]. In some cases, unlearning may involve
retraining the model on a new dataset that includes examples
that are deliberately chosen to contradict or challenge the
original model learning [208]. This can help the model adapt to
new information and improve its accuracy and generalizability.

B. Machine Unlearning in Computer Vision

The future of MU in Computer Vision (CV) is also likely
to be influenced by continued advancements in ML tech-
niques, and an increasing emphasis on interpretability and
transparency. One area where MU may play a significant role
in the future of CV is in the development of more robust
and adaptable models [209]. As the volume and complexity
of visual data continues to grow, ML models will need to be
able to adapt to new types of data and learn from changing
user needs. Another promising research area is incremental
learning, which involves updating a model over time as new
data becomes available. This approach could be particularly
useful in scenarios where the model needs to adapt to changing
conditions, such as in autonomous vehicles or surveillance
systems [210]. An important development in CV is the move
towards more explainable AI, which would allow users to
understand how a model arrived at a particular decision and
potentially correct errors or biases in the process [161]. In
some cases, it may be necessary to involve human experts
in the unlearning process, either to identify errors in the
model or to provide feedback on the effectiveness of the
unlearning approach [211]. As MU becomes more widespread,
it will be important to ensure that sensitive data is protected
and that unlearning processes do not compromise security
or privacy [212]. This may require the development of new
techniques and approaches to secure MU processes.

C. Machine Unlearning in Recommender Systems

MU in Recommender Systems (RS) is likely to be char-
acterized by continued advancements in ML techniques, as
well as an increasing focus on interpretability, fairness, and
privacy [213]. One area where MU may play an important
role in the future of RS is the development of more adaptive
and personalized models [214]. As the volume and complexity
of user data grows, MU models will need to be able to adapt
to changing user preferences and needs. Unlearning can help
these models stay up-to-date and make accurate recommen-
dations by allowing them to adjust or remove irrelevant or
misleading features [215]. Another area where MU may be
important for RS is in the development of more transparent and

fair models [216]. MU can help to improve the interpretability
and explainability of RS [217]. Unlearning can help to make
these models more transparent by allowing them to remove
irrelevant or misleading features and focus on the most im-
portant factors for making accurate recommendations [218].
Finally, MU can help to protect user privacy in RS. By
removing or obfuscating sensitive or identifying information
from the data used to train these models, MU can ensure that
a user’s personal information is not used inappropriately or
disclosed without their consent [34].

VII. CONCLUSION

MU is a relatively new and rapidly evolving field that
has gained increasing attention in recent years. While the
process of training ML models to recognize patterns and make
predictions has become increasingly efficient and accurate,
the need to remove or modify these predictions has become
equally important. Unlearning, as the name implies, refers to
the process of removing previously learned information from
a model, and it has important applications in areas such as
privacy, security, and fairness. As our literature survey has
shown, there are a variety of approaches and techniques being
developed for unlearning data, ranging from regularization
methods to model inversion techniques. However, there are
still challenges that need to be addressed in this area, such as
scalability to larger datasets, the ability to unlearn specific
subsets of data, and the impact of unlearning on model
performance. However, despite these challenges, the benefits
of MU are significant, and we expect to see continued progress
in this field in the coming years as researchers develop more
effective and efficient methods for unlearning data from ML
models. Researchers and practitioners must continue to explore
and refine unlearning techniques to ensure that ML models can
to adapt to changing circumstances and maintain the trust of
their users. With the increasing importance of AI in various
domains, unlearning will play a crucial role in making AI more
trustworthy and transparent.
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(Supplementary Material)
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SUPPLEMENTARY MATERIAL

In this section, we present supplementary details for Table
IV “Public Datasets for Machine Unlearning” in the survey,
which includes an approximation of their popularity based on
the frequency of their references. The popularity of datasets is
classified into three categories, namely, “High”, “Moderate”,
or “Low”, depending on the frequency they were referenced.
Specifically, a dataset is considered highly popular if it was
referred to in seven or more sources, moderately popular if it

appeared in four to six sources, and poorly popular if it was
mentioned in three or fewer sources.

TABLE I
PUBLIC DATASETS FOR MACHINE UNLEARNING WITH SUPPLEMENTARY INFORMATION FOR POPULARITY

Modality Dataset No. of
Instances

No. of
Attributes Task Popularity References References

Count

Image

SVHN [1] 600,000 3072 Object recognition High [2]–[10] 9

CIFAR-100 [11] 60,000 3072 Object recognition High [12]–[18] 7

Imagenet [19] 1.2 million 1,000 Object recognition Medium [20]–[23] 4

Mini-Imagenet [24] 100,000 784 Object recognition Low [25] 1

LSUN [26] 1.2 million varies Scene recognition Low [27], [28] 2

MNIST [29] 70,000 784 Object recognition High [20], [30]–[48] 20

Text

IMDB [49] 50,000 varies Sentiment analysis Medium [50]–[54] 5

Newsgroup [55] 19,188 varies Text classification Low [56] 1

Reuters [57] 10,788 varies Text classification Low [58], [59] 2

SQuAD [60] 100,000 Varies Question answering Low [61]–[63] 3

Tabular
Adult [64] 48,842 14 Income prediction Low [65]–[67] 3

Breast Cancer [68] 286 9 Cancer diagnosis Low [69], [70] 2

Diabetes [71] 768 8 Diabetes diagnosis Low [72], [73] 2

Time series Epileptic Seizure [74] 11,500 178 Seizure prediction Low [32], [75] 2

Activity Recognition [76] 10,299 561 Activity Classification Low [75], [77], [78] 3

Graph
OGB [79] 1.2 million varies Graph classification Low [80] 1

Cora [81] 2,708 1,433 Graph classification Low [82], [83] 2

Yelp Dataset [84] 8,282,442 Varies Recommendation Low [85], [86] 2

Computer Vision

Fashion-MNIST [87] 70,000 784 Image classification Medium [88]–[91] 4

Caltech-101 [92] 9,146 Varies Object recognition Low [93]–[95] 3

COCO [96] 330,000 Varies Object detection Medium [97]–[101] 5

YouTube Faces [102] 3,425 2,622 Face recognition Medium [103]–[107] 5

EuroSAT [108] 27,000 13 Land use classification Low [10], [109] 2

Transaction Purchase [110] 39,624 8 Purchase prediction Medium [111]–[115] 5

Sequence Human Activity Recognition [116] 10,299 561 Activity recognition Low [117] 1

Recommendation MovieLens [118] 100,000 varies Movie recommendation High [119]–[125] 7
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