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Abstract
Intelligence scholars are drawing on behavioural decision theory to improve de-
cision-making under risk and uncertainty in intelligence and counterintelligence. 
Such an undertaking is essentially lacking without the Austrian school’s concepts of 
knowledge, discovery, (entrepreneurial) judgement, ignorance, rational calculation 
and, more generally, its analysis of human action in the face of true uncertainty. 
Decision theory, both orthodox and behavioural, depicts decision rather narrowly 
as a prioritisation task undertaken within a delineated problem space where the 
probabilities “sum to one”. From such a perspective, certain perennial challenges 
in intelligence and counterintelligence appear resolvable when in fact they are not, 
at least not when approached from the usual direction. We explain how Austrian 
concepts can complement efforts to improve intelligence decision-making. We con-
clude that the future strategic value of intelligence analysis is located beyond in-
formation acquisition, however fast and however vast. Intelligence agencies have 
no price signals to help them determine how much intelligence to produce. And 
governments have no price signals to moderate their appetites for the intelligence 
product. Ultimately, those agencies that recognise the implications of intelligence 
agencies as non-price institutions and adapt their decision-making processes may 
find that they have the upper hand over their rivals.

Keywords  Austrian School · Knowledge · Discovery · Ignorance · Uncertainty · 
Intelligence · Counterintelligence · Behavioural decision theory · Non-price 
institutions
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1  Introduction

Reports that say that something hasn’t happened are always interesting to me, because 
as we know, there are known knowns; there are things we know we know. We also 
know there are known unknowns; that is to say we know there are some things we do 
not know. But there are also unknown unknowns—the ones we don’t know we don’t 
know. And if one looks throughout the history of our country and other free countries, 
it is the latter category that tends to be the difficult one—Donald Rumsfeld.1

It might be said that intelligence agencies create the market for intelligence. After 
all, the acquisition and utilisation of information against one’s enemies involves mul-
tiple transactions, many of which have a monetary dimension. The agencies them-
selves speak of ‘intelligence product’ and its ‘consumers’. The institutional structures 
of intelligence networks are not dissimilar to the evolved routines that guide market 
participants and the day-to-day operations of all sophisticated organisations. And the 
ebb and flow of resource allocations to and within intelligence agencies are made in 
response to signals of various kinds. In many respects then, it seems quite reasonable 
to speak of a market for intelligence and, from there, it seems but a small step to apply 
the straightforward economics of supply and demand to the intelligence product, its 
producers, and its consumers. But if we were to use price theory to evaluate non-price 
institutions, we would run up against serious limitations.

The aggregation and dissemination of dispersed information has, of course, been 
a central theme in Austrian economics. Hayek (1945) famously pointed out the func-
tion of institutions as communication mechanisms. There is wide scope for the appli-
cation of Austrian concepts in intelligence and counterintelligence. To make a start 
on such a research program, we focus on the emerging scholarship concerned with 
improving decision-making under risk and uncertainty within intelligence agencies, 
especially applications of behavioural decision theory. A prominent theme of this 
literature is improving probability estimation and communication and mitigating the 
type of decision-making biases identified by Tversky & Kahneman (1974). Consider 
Friedman & Zeckhauser’s (2015, pp.77–78) account of deliberations preceding the 
‘kill bin Laden’ operation:

Throughout Spring 2011, intelligence analysts and officials debated the chances 
that Osama bin Laden was living in Abbottabad, Pakistan. This question pervaded 
roughly 40 intelligence reviews and several meetings between President Obama and 
his top officials. Opinions varied widely. In a key discussion that took place in March, 
for instance, the president convened several advisors to lay out the uncertainty about 
bin Laden’s location as clearly as possible….The CIA team leader assigned to the 
pursuit of bin Laden assessed those chances to be as high as 95 per cent, Deputy 
Director of Intelligence Michael Morell offered a figure of 60 per cent, and most peo-
ple seemed to place their confidence level at about 80 per cent though some were as 
low as 40 or even 30 per cent. Other versions of the meeting agree that the president 
was given something like this range of probabilities, and that he struggled to interpret 
what this meant. President Obama reportedly complained that the discussion offered 
not more certainty but more confusion, and that his advisors were offering probabili-

1  Department of Defence news briefing, February 12, 2002.
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ties that disguised uncertainty as opposed to actually providing you with more useful 
information. Ultimately, the president concluded that the odds that bin Laden was 
living in Abbottabad were about 50/50.

Here, the problem is framed as one deriving from the challenges inherent in prob-
ability estimation and communication. The implication that runs through the relevant 
intelligence scholarship, including Friedman & Zeckhauser (2012), Dhami et al., 
(2015), Barnes (2016), Dhami (2017) and Irwin & Mandel (2019), is that problems 
such as this can be overcome with better probability estimation techniques and, even 
more importantly, better communication. In contrast, an Austrian perspective would 
begin by recognising the knowledge problem and the presence of true Knightian 
uncertainty vis-à-vis risk. Austrian analysis of entrepreneurial discovery and judge-
ment under conditions of uncertainty can enrich intelligence scholarship while avoid-
ing fostering a belief that if only one could tidy up certain aspects of probability 
assessment and communication, one could always assess the odds perfectly and 
could always make the best decision.2

Another classic problem in intelligence concerns the possibility of correctly antici-
pating the decision of an adversary. That this is believed to be possible is evident from 
the explanation that is offered for a failure to do so. This explanation is called mirror-
imaging. Mirror-imaging has been offered as an explanation for the repeated failures 
of Western intelligence agencies to anticipate the Soviets, including the Soviet deci-
sion to invade Czechoslovakia in 1968.3 Of course, this explanation implies that it is 
possible, if one is careful, to correctly forecast the decisions of another party. There 
are severe limits to such an undertaking that are not clearly elucidated by either ortho-
dox or behavioural decision theory. In fact, decision theory in both its forms appears 
to imply that it is quite possible to forecast an adversary’s choice provided one has 
a full list of the adversary’s alternatives and can adequately determine the possible 
outcomes and their probabilities. Austrian analysis of entrepreneurial discovery and 
judgement draws our attention to the substantial differences that characterise the per-
ceptions of different individuals, even when they confront similar problems.

In this paper, we examine some contemporary developments in intelligence and 
counterintelligence, especially the ‘big data’ information problem and the use of algo-
rithms and artificial intelligence (AI) to manage it. We explain how decision theory 
relates to these developments and how intelligence scholars are using orthodox4 and 
behavioural5 decision theory to improve decision-making. We explain how Austrian 
analysis can complement these efforts. True uncertainty, action in the face of it, and 

2  No-one would mean to imply that we could always ‘find bin Laden’ or solve other such problems with 
perfect accuracy and zero error. Expected utility maximisers do not always get the outcome they most 
desire. The implication is, that even if the desired outcome was not achieved, if we could tidy up our 
processes sufficiently, we would always or more often choose the best course of action to take ex ante.

3  See Baroch (1982).
4  The standard representatives of which are von Neumann & Morgenstern’s (1947) expected utility theory 
and its variants (see Fishburn 1989).

5  Behavioural decision theory adjusts the expected utility theory of von Neumann & Morgenstern. Kahne-
man & Tversky’s (1979) prospect theory, for example, incorporates several behavioural factors: refer-
ence points, loss aversion, and probability weighting that explain how human decisions may diverge from 
the prescriptions of expected utility theory.
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its resolution by processes of discovery and entrepreneurial judgement have occu-
pied the attention of the Austrian school for decades. Austrian concepts such as time, 
ignorance, knowledge, discovery, and entrepreneurial judgement, give us a deeper 
appreciation of the decision-making process than can be achieved through orthodox 
and behavioural decision theory alone. Austrian analysis charts a way forward for the 
decision-maker once it is accepted that the problem is not incomplete information to 
be resolved by costly search but true uncertainty.

2  Information & Algorithms: an illustrative example

Intelligence is knowledge of one’s enemy.6 While romantic notions can be attached 
to intelligence and counterintelligence,7 there are many mundane tasks that must be 
performed. So mundane in fact that some definitions of intelligence might have been 
written about any information gathering and processing activity:

Intelligence is a corporate capability to forecast change in time to do something 
about it. The capability involves foresight and insight and is intended to identify 
impending change which may be positive, representing opportunity, or negative, rep-
resenting threat (Breakspear, 2013, p.678).

Stout & Warner (2018, p.517) assessed the situation as follows:
Over the last quarter century, Anglo-American scholars have sought by fits and 

starts to define ‘intelligence’, debating what it is and what it is not. Over the past 
decade, a rough consensus has emerged, even if such agreement does not apply 
across all topics treated by intelligence scholarship. Most and perhaps all practitio-
ners and students in the field agree that intelligence helps leaders acquire and utilize 
information against competitors.8

The enormous amount of data that intelligence agencies now confront coincides 
with advances in algorithms and artificial intelligence that may help manage it 
(Brantly, 2018; Korać & Cica, 2018; Regens, 2019; Horowitz & Kahn, 2021; Spoor 
& Rothman, 2021). Like its role in information systems design,9 decision theory can 
be found at the heart of these developments.

Decision theory is the economics of information. It aims to optimise systems 
design such that the organisation reaches the optimal decision given all possible 
states of the world (Marschak & Radner, 1972). From the beginning, decision the-
ory had strong links to the defence sector, with important early work produced at 

6  Troy (1991). Also see Warner (2002). There are five sources of intelligence: open source (OSINT); 
human intelligence (HUMINT); signals intelligence (SIGINT); measurements and signatures intelli-
gence (MASINT); and geospatial intelligence (GEOINT) (Stottlemyre, 2015).

7  On the distinction between intelligence and counterintelligence, see Barnea (2017), Dempster (2020), 
Ehrman (2009), and Kalaris & Mccoy (1988).

8  The process is traditionally represented as the intelligence cycle: requirements (priorities), collection, 
processing (collation), analysis, dissemination, new priorities (Breakspear, 2013, p.680). See Hulnick 
(2006) for a critique.

9  On decision theory and information systems see Marschak (1971). On analytical standards in the intel-
ligence community see Reinhold et al., (2020).
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RAND.10 The ubiquity of decision theory, its reach into every nook and cranny of 
organisational decision-making structures, has made it a part of organisational rou-
tine (Nelson & Winter, 2002). As algorithms and AI become the latest technological 
development to be applied in the pursuit of more data and better decision-making, it 
is more important than ever to understand the place of decision theory in the design 
and application of these technologies because the human decision-making processes 
that underpin them have never been more easily obscured.

To help us understand how algorithm design can be guided by decision theory and 
how algorithms can subsequently transform decision-making in the contexts to which 
they are applied, we can use a prominent example from financial economics. This is 
Markowitz’ (1952; 1959) critical line algorithm. The algorithm was developed in the 
early 1950s. It subsequently prompted and guided radical changes to portfolio man-
agement11 and came to represent the cornerstone of computational finance. It is also a 
stark illustration of the multi-level role that decision theory plays in algorithm design.

On one level, Markowitz’s algorithm illustrates the architecture of the problem 
space within which an algorithm works to produce its output (i.e., a set of efficient 
portfolios). On a deeper level, it highlights the architecture within which the designer 
works (i.e., the operations research framework12 that guided Markowitz’ design of his 
critical line algorithm). Like information systems design, the design of an algorithm 
to identify the optimal choice within a certain problem space13 is a meta-problem that 
can itself be analysed as a prioritisation problem with an optimal solution.

The use of algorithms and AI14 by intelligence agencies involves decisions that are 
only just beginning to be analysed with the help of behavioural decision theory (Phil-
lips & Pohl, 2020). In fact, as Phillips & Pohl (2020) highlight, the human dimension 
of algorithm and AI design is too easily overlooked. For example, writing for the 
National Security Agency’s (NSA) magazine, Kegelmeyer (2019, pp.12–13) states 
that the two vulnerabilities of machine learning (an application of AI) are: (1) simi-
larities between the ‘training’ data and ‘test’ data that conspire to give a false impres-
sion of the accuracy of the system; and (2) inaccurate ‘ground truth’ labels.15 Both 
vulnerabilities are represented as mere technical issues when they are in fact human 

10  A classic example is Hitch (1953), who illustrates his points with examples based on military missions, 
ship convoys, and destroyers.
11  And advances in finance theory, especially asset pricing (see Sharpe (1964), Lintner (1965) and Mossin 
(1966)).
12  Markowitz’ work at RAND, his associations with Jacob Marschak, a pioneer in decision theory and 
information systems whose work we have already referenced, and George Dantzig, a pioneer in the use of 
optimisation techniques, including the development of the simplex algorithm, helped him to transform the 
portfolio problem into one that is amenable to algorithmic computation.
13  The algorithm and AI design will maximise the expected utility of the algorithm’s outputs or AI’s ‘deci-
sions’ as measured by the preferences of the designers (Lineal, 1994; Huberman & Hogg, 1995; Nisan & 
Ronen, 2001).
14  An algorithm is a series of steps that computers can be programmed to follow to reach a solution (e.g., 
efficient portfolio). Artificial intelligence (AI) is a system where the computer, based on the solutions 
generated by the algorithms, implements decisions (e.g., trading continuously to keep a portfolio efficient).
15  For example, if a person categorises documents by hand into topics, the resulting categorisation repre-
sents that person’s ‘ground truth’. It is expected that the algorithm will produce a similar categorisation. 
If the ground truth labels are ‘wrong’, the algorithm might not perform well, or it might perform well on 
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decision problems. Intelligence scholars seeking to improve decision-making within 
intelligence agencies (e.g., Whitesmith 2020) are rushing to catch up with these new 
developments (Phillips & Pohl, 2020, 2021).

Behavioural decision theory warns us, for instance, that design choices may be 
shaped by the ease with which a designer can call to mind a problem that has been 
resolved by a particular type of algorithm (availability heuristic) or the degree to 
which certain features of a problem are viewed as representative of its inner structure 
(representative heuristic).16 An intelligence agency whose algorithm designers see 
a problem in a certain way may be at risk of projecting this onto their opponents’ 
perception of the problem. Efforts to counter a rival’s AI system may be undermined. 
This is a modern mirror-imaging problem. Much can be gained by consciously taking 
a decision theory perspective to this and the other challenges confronting the intelli-
gence community. However, our contention is that given the fundamental similarities 
between orthodox and behavioural decision theory, there are limits to the gains that 
can be made by drawing on behavioural decision theory alone. These limits can, at 
the very least, be better appreciated from an Austrian perspective.

3  True uncertainty, Discovery, & Pandora’s Box of Intelligence

Orthodox and behavioural decision theory have a simple underlying structure consist-
ing of a ‘problem space’ populated by a set of alternatives (from which the decision-
maker chooses), possible outcomes (x ’s), and probabilities (p ’s). The problem space 
is delineated in the sense that the probabilities sum to one across all outcomes. There 
are no surprises. Knight’s (1921) distinction between risk and uncertainty, together 
with Ellsberg’s (1961) contribution, should lead us to conclude that orthodox and 
behavioural decision theory will run into problems when the p ’s do not sum to one 
because the decision-makers don’t even know what the p ’s are (or the x ’s for that 
matter). However, formal work is often solely focused on risk rather than true uncer-
tainty or assumes that uncertainty can be reduced to risk through the assignment of 
subjective probabilities (Savage, 1954; Anscombe & Aumann, 1963).

Dealing with uncertainty vis-à-vis risk is an emerging research program in intel-
ligence scholarship (Friedman & Zeckhauser, 2012). That there might be a math-
ematical solution to the uncertainty problem is a discernible theme in the literature 
(see Javorsek & Schwitz 2014). This may stem from the influence of decision theory 
and the closely related discipline known as search theory (see Stigler 1961). Search 
theory deals with the way in which the problem space is populated. That is, how 
the decision-maker finds the alternatives, with their x ’s and p ’s. One explanation is 
Weitzman’s (1978) Pandora’s Box approach. Here, Weitzman (1978) depicts alter-
natives as distributed around the problem space in separate unopened boxes with a 
known probability distribution, Fi , governing the likelihood that a particular alter-

the wrong grounds. One person’s categorisation decision might diverge from another’s even if they are 
looking at the same documents.
16  Tversky & Kahneman (1974) introduce the availability and representativeness heuristics.



Information, Uncertainty & Espionage

1 3

native with a particular expected value will be found in a particular box. Hence, the 
problem space is constituted of unopened boxes, each containing an alternative.17

The decision-maker in Weitzman’s (1978) problem space must pay something, 
ci , to open a box i . The decision-maker has a fallback alternative with a value, v
, in hand. This can always be collected (Weitzman, 1978, p.5). The decision-maker 
decides to open the (first) or next box. An alternative, go

i , is revealed.18 The decision-
maker can only choose one alternative. After opening each box, the decision-maker 
must decide whether to continue opening boxes or choose the best alternative that 
has been uncovered so far or take the fallback option. The decision-maker assigns a 
reservation value to each unopened box. The reservation value, ri , for each unopened 
box should be the lowest value for which the decision-maker can do as well by taking 
v , as by opening box i and choosing the revealed alternative (Olszewski & Weber, 
2015, p.430). A box should only be opened if:

	 ri ≥ −ci + Emax [v, go
i ]

According to Weitzman (1978), the decision-maker should first assign reservation 
values to each box and then order those boxes from highest reservation value to low-
est. If it makes sense to open at least one box, the decision-maker proceeds to pay the 
price and reveal the alternative go

i . The decision-maker should keep opening boxes, 
revealing alternatives, until the above inequality is violated. Representations of the 
search process with analogous structures can be found throughout the literature. The 
approach is generalisable to any problem that can be mapped into its structure.

Uncertainty, to the extent that it exists in Weitzman’s world, is reduced to risk 
expressed by Fi . Since Fi  is likely to be subjective,19 based on the experience, intu-
ition, or imagination of the decision-maker, the mechanical depiction of the search 
optimisation process obscures the human decision-maker. This leads us to the Aus-
trian critique of neoclassical microtheory. Kirzner (1997, p.70) explains:

Austrian theory thus diverges sharply from the notion of the individual decision 
that constitutes the analytical building block of neoclassical microtheory. For neo-
classical microtheory each decision, whether made by consumer, firm, or resource 
owner, [we might add algorithm, AI, or computer], is made within a definitely known 

17  During the search for bin Laden, the decision-makers first had to ‘find’ the alternatives (geographic loca-
tions), each of which was associated with some chance, possibly zero, of finding bin Laden. We might say 
that the geographic locations were contained in intelligence reports (Weitzman boxes). The search begins 
with the set of unopened intelligence reports. The reports (boxes) can be assigned a value based on their 
source etc. Once opened, a report reveals a location with a range of x ’s (including, or not, finding bin 
Laden). Which report should be opened? And once revealed, should the alternative be chosen, or should 
the decision-maker move on to the next report?
18  Each g  has an expected series of x ’s. The x ’s are nested within the g ’s. The superscript denotes 
‘opened’ (revealed).
19  For example, assume that the ‘boxes’ are books that an academic believes contain alternative potential 
research opportunities. The problem is to find the ‘best’ alternative by opening boxes (reading books). 
The best alternative is in one of the books that lay before the academic. The problem space is delineated 
and there are no ‘other’ books. The probability distribution is based on the academic’s experience. Certain 
publishers, authors, time periods etc. may be more or less likely to represent the ‘box’ containing the best 
alternative.
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framework made up of a given objective function, a given set of resource constraints, 
and a given set of technologically or economically feasible ways of transforming 
resources into desired objectives. Uncertainty, while of course recognized as sur-
rounding each decision, expresses itself in the form of known probability distribu-
tions relating to the given elements of this known framework.

In place of this mechanical search and decision process taking place within a 
delineated problem space, the Austrian school has traditionally recognised the non-
delineated nature of most important real-world problems and explores human action 
in the face of this uncertainty. Kirzner (1997, p.62) makes a point that is important 
given the positive intention of the present paper:

What stamps the entrepreneurial discovery approach as Austrian is not these criti-
cisms themselves, but rather the specific positive elements of the approach. These 
positive elements focus on the role of knowledge and discovery.

The knowledge Kirzner refers to is ‘un-thought-of knowledge’ or ‘unknown 
ignorance’. Discovery is the process by which unknown ignorance, which might be 
described as ignorance of un-thought-of knowledge or even as Rumsfeld’s unknown 
unknowns, is resolved.20 This is something quite distinct from imperfect information 
or ‘known-to-exist information’ (about alternatives, x ’s, and p ’s), which is resolved 
in orthodox decision theory by costly search (see Kirzner 1997, p.65). The distinc-
tion between “knowledge and discovery” vis-à-vis “imperfect information and costly 
search” leads to the introduction of the central character in Austrian economics, the 
entrepreneur.

The decision-maker from orthodox and behavioural decision theory traverses 
a problem space that embeds all alternatives and, therefore, all possible outcomes 
that can be experienced. The probabilities assigned to each possible outcome sum to 
one. This is illustrated by the left-hand panel of Fig. 1. Here, x ’s are uncovered by 
costly search, but the problem space is delineated. It is not expanded by the costly 

20  Also see Hayek (1968; 2002).

Fig. 1   A Delineated Problem 
Space (Left) Leaves No Scope 
for Discovery
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search process. The Austrian perspective championed by Kirzner (1973; 1985; 1997) 
stands in stark contrast. Rather than uncovering x ’s by costly search, the problem 
space itself is expanded by a discovery process. This is illustrated by the right-hand 
panel of Fig. 1. The problem space is open or non-delineated and what lays beyond 
the decision-maker’s current knowledge is shrouded by true uncertainty. Where the 
delineated problem space may be filled in by simply deploying enough manpower or 
computing power, the non-delineated problem space cannot be approached in such a 
purely mechanical way.

The distinction between these two types of problem spaces takes us a step closer 
to a deeper understanding of the structure of practical problems encountered by intel-
ligence agencies. Clyde Conrad was a non-commissioned officer (NCO) operating in 
the US Army’s 8th Infantry Division in Bad Kreuznach, West Germany. He was also 
a mole. Sometime in the late 1970s, CIA officers began receiving reports from their 
sources behind the Iron Curtain that the Hungarians had an agent somewhere inside 
the US Army. The Army’s Foreign Counterintelligence Activity (FCA) began an 
investigation in the 1980s. They started by looking for an NCO. Given the duration 
of the espionage activity, a commissioned officer, with short-term rotations through 
West Germany, would be unlikely to be involved. The NCO must also have had con-
tinuous access to the right classified material (i.e., the documents that were turning 
up in Hungary) and might have a Hungarian family connection or heritage. Finding 
the right person seems straightforward and only a matter of time but as Herrington 
(1999, pp.94–95) explains:

Since the 1970s, some twenty-five to thirty thousand soldiers—thousands of 
whom were NCOs—had served in Germany in duty positions with access to such 
documents. Determining who these people were, where they might be in 1985, and 
whether or not they met other elements of the profile was formidable in the days 
before the proliferation of automated systems. Even a task as seemingly simple as 
determining possible Hungarian ethnic background was easier said than done. If a 
soldier was born in Hungary, that fact would appear at a certain place in his records. 
But if the soldier was not born in Hungary but his father was Hungarian, investigators 
were reduced to the crude and unreliable method of searching for Hungarian-looking 
names. Worse yet, if a soldier’s mother was Hungarian and his father’s name was, 
say, O’Brien, FCA investigators had no easy way of detecting the Hungarian back-
ground on his mother’s side…. Month after tedious month, the persistent FCA agents 
worked long hours exploring every possible avenue that might lead to their man.

It is true that the final phase of the problem consisting of searching through 
the records of 35,000 soldiers for red flags can be structured to some extent as a 
Weitzman box problem. And behavioural decision theory might shed light on specific 
investigative shortcomings, such as the decision biases that might explain the delay 
in commencing the investigation. But at the beginning of the process, many years 
before the identification of Conrad, there were only vague reports of the existence 
of a mole. And before then, of course, nothing. There was a transition from this situ-
ation to confirmation of a mole’s existence to the identification of Conrad as that 
mole. Rather than the mechanics of the search, thinking about the transition as a 
discovery process deepens our perspective and leads us to consider the nature of the 
judgements that were brought to bear at each step, from the initial realisation of the 
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significance of source reports, to their meaning, to their reliability and veracity, to the 
focus on NCOs, to operational considerations that led to the arrest of Clyde Conrad. 
The uncertainty about the existence of a mole and his or her identity did not resolve 
itself. It was driven by human action. Austrian analysis, almost uniquely, has turned 
its attention to uncovering the nature of uncertainty-resolving human action.

4  Uncertainty resolution in Intelligence Agencies

While ‘discovery’ leads us to a new appreciation of the problem space, efforts to 
improve intelligence decision-making are drawing on quite fundamental concepts 
from decision theory. What is required at this early stage, therefore, is a steppingstone 
that connects those fundamental concepts and Austrian analysis. A likely candidate 
is found in the Foss-Klein framework. While emphasising entrepreneurial judgement 
over entrepreneurial discovery may not be to the liking of all Austrian economists 
(see Sautet 2018), the concept of judgement is more familiar to scholars who are 
using orthodox decision theory to think about problems in intelligence. As such, for 
the context that we have been exploring, Foss & Klein’s (2012) and Packard et al., 
(2017) emphasis on the role of judgement in the resolution of uncertainty provides 
a more direct connection between decision theory and Austrian analysis of the type 
of problems confronting intelligence agencies.21 It represents a recognisable comple-
ment to orthodox analysis and, in some ways, prepares the ground for a more nuanced 
application of orthodox and behavioural decision theory.

In orthodox decision theory, uncertainty is reduced to risk by identifying a set of 
states of the world, say 1, 2, 3, 4 and 5, one of which the decision-maker will eventu-
ally experience. This set of states of the world is ‘partitioned’. The elements of each 
partition are events. At first, the decision-maker has no information. The partition 
confronting the decision-maker is simply one big collection of all possible states of 
the world. As time passes, the decision-maker observes events and watches as the 
partition of events becomes finer and finer until each partition contains one state of 
the world and one of those states is realised. This is illustrated by Fig. 2.

21  We thank the anonymous reviewer for the guidance in this regard.

Fig. 2  The Resolution of Un-
certainty in Orthodox Decision 
Theory22

22  See Lengwiler (2004, p.12)
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Such a representation of uncertainty may be logically permissible in situations 
where the decision-maker cannot influence the course of events. For most inter-
esting decision problems, though, the passive resolution of uncertainty won’t do. 
We explained with reference to the Clyde Conrad case (and there are many similar 
examples and many analogous problems), that the inherent uncertainty of the context 
would not have resolved itself. Indeed, human decision-makers need something to be 
uncertain about before that uncertainty can be resolved. The recognition of the pos-
sibility of an intelligence mole precedes everything else in this example. If we want 
to explain how uncertainty is actively resolved by human decision-makers and, in the 
process, extend the scope of ongoing efforts by intelligence scholars to enhance deci-
sion-making, we require a deeper explanation that places an active decision-maker at 
the heart of the matter. Foss & Klein (2012) and Packard et al., (2017) explain how 
the entrepreneur exercising judgement (actively) resolves total uncertainty.

When characterised by total uncertainty, the problem space is unpopulated by 
alternatives, outcomes, and probabilities. Under these most difficult of circum-
stances, orthodox and behavioural decision theory do not have much to say about 
how the decision-maker proceeds. Packard et al., (2017) explain how the decision-
maker reels the problem in, rendering it more akin to the types of problem spaces 
that orthodox decision theorists are used to dealing with (also see Baron 2004; 2006 
and Klein 2008). Packard et al., (2017, p.10) identify three types of uncertainty con-
fronting the decision-maker: (1) total uncertainty, where nothing is delineated and 
the problem space is unpopulated; (2) environmental uncertainty, where the set of 
alternatives is delineated but the set of outcomes (x ’s) is non-delineated (see Fig. 1, 
righthand panel); and (3) creative uncertainty, where the set of outcomes (x ’s) is 
delineated but the set of alternatives is non-delineated.

The decision-maker facing total uncertainty, takes steps to resolve it first into cre-
ative uncertainty by addressing environmental uncertainty or vice versa. If environ-
mental uncertainty is addressed first, the set of outcomes is delineated before the set 
of alternatives is delineated. If creative uncertainty is addressed first, the set of alter-
natives is delineated before the set of outcomes is delineated. Packard et al., (2017, 
p.18) suggest that different types of reasoning are associated with each approach 
(also see Sarasvathy 2001). Addressing environmental uncertainty first (delineating 
the outcomes) is associated with causal reasoning. Addressing creative uncertainty 
first (delineating the alternatives) is associated with effectual reasoning.

Causal reasoning trails problem recognition. Packard et al., (2017, pp.18–19) 
argue that the decision-maker, upon recognising a problem, becomes concerned with 
judging the potential outcomes, x ’s, of the problem’s solution in terms of value and 
viability. For example, the intelligence agency decision-maker may have recognised 
that the background identities manufactured for agents are now much easier for 
rival agencies to detect using sophisticated technology (Lucas, 2019). How valuable 
would it be to solve this problem? Notice that this question, whether answered in the 
affirmative or the negative, effectively closes the problem space by delineating the 
set of x ’s as ‘valuable’ or ‘not valuable’. The set of alternatives, however, remains 
open. Creative uncertainty remains to be resolved. The decision-maker now works 
on finding a viable alternative given the available resources, eventually hitting upon 
a solution to the problem, or discovering that there is, for now, no feasible solution. 
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Unlike the decision-maker from orthodox decision theory, the decision-maker does 
not order a pre-existing set of alternatives and, having decided to choose one, take as 
the risk a range of possible x ’s. Rather, the x ’s are actively delineated, resolving the 
environmental uncertainty. Then, the alternatives are actively delineated, resolving 
the creative uncertainty. The result of this process is either an alternative to pursue or 
the confirmation that there is no feasible alternative.

Effectual reasoning is separated from problem recognition. The decision-maker 
following an effectual reasoning approach transitions out of total uncertainty by first 
addressing creative uncertainty (Packard et al., 2017, p.19). Rather than problem 
recognition, the decision-maker starts with a recognition of the value of available 
resources. The decision-maker therefore focuses on delineating the set of alterna-
tives, resolving the creative uncertainty first. Once the alternatives have been delin-
eated, the decision-maker turns his or her attention to delineating the set of outcomes 
and the resolution of the environmental uncertainty. The result of this transition from 
total uncertainty to a delineated problem space is either a valuable and viable alterna-
tive or the process begins afresh. Both the causal and effectual approaches gradually 
delineate the alternatives and outcomes. The decision-maker pursuing either of these 
approaches actively resolves uncertainty. It does not resolve itself.

Packard et al., (2017, p.28) make an interesting observation towards the end of 
their paper. They suggest that whether the decision-maker takes the causal or effec-
tual approach depends on how they perceive the problem space. If the decision-maker 
perceives the set of outcomes to be delineate-able, causal reasoning may be favoured. 
If the decision-maker perceives the set of alternatives to be delineate-able, effectual 
reasoning may be preferred. This raises a question that does not emerge from ortho-
dox and behavioural decision theory. That is, why does someone see the problem 
space in a particular way or, more fundamentally, how do people form perceptions 
of problem spaces? Packard et al., (2017) suggest that inexperience associated with a 
poor understanding of uncertainty may produce a counterproductive degree of over-
confidence in their ability to delineate the problem space. This represents an entry 
point for the type of behavioural decision theory that intelligence scholars seek to use 
to improve decision-making.

5  Information, Imagination & Surprise

Intelligence agencies can be surprised. China has been focused on AI for a decade 
(Stavridis, 2021) and Vladimir Putin notably stated in 2017 that whichever country 
becomes the leader in AI will become ‘ruler of the world’ (Petrella et al., 2021). But 
a stunning report released in 2021 by the National Security Commission concluded 
that, “America is not prepared to defend or compete in the AI era” (National Security 
Commission 2021, p.1). Then, in October 2021, China tested a hypersonic missile 
that reportedly caught US intelligence agencies completely off-guard (Marcus, 2021). 
This was compounded in early 2022 when Russia claimed to have tested a similar 
capability with its long-range hypersonic Zircon cruise missile (Dutton, 2022).

These examples indicate in the most serious possible way that a problem space 
can, at any moment, be transformed completely by the revelation of an adversary’s 
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new capability or the deficiency of one’s own relative capability. It is also a potent 
reminder of the types of information signals that shape the decisions of non-price 
institutions like departments of defence. In the case of hypersonic missiles, the United 
States was obviously not unaware of the possibility that such technology could exist 
but seems to have been unaware that such capability was well within reach of its 
adversaries and certainly unaware that the technology could so soon play a role, 
even for posturing purposes, in an actual theatre of war. Only the demonstration by 
an adversary provided the necessary information. Should the United States pursue 
hypersonic missile technology? If so, at what cost? Once developed, how many mis-
siles should be produced? Twice as many as the Russians and Chinese combined? 
Four times as many? It comes down to bargaining between and within departments 
and agencies, with political interests pushing things now one way, now the other.

Intelligence agencies cannot rationally calculate how much intelligence to pro-
duce, and its consumers cannot rationally calculate how much intelligence to demand. 
Compare this to a market setting, such as the financial markets. Here, information is 
anything that is relevant to the market value of tradeable securities. Whatever has no 
such value, though it may appear to have the characteristics of information, is called 
noise. Both noise and information are reflected in market prices. Over time, informa-
tion traders are rewarded, and noise traders are punished. Prices transmit this infor-
mation to every market observer, allowing them, in turn, to make rational investment 
decisions. Market participants have worked out what information is most relevant 
and concentrate their efforts on gathering it up to the point at which its marginal cost 
and marginal benefit are equal. While information is the stock in trade of intelligence 
agencies, there is no equivalent price mechanism to guide its collection. Nor is there 
an equivalent price mechanism guiding those who consume it or act upon it.

And information gathered and reported by intelligence agencies is only a part of 
the flow of information that constantly ripples through the defence sector. Informa-
tion comes from other sources, including demonstrations of capability by adversar-
ies. Without price signals guiding the volume and direction of flow, decision-makers 
rely on other structures (organisational, hierarchical, political, etc.). It is no surprise, 
given that technological developments can be driven centrally, that technological 
innovation has become something of a hallmark of the modern intelligence services. 
At the end of the day, however, chaotically produced torrents of “bits”, whether 
information, disinformation, misinformation, or noise, is in no-one’s interest and the 
intelligence community is aware of the need to improve the rationality of decision-
making, even though they may not be aware of the inherent irrationality that must 
characterise a non-market context. Can orthodox and behavioural decision theory 
together with Austrian analysis (and any other useful theoretical frameworks at our 
disposal) help decision-makers prepare for and navigate situations in such a context 
and, specifically, in cases where the problem space rapidly changes?

The technological developments that are transforming many aspects of human 
activity, not just intelligence collection and analysis, embed multiple layers of human 
decision-making. The choices that designers make are usually guided by attempts 
to delineate a problem space such that an algorithm and the AI system that may be 
embedded within it can function. Our classic example was Markowitz’ critical line 
algorithm, which turns all investments and portfolios into ‘mean-variance pairs’ to 
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facilitate a quadratic programming optimisation solution to the ‘portfolio problem’. 
The study of these choices can be deepened by considerations of entrepreneurial 
judgement. Algorithm and AI design is not a purely mechanical process. Once a prob-
lem is recognised, true uncertainty may engulf the decision-makers in their efforts to 
find a technical solution. Or, conversely, given the power of newly available software 
and hardware, and the volume of ‘big data’, decision-makers may be completely 
uncertain as to the best way to deploy it.

One of the most interesting aspects of algorithm and AI systems is their potential 
to surprise even those who develop them. Google, for instance, developed an algo-
rithm that would steer an unmanned helium balloon from Puerto Rico to Peru. During 
its flight, the balloon repeatedly veered off-course and had to be manually put back 
on track. However, the developers later discovered that the AI system had ‘learned’ to 
“tack” or zigzag into and out of the wind (Baraniuk 2021). The system had ‘learned’ 
this autonomously. It was not programmed explicitly into the algorithm as a method 
by which the AI could traverse the geographical problem space. Another example 
is He et al.’s (2019) ‘AI Universe Simulation’, developed to produce simulations of 
the universe. Surprisingly, the AI could produce simulations of the universe under 
conditions that it had not been trained to consider. One of the authors explained the 
surprise, “It’s like teaching image recognition software with lots of pictures of cats 
and dogs, but then it’s able to recognize elephants” (Science Daily 2019). A surpris-
ing outcome is distinct from the uncertainty from which it may emerge. Nevertheless, 
the possibility of surprising outcomes can be encompassed within the type of frame-
works that we have been discussing throughout this paper.

G.L.S. Shackle’s (1961; 1969) work has long attracted the interest of Austrian 
economists (e.g., Lachmann 1976). Packard et al., (2017) refer to it extensively. 
While Shackle also provides an explanation of how the decision-maker proceeds 
in the face of true uncertainty, it is his non-distributional measure of uncertainty, 
called ‘potential surprise’, that catches our attention here. Imagine a decision-maker 
attempting to determine what will happen in any of the quickly evolving, techno-
logically sophisticated contexts that we have described. Orthodox decision theory 
suggests that the various outcomes, x ’s, that the decision-maker determines to be 
possible are assigned (subjectively) probabilities that sum to one. A failure to foresee 
one of the x ’s is a mistake that will not be systematically repeated and, furthermore, 
although the decision-maker may not have anticipated an outcome, the outcome was 
still embedded within the problem space. The decision-maker just did not find it. 
Shackle recognised the limitations of a probability measure that must sum to one.

Let x  be the event “rain”, then not-x  is “not rain”. We can divide “not-rain” into 
all the other weather events (hail, fog, sun…). Shackle (1961; 1969, pp.73–74) asks:

How can probability deal with this need to assign equal status to “rain” and “not 
rain”? To give a probability of 0.50 to rain will leave 0.50 to be shared amongst 
sun, fog, snow and hail, and if, as may well be the case, he feels that each of 
them deserves an equal status with rain, he will feel totally frustrated. By con-
trast, potential surprise, because it is non-distributional, can be assigned in zero 
degree to an unlimited number of particularised components of “not rain” and 
so to “not rain” itself.
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Rather than determine what will happen, Shackle’s decision-maker determines what 
can happen. He or she can say how surprised they would be if something were to 
happen. Shackle develops a non-distributional measure of uncertainty based on the 
degree of potential surprise that the decision-maker attaches to imagined outcomes. 
An outcome that is perfectly possible has a zero degree of potential surprise while 
an outcome that the decision-maker believes to be impossible is accorded the maxi-
mum degree of potential surprise. All other outcomes are given a degree of potential 
surprise in the range between zero and the maximum. The only constraint placed on 
potential surprise as a non-distributional measure of uncertainty is that when it is 
applied to an outcome and its contradictory, one or other of these must be accorded 
a zero degree of surprise. Since many outcomes can be accorded the same degree of 
potential surprise (zero, the maximum or anywhere in between), there is no summing 
to one. Potential surprise is, in Shackle’s words, like a net that encompasses imagined 
outcomes (x ’s). If the net encompasses what turns out to be the actual experienced 
outcome, the decision-maker’s judgement was correct.

At a basic level, an algorithm or AI system that performs unsurprisingly can be 
said to have either ‘worked’ or ‘failed’. It either traverses the delineated problem 
space as expected, solving whatever problem it was designed to solve, or it fails to 
do so, either at all or as effectively as the designers hoped. Whether it works or fails, 
its behaviour can be described within the delineated problem space of orthodox and 
behavioural decision theory. The possibility that an algorithm or AI system can (not 
will) surprise either its creators or the adversary who learns of it, Shackle’s unique 
depiction of an unfolding problem space, open to both imagination and surprise, may 
be used to represent the situation (Fig. 3).

One of Shackle’s insights regarding this type of non-delineated unfolding problem 
space is that while it is open, it is not arbitrary. In recent years, theoretical physicists 
have begun to draw on decision theory to refine their analysis of ‘quantum foun-
dations’. They face the analogous problem of modelling an open but non-arbitrary 
future (see Smolin 2019, pp.198–204). Shackle’s open problem space includes not 
just ‘sum to 1’ probable x’s but possiblex ’s. As Smolin explains (p.199), Werner 
Heisenberg recognised that possibilities must be included in ‘reality’ because, “…the 
physics of the possible influences the future of the actual.” As such, an interpretation 

Fig. 3   A Delineated Problem 
Space vis-à-vis Shackle’s Un-
folding Space
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of quantum mechanics based on possibilities also implies the future is open. Open, 
but not arbitrary.

Just as Shackle argues that the world is not arbitrary, that there are boundaries 
around the possible, Smolin (p.199) refers to the idea of ‘adjacent possible’. Pos-
sible near-future events are not yet real but define what might be real. In the classic 
‘Schrödinger Cat’ thought experiment, the adjacent possible includes ‘live cat’ and 
‘dead cat’. The adjacent possible, as Smolin goes on to say, does not include ‘bron-
tosaurus’ or ‘dog’. In contexts where problem spaces are open or can be opened, 
perhaps explosively, by surprising innovations, the decision-maker is not completely 
adrift. To understand the context and prepare accordingly within it requires different 
perspectives than those that are found in orthodox theory. But what does ‘prepare 
accordingly’ in the face of true uncertainty and potential surprise mean?

We can look for guidance in contexts that may portend our own future. In finance, 
technology continuously reshapes both theory and practice. Currently, developments 
are moving so fast that academic research is struggling to keep up (Huck, 2019). 
In an insightful paper written for practitioners, O’Hara (2014) argues that big data, 
algorithms, and AI have necessitated a deepening of analysis and decision-making in 
finance, moving beyond data gathering to strategic consideration of the reach of the 
new technologies. In one of the many potential overlaps between high-end finance 
and intelligence, O’Hara (2014, p.23) points out the importance of ‘being invisible’ 
to the algorithms and AI. Human decision-makers cannot gather or process infor-
mation as quickly as a computer, but they can ensure that the ‘weaknesses’ that the 
algorithms and AI are programmed to exploit are eliminated. This requires an under-
standing of the problem space within which the algorithm operates, the intentions of 
the designer, and recognition that the new technology might have completely sur-
prised the human who designed it. Such a surprise lays beyond the problem space of 
orthodox and behavioural decision theory, leading us to suggest that the future strate-
gic value of intelligence analysis is located beyond information acquisition, however 
fast and however vast. It may very well reside in the deep appreciation of the various 
problem spaces facing or imagined by adversaries and the technologies they have 
deployed within them.

6  Conclusions

Members of the intelligence community use market terminology to describe intel-
ligence related activities. They speak of the intelligence product and of intelligence 
consumers. There are, however, no market-generated price signals to guide the col-
lection, dissemination, or consumption of intelligence. Price signals are replaced by 
bargaining within organisational-hierarchical-political frameworks shaped by cen-
trally directed innovation. Often, information arriving from outside of these frame-
works plays a more decisive role than the intelligence gathered within them. This 
includes demonstrations of new capability by adversaries, such as the development 
of hypersonic missiles or, in the old days, Sputnik. If we were to allow ourselves to 
be misled by the market-derived terminology and analyse intelligence agencies as 
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market-based institutions instead of non-price institutions, our analysis would likely 
produce seriously mistaken conclusions.

The intelligence community is aware of the calculation problem faced by decision-
makers in this context, though they are probably unaware that this difficulty stems 
in part from the absence of a genuine market for intelligence, despite the vernacular. 
Bringing order and rationality to the process is desirable but difficult to achieve. It 
comes as no surprise, given that technological innovation is something that can be 
centrally driven, that technological advances, in surveillance among other things, 
have become a defining characteristic of modern intelligence agencies. However, 
the performance of intelligence agencies is, at the end of the day, not judged on the 
volume of information collected. Whether that volume be a little or a tremendous, 
tremendous amount, its relevance and its rational utilisation is what matters. Recog-
nising this, intelligence scholars have been engaged in an ongoing and expanding 
program that investigates the decision-making and communication processes at work 
in the context that we have been describing. In so doing, they have ventured into ter-
ritory of the economics of information.

Under conditions of true uncertainty, orthodox and behavioural decision theory 
offer little guidance to the decision-maker. By contrast, Austrian analysis of discov-
ery processes and entrepreneurial judgement focuses directly on this problem. This 
work comes at a time when intelligence practice is being reshaped by new infor-
mation flows and new technologies that are designed to manage it. From a tradi-
tional decision theory perspective, vast new information flows merely exacerbate 
the imperfect information problem while technology represents new ways to carry 
out the costly search needed to resolve it. But the challenge confronting intelligence 
agencies is not one that can be overcome by ‘faster and vaster’ information acquisi-
tion and analysis. Rather, strategic advantage resides beyond information acquisition 
in a deeper understanding of the ways, including technology-based, in which rivals 
have set to work to delineate and navigate the problem spaces that confront them. 
Without price signals, though, information about missteps or advances experienced 
by centrally driven technological innovation does not flow freely, even within the 
agencies themselves. Whether this can be turned to one’s advantage while mitigat-
ing the negative implications for one’s own agency is a problem that, like the other 
aspects of intelligence and counterintelligence that we have touched on, offers much 
for the Austrian economist to ponder.
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