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In tertiary education, assessment plays a critical role in shaping student engagement Received 20 November 2024
and measuring learning outcomes. In introductory statistics courses, understanding Revised 2 March 2025
earlier material is essential for later topics, necessitating consistent engagement to  Accepted 8 April 2025
avoid fragmented learning. Assessment influences motivation and the depth of con-
ceptual understanding upon course completion. Traditional methods such as cumula- A R
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performance across 11 learning modules. Results showed that Pass-grade (50-64%)
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in capturing the complexity and variability of student knowledge. It further empha-  Assessment; Higher
sized the importance of thoughtful assessment design to ensure that students devel- Education

oped a cohesive understanding of the material regardless of the grade level they

achieve. Given the increasing importance of statistical literacy in today’s data-centric

society, it is vital to equip students with the knowledge to make informed data deci-

sions. By integrating these novel evaluation methods, educators can better understand

and support student achievement and improve learning outcomes in introductory

statistics.
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Introduction

Tertiary introductory statistics courses (units) play a vital role in developing quantitative reasoning and
statistical literacy skills across a spectrum of disciplines, including psychology, biology, medicine, com-
puter science, physics, chemistry, agriculture, accounting, commerce, and education (Gould, 2017). The
necessity for graduates in these fields to possess at least an introductory level proficiency in statistics
underscores the imperative for educators to ensure that students acquire a cohesive body of knowledge
in these courses, thereby providing a robust foundation for statistical understanding. Inadequate statis-
tical literacy can have considerable societal and professional consequences, particularly given the
increasing reliance on data-driven decision-making across various fields. As data becomes increasingly
integral to various aspects of life, the ability to understand and use statistical information is imperative
for informed citizenship and professional competence (Wolff et al.,, 2016). Despite its importance, statis-
tics often faces a negative perception among those students not engaged specifically with a mathemat-
ics and statistics program (i.e. non-specialists), with the abstract nature of its concepts and need for at
least some mathematical working, posing a significant challenge and inducing high anxiety for many
(Bromage et al.,, 2022; Gordon & Nicholas, 2010; Sutter et al., 2024).
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There have been many changes in tertiary statistical education in the last 20years, partly driven by
reforms in mathematics education at the high school level (Shimizu & Vithal, 2023) and partly as a result
of follow-on reforms flowing into tertiary teaching (Legacy et al., 2024). However, as stated by Shimizu
and Vithal (2023), this is still a very under-researched topic in the literature. Recently, Galligan et al.
(2020) explored the evolution of tertiary statistics education within Australia from 2016 to 2019, finding
that many researchers in this period explored software and technology within statistical education
(Dunn et al., 2017; Muir et al., 2020). The evolving landscape in tertiary statistical education has contrib-
uted to the challenging task of designing courses and assessments that promote students’ engagement
with and learning of statistics. Additionally, the rapidly changing global events of the 2020-2022
COVID-19 pandemic precipitated rapid shifts in how universities conduct assessments, necessitating a
significant move toward online assessment (Sato et al., 2023). Adapting to these new demands while
upholding academic standards requires a critical review and revitalization of assessment approaches
moving forward.

Subsequently, assessment is a central feature of developing an engaging and cohesive curriculum
(Raffaghelli & Grion, 2023). It can be used as a powerful method for motivating and assisting student
learning and is one of the most significant influences on students’ experience in the tertiary sector
(Nieminen, 2025; Vaesse et al., 2017). Furthermore, it can assess if the learning goals of a course are met
and can be used to help inform student success and retention (Mitra, 2023).

Recent existing literature in higher education assessment evaluation focuses on the evaluation and
adaptability of assessments in the rapidly changing global landscape (Zeng, 2025), relationship with stu-
dent learning and how it influences students welfare (Fischer et al., 2024), using data to implement
assessment transformation (Kaspi & Venkatraman, 2023; Shivshankar & Acharya, 2024) and more recently
on artificial intelligence (Al) (Crompton & Burke, 2023). The rapid increase of Al has created Al-driven
techniques to promote educational assessments (Sanchez-Prieto et al., 2020), decrease educators work-
loads, promote adaptive learning (Ouyang & Jiao, 2021), provide personalized feedback to students
(Vashishth et al., 2024) and enhance the learning journey for students while transforming the education
system (Ouyang et al.,, 2023).

Nevertheless, existing assessment evaluation methods in higher education tiered grading systems
often fail to capture learning inconsistencies among students, particularly those achieving a pass grade
(gaining 50-64% overall), where a student can achieve a passing grade by demonstrating as little as
50% of the course material being assessed. Traditional assessments within higher education tend to
focus on cumulative scores rather than a detailed analysis of understanding across different topics (Cain
et al,, 2022) and often fail to account for the complexity and variability of student understanding. For
instance, Bloom’s taxonomy (Bloom, 1956), while useful, may not fully capture the dynamic and person-
alized nature of modern learning environments (AlAfnan, 2024).

Although there is growing literature towards evaluating authentic assessment (Ajjawi et al, 2024;
Hamel & Lee, 2024; Schultz et al., 2022) and evolving technologies in assessment (artificial intelligence,
learning analytics and extended reality technologies), for both design and analysis (Sembey et al., 2024),
these methods often do not focus on capturing learning inconsistencies. Sembey et al. (2024) further
highlighted a lack of research into the evaluation of the effectiveness of technology use within assess-
ment, with Matcha et al. (2019) emphasizing the importance of research considering not only overall
assessment scores but includes qualitative analysis. This gap in the evaluation of assessment practices
means that students may pass a course without a comprehensive grasp of the core statistical principles.

The research gap is evident in the limitations of the traditional grading systems in capturing know-
ledge consistency. This study investigated the distribution of marks in a first-year tertiary statistics course
with a focus on those students achieving a Pass-grade (50-64% overall) to explore how achievement is
accumulated across core topics. Furthermore, we assessed the reliability of using overall grades and
assessment analytics as a measure of student understanding, particularly examining whether a Pass-
grade genuinely reflects a comprehensive grasp of fundamental statistical concepts upon course com-
pletion. Our innovative consistency of learning/achievement approach using combination analysis and
heatmaps for visualisation, has enabled the identification of gaps in student learning and ensured a
more robust evaluation of student competencies across all topic areas. Through a case study in a tertiary
introductory statistics course, we demonstrate this approach and suggest that students who achieve a
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Pass-grade may not necessarily have a thorough understanding of all fundamental statistical principles if
the course structure allows for varied paths to accumulate partial marks. This novel approach aims to
provide deeper insights into student learning and achievement consistency.

Re-evaluating assessment in tertiary statistics education

Undergraduate university students enrolled in an introductory statistics unit are generally asked to
explore a rich and diverse landscape of ideas, many of which require a strong understanding of core
concepts before more complicated theories and models are attempted. Assessment can play an integral
role in helping students gain a genuine understanding of these core concepts (Henning & Roberts, 2023;
Hodgson & Pang, 2012), enabling their success and continued progression through the unit’s curriculum.
Research has found that the way assessment is designed can support or hinder student understanding
by impacting student attitudes (Harsy, 2020; Nieminen, 2025), their study habits (Collins et al., 2019),
how they learn and retain information (Murphy et al., 2023), and the way they engage with the learning
materials (Holmes, 2018). Many of these topics fall under the broader scope of formative assessment the-
ory, which emphasizes assessment as a tool to support student learning and development (Cizek, 2010;
Rutherford et al., 2025; Wiliam, 2010; Winstone & Boud, 2022). Formative assessments provide continu-
ous feedback, allowing students to monitor their progress and adjust their strategies for success. By con-
trast, summative assessment, which is the main exploration of this study, traditionally focuses on
evaluating final learning outcomes, sometimes lacking the feedback loop.

While assessment is a necessary part of tertiary education, being used to assign grades to indicate
the quality of student achievements, provide evidence or certification to external partners (Winstone &
Boud, 2022), and support student learning (Carless, 2015), the way in which that assessment is struc-
tured can also greatly impact student outcomes (Collins et al., 2019). The ways in which students are
evaluated are among of the most salient classroom factors that can affect their motivation (Ames, 1992;
Ferland et al,, 2024); indeed assessment has been identified as perhaps the most important factor for
student attitudes (Harsy, 2020), motivation and engagement in learning (Hansen & Ringdal, 2018). A par-
ticular challenge for educators is, therefore, finding an assessment design that facilitates engagement
(Ahshan, 2021; Holmes, 2018) and the long-term retention of learning (Murphy et al., 2023), while at the
same time improving and promoting genuine student understanding of core course concepts, and com-
municating feedback to students on their understanding of these same course concepts (Morris et al,,
2021).

Shifting the focus of statistics assessment from merely controlling standards and certification to fos-
tering genuine understanding and learning involves re-examining how assessments themselves are eval-
uated. This requires a movement beyond traditional testing to methodologies that promote sustainable
student learning through continuous analysis and improvement of the assessment process.

Despite overwhelming research that assessment design plays an integral role in supporting student
understanding of statistics, many assessment structures traditionally used in mathematics-based courses,
including statistics, often do not effectively scaffold learning. This can lead to fragmented understanding,
where students grasp isolated concepts but struggle to integrate them into a coherent framework of
statistical knowledge, resulting in a lack of genuine comprehension of fundamental ideas. Tallman et al.
(2016) found, in a review of university mathematics-based assessment design, that little has changed in
the previous twenty-five years regarding assessment in statistics courses, with few structures requiring a
genuine conceptual understanding and most still requiring students to recall and apply a rehearsed pro-
cedure. Traditional summative assessment methods, involving a cumulative of marks, often assess stu-
dents on discrete topics in isolation rather than evaluating their ability to synthesize concepts across
multiple modules (Maki, 2023). Consequently, students may demonstrate competency in specific areas
but lack consistency in understanding across the entire curriculum. While traditional assessment meth-
ods such as this still exist there is a growing interest in more innovative, inclusive and accessible
approaches (Biehler et al., 2024).

There is a significant amount of research focusing on evaluating the quality and complexity of assess-
ment, generally on one type of assessment only (usually examinations) (Garfield et al., 2011; Marriott
et al., 2009) or on the overall assessment framework (Huber et al.,, 2024) and structure (Dierker et al.,
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2018). For example, Dunham et al. (2015) explored the use of Bloom's taxonomy (Bloom, 1956) as a tool
to evaluate the complexity of assessment tasks in statistics examinations in comparison with other sub-
jects and as an attempt to align assessment tasks on the taxonomy’s scale. Dierker et al. (2018) looked
at comparing different assessment structures from a student learning and student experience perspec-
tive, finding that project-based courses in statistics had higher percentages of students demonstrating
critical understanding of higher-order statistical concepts.

The use of analytics to evaluate assessment, and using these to guide higher education assessment
design, is becoming increasing important and has been used to address the need for increased transpar-
ency (Rakovi¢ et al, 2023). This is particularly important in the university sector which faced major
changes to delivery of assessment, often with fewer resources, during the COVID-19 global pandemic.
One consequence was the move from face-to-face invigilated assessment to online assessment. Due to
the high demands of all aspects of change that occurred during this time, many universities did not
change their assessment structure when moving from face-to-face to online examinations (Gamage
et al,, 2020; Slade et al., 2022); only the mode of delivery changed. With the even more recent explosion
of Artificial Intelligence (Al) tools there is a recent focus on online assessment, academic integrity, and
the evolving landscape of digital learning environments (Kolade et al., 2024; Perkins, 2023; Sato et al.,
2023).

Even where assessment models might be structurally sound, both in quality and complexity, this does
not necessarily mean that students who obtain a pass grade (usually 50%-64%) have a cohesive set of
statistical knowledge on exit, nor an appreciation for all forms of fundamental ideas presented within
the course. The phenomenon of fragmented understanding means that students may succeed in iso-
lated assessments without truly integrating knowledge across the course. Of importance is being able to
effectively evaluate assessments to satisfactorily identify this fragmented learning. Students who acquire
a cohesive set of knowledge are more likely to be able to identify what it is they have learnt in the
course and how they have achieved a pass grade (Pullen et al., 2018). Students who complete a course
with a clear sense of what they have learnt and achieved are more likely to develop a positive attitude
towards statistics, reduce negative perceptions, and potentially contribute to higher overall statistical lit-
eracy in the population (Noraidah et al, 2011). Understanding why some students do not achieve a
cohesive level of understanding within a course can help in designing instructional and assessment
strategies that prevent fragmented understanding and make learning statistics more enjoyable.

Research questions

This study commenced with concerns regarding course assessment and the adequacy of student learn-
ing, specifically regarding core topics that may not be comprehensively mastered by all students. This
led to the two main objectives of this study to show that traditional assessment structures may not give
students a cohesive set of fundamental introductory statistical knowledge on course exit.

1. How do traditional assessment evaluation methods, such as grade distribution, item analysis, and
learning analytics, represent diversity in student knowledge, particularly for students achieving a
pass grade?

2. How can an alternative evaluation approach provide a more comprehensive understanding of stu-
dent performance across diverse knowledge levels?

Materials and methods
Study data

This study centred around a large first-year tertiary statistics course offered at an Australian university in
three teaching periods annually (TP1, TP2, and TP3). It was taught predominantly online and had a 50%
final assessment as an in-person supervised examination. Students enrolled in this course came from a
variety of different undergraduate programs in the fields of Business/Commerce, Science, Education,
Psychology, Health, and Information Technology (IT). The course curriculum aligned with typical content
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covered in introductory tertiary statistics courses at many universities and was organized into 11 mod-
ules (M1 to M11), covering topics such as basic concepts of statistics, exploratory data analysis, probabil-
ity distributions, regression, confidence intervals, and hypothesis testing. Prior to 2020, the course
comprised four main summative assessment components: three assignments (with the first being a low-
weighted activity to encourage early engagement) and a final invigilated examination, which included
20 multiple-choice questions and five to seven short-answer questions (S1 Table). In 2020, in response
to the global pandemic, the invigilated examination was replaced with an online, non-invigilated version
of the examination.

Each summative assessment item’s weighted scores were aggregated to calculate a final overall score
out of 100. Students were subsequently assigned a final grade based on predetermined cut-offs: High
Distinction (HD) for scores ranging from 85-100%; Distinction (D) for scores between 75 and 84.4%;
Credit (C) for scores between 65 and 74.4%; and Pass (P) for scores between 50 and 64.4%. Grades
below 50% were designated as Fail (F).

For the sake of consistency, data was collected from TP2 spanning three years: 2018, 2019, and 2020.
TP2 data for 2018 included 279 students who successfully graduated from the course with complete
assessment data, with 224 and 253 students, respectively, in 2019 and 2020. These specific years were
chosen as this comprehensive assessment of the data was used to guide a new curriculum design,
including a new assessment design, which was due to be implemented in 2022 (with trials in 2021). This
data collection would then allow student performance before and after the rollout to be compared. TP2
was selected due to its larger cohort size, ensuring a more robust analysis and reliable insights.

Approval to conduct this study was gained from the University of Southern Queensland Research
Ethics Committee (ETH2022-0065). The collection of retrospective assessment data was de-identified at
the point of collection.

Descriptive analysis

This research was a repeated cross-sectional design (Almond & Sinharay, 2012; Wang & Cheng, 2020) to
analyse assessment data. The goal was to identify and explore patterns of student performance and
knowledge diversity. For the first research objective, traditional methods were applied to analyse the
assessment data. With the rise of large educational datasets, using this data for informed decision-mak-
ing has become essential. Recently, most analysis methods have focused on learning analytics and tradi-
tional statistical techniques for exploratory analysis (Caspari-Sadeghi, 2023).

The data included the overall percentage score, grade category, mark out of 20 for the multiple-
choice section of the examination, all part-marks from the exam short answer questions and the ques-
tions in the three assignments. Course markers were responsible for assigning marks, using a detailed
marking guide, for each question within assignments and exam short-answer questions, and all marks
were rigorously moderated. Overall scores and grades for each student receiving an HD, D, C, or P were
collated, as well as a detailed breakdown of the part-marks allocated for each of their individual assess-
ment items. The availability of part-marks for all assessment items allowed for a comprehensive view of
the specific aspects of the course achieved by students at different grade levels, extending beyond their
overall grade results. These part-marks were then mapped to each module (M1-M11) so that each stu-
dent’s achievement by module could be assessed. All statistical analysis was performed using the R stat-
istical software (Posit Team, 2023; R Core Team, 2023).

The initial assessment evaluation focused on item analysis (Kehoe, 1994; Mukherjee & Lahiri, 2015), of
the multiple-choice questions from the examination within each teaching period, following established
indicators such as the difficulty/facility index (Fl), which assessed the proportion of students answering
an item correctly; the discrimination index (DI), which gauged the item’s effectiveness in distinguishing
between high and low scorers; and the discrimination efficiency (DE), which measured the percentage of
attempts needed to estimate DI relative to question difficulty. While this method provided initial insights
into examination-specific performance, it evaluated only one aspect of assessment data. A more compre-
hensive evaluation that included all types of assessment, not just examination data and final grades,
would offer a more complete picture of student learning and performance.
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To gain a broader understanding of student achievement and to highlight the inconsistent funda-
mental statistical knowledge, descriptive statistics were calculated for all teaching periods and modules
(topic areas) to examine mark distributions for each student and to identify how many modules were
not successfully passed. To ensure that patterns identified were not due to significant differences related
to specific teaching periods or teaching teams, a one-way ANOVA and a chi-square test of independence
were conducted to identify any significant differences between teaching periods in terms of assessment
items, grades, and the number of students passing each module. To further the characteristics of Pass-
grade students, Fisher's exact test of independence and regression analysis were used to examine the
landscape of Pass-grade students, allowing for a more nuanced understanding of factors influencing stu-
dent success. The combination of these statistical methods provided an initial framework for evaluating
assessment outcomes, to try to capture diversity in student knowledge performance.

However, these traditional methods alone did not provide sufficient granularity in identifying frag-
mented knowledge, particularly among students achieving a Pass-grade. While overall grades and aggre-
gated scores reflected broad performance trends, they obscured finer details about student strength
and weaknesses in specific modules. This limitation necessitated the development of an alternative
evaluation approach that mapped part-marks to individual modules, enabling a more detailed examina-
tion of student learning.

Combination analysis, consistency of learning, heatmaps

Subsequently, this study introduced a novel approach to examine student achievement of all assessment
data (not just examination results) through a method the researchers termed Consistency of Learning.
This approach utilized a combination analysis to gain deeper insights into student performance across
various modules for all combined assessment data, an analysis made possible by the comprehensive
breakdown of all assessments items (not only examination results), including partial marks.

For each student, an 11-digit binary code was constructed, where each digit represents one of the 11
modules in order from 1 to 11. A digit was coded as ‘1" if the student sufficiently completed the module
(gained over 45%) or a ‘0’ if they did not. This binary sequence effectively encapsulated the student’s
achievement profile across all modules. For example, a binary code of 11111111110 indicated that a stu-
dent sufficiently completed modules 1 to 10 (gaining over 45%) but did not gain sufficient knowledge
in module 11. By analysing these binary codes, the degree of coherence in the knowledge obtained by
each student could be fully assessed.

For each module we considered an achievement of over 45% as ‘sufficient completion’ to allow for
some variance in grading. A mark of 45% or above was used based on several factors. A common
benchmark when using criterion-referenced assessment in Australia is that student must achieve an
overall mark of at least 50% (Sadler, 2005) to pass the course., A score marginally below this is often
considered a borderline or minimally competent pass (Shulruf et al., 2015), sometimes called a conceded
pass (45-50%) (Sadler, 2005). McKinley and Norcini (2014) found that there is no best method to deter-
mine a passing score for performance-based tests and suggested selecting a method within the resour-
ces available. Thus, setting the conservative cut off score of 45% and above to constitute sufficient
knowledge per module allowed for some leniency in different marking styles, highlighted the complex-
ities of grading practices and accounted for the perceived difficulty of some modules compared others,
while ensuring that students have grasped the essential concepts.

This combination analysis provided a distribution of student achievement by module, identifying the
extent to which students achieved a grade based on their performance across different aspects of the
course. This methodology provided a nuanced perspective on student learning outcomes, allowing edu-
cators to ascertain the degree to which a Pass-grade reflected a cohesive set of knowledge for the
cohort of Pass-grade students. The aim for the combination analysis was to enhance the understanding
of student achievement patterns and improve assessment processes within educational settings.
Integrating module-based evaluation of assessment with existing statistical methods, allowed a richer
understanding of student knowledge diversity and could be used to reveal patterns that traditional
methods could not easily detect.
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The term consistency of learning referred to a metric derived from combination analysis to measure
the extent to which students consistently achieved grades based on specific combinations of passed
modules. This metric was calculated by examining the frequency with which students passed identical
sets of modules. A higher frequency of students passing the same combination of modules indicated a
higher consistency of learning among each cohort.

Heatmaps were also used to provide a visual representation of the combination analysis using colour
gradients. This visualization technique was invaluable for identifying patterns, trends, and relationships
in the data that may not be immediately apparent through numerical analysis alone (Gu, 2022). By rep-
resenting data points with varying intensities of colour, heatmaps enabled a quick and intuitive under-
standing of complex data sets. The creation of these heatmaps was facilitated using the heatmap.2
function from the gplots package (Warnes et al., 2022) and the ggplot2 package (Wickham, 2016) within
R (R Core Team, 2023). This function allowed the generation of heatmaps with dendrograms, which clus-
ter points based on similarity. This clustering helped in identifying groups of students who exhibited
similar patterns of module pass/fail combinations, thereby revealing deeper insights into student learn-
ing and module interrelationships. The dendrograms added another layer of information by showing
hierarchical relationships among the data points. In this analysis these allowed us to identify which mod-
ules were frequently passed together and which combinations were less common, and allowed under-
standing of how certain modules may be interdependent in terms of student performance. In this
analysis, these dendrograms helped in identifying which modules were frequently passed together and
which combinations were less common, allowing for an understanding of how certain modules may
have been interdependent in terms of student performance.

A detailed stepwise explanation of data collection, coding, and analysis process was provided in S2
Table (Supplementary Material) to enhance reproducibility.

Results

In TP2 2018, 87 students achieved a Pass-grade (52 students in TP2 2019 and 76 students in TP2 2020).
A chi-square test of independence showed no association between the number of students in grade cat-
egories (P, C, D and HD) and year (2018, 2019 and 2020) (;52 (6) = 5.12, p=0.53), indicating there was
no significant difference in student performance among years, even given the change in the final assess-
ment item in 2020 due to the global pandemic. ANOVA analysis also showed that there was no signifi-
cant difference between years for the overall grade (out of 100) for all students obtaining a Pass-grade
or higher (N=756) (F(2,753)=1.98, p=0.14) and the short-answer question section of the examination
(F(2,753)=2.14, p=0.12). The multiple-choice examination mark (F(2,753)=34.02 p < 0.0001) was signifi-
cantly different between years, with 2020 (online and non-invigilated examination) having a higher aver-
age multiple-choice question examination mark than previous years, however the overall average
examination mark was not different between years (F(2,753)=2.96, p =0.052), suggesting that the mul-
tiple-choice component may have influenced scores in 2020 but did not translate into overall grade
inflation.

Item analysis evaluation of the multiple-choice question in the examination (Table 1) determined that
there did not appear to be any concerns for the quality of the questions. However, several questions
obtained a poor DI, indicating poor discrimination between some options (each question had 5 options).
This analysis also determined that the year 2020 (impacted by COVID-19 and the move to online exami-
nations) had a significantly higher FI value than 2018 and 2019 (F(2,57)=3.24, p = 0.047), however the DI
(F(2,57)=0.13, p=0.88) and DE (F(2,57)=0.16, p =0.86) were consistent between years.

Table 1. Item analysis for the multiple-choice examination questions.

Mean (SD)
Year FI % DI % DE %
2018 56.88 (19.83) 32.20 (11.70) 42.74 (15.72)
2019 58.94 (15.81) 33.98 (7.97) 43.75 (10.50)

2020 70.34 (18.21) 33.01 (12.75) 45.19 (14.98)
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Even though different assessment questions were designed for each teaching period, all had to align
with the course specifications which outlined the weighting contribution of each module. Assessment
for each teaching period was within £2% of this outline (M1: 8%, M2: 6%, M3: 8%, M4: 12%, M5: 12%,
M6: 10%, M7: 6%, M8: 14%, M9: 8%, M10: 8%, M11: 8%).

Descriptive analysis

The exploration of descriptive statistics provided valuable insights into the performance of students
across different modules. Table 2 showed the average scores (and standard deviations), for each of the
11 modules (M1 to M11) for those students obtaining a Pass-grade (P) and gave a breakdown of the
percentage (%) of Pass-grade students who scored more than 45% in each module. This threshold
(>45%) is considered indicative of 'sufficient knowledge’ (sufficiently completed) for that specific mod-
ule. While a high proportion of Pass-grade students had sufficient knowledge in Module 1 (97.7%), this
knowledge declined significantly for Module 10 (40.9%) and Module 11 (32.1%). This pattern suggests
that while the initial five modules are generally completed to a satisfactory standard, there is a signifi-
cant decline in performance in the subsequent modules for Pass-grade students, possibly due to increas-
ing content complexity or cumulative learning challenges.

To provide a visual perspective Figure 1 illustrated the number of 'insufficiently completed’ modules
(achieving less than 45%) relative to the overall mark for each grade level. Due to module weightings,
students were able to excel in one module while encountering difficulties in several others and still
achieve a Pass-grade. This lack of attainment of a cohesive set of knowledge across the course was par-
ticularly evident among Pass students, with the possibility of insufficiently completing up to 7 modules
while still passing the course [HD (M =0.6 (SD= 0.24)), D (M =0.42 (SD= 0.58)), C (M=1.36 (SD= 1.02)),
P (M=3.42 (SD= 1.31))].

Table 3 revealed further insights into the performance of passing students compared with students
in other grade categories. As expected, the number of students insufficiently completing each module
(achieving less than 45% marks) was notably higher for Pass-grade students compared with their
peers who earned higher final grades. This difference was statistically significant for each module
(p <0.05).

Percentage and number of Pass students ‘insufficiently completing’ each module in comparison with
students achieving all other grades (Other Students).

The findings highlighted that Pass-grade students encountered substantial difficulties in maintaining
adequate performance across a range of modules. These challenges were particularly pronounced in
Modules 6, 7, 8, 9, 10, and 11, where Pass students had significantly higher insufficiently completed rates
compared with other students. This pattern suggested that certain modules, likely characterized by
increased complexity or a higher degree of cumulative knowledge, seem to pose greater hurdles for
Pass-grade students.

Table 2. Percentage of Pass-grade students achieving >45% in each module.

Percentage of pass-grade Mean (%) mark (SD) pass-grade students
students achieving >45% [N=(215)] achieved in each module
Module 1 97.7% 78.7% (13.5%)
Module 2 94.9% 71.2% (14.7%)
Module 3 75.3% 63.4 % (23.0%)
Module 4 80.5% 57.1% (13.5%)
Module 5 97.2% 72.9% (13.6%)
Module 6 53.5% 48.1% (17.4%)
Module 7 50.2% 48.7% (29.3%)
Module 8 54.0% 47.8% (16.6%)
Module 9 80.0% 59.9% (19.4%)
Module 10 40.9% 40.6% (18.8%)
Module 11 29.8% 34.6% (26.9%)

This table showed those % of Pass-grade students (overall grade between 50-64%), who gained more than 45% for each of the 11 modules
and the mean and standard deviation (SD) for each module for this cohort of students. The bold grey cells emphasized those modules
where the average of Pass-grade students for this module was below 50%.
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Figure 1. Number of modules ‘insufficiently completed’ (Achieved < 45%) by Grade Level (HD, D, C, P). The relation-
ship between the number of modules insufficiently completed (where students achieved less than 45% for that module)
and the overall final mark across different grade levels: High Distinction (HD), Distinction (D), Credit (C), Pass (P).

Table 3. Number (and %) of students "insufficiently completing’ each module.

% Pass-grade Students achieving <45% % Other Students achieving <45% p-value
Module 1 2.3% (n=5) 0.4% (n=2) 0.023*
Module 2 51% (n=11) 0.7% (n=4) <0.0001**
Module 3 24.5% (n=53) 5.9% (n=32) <0.0001**
Module 4 19.4% (n=42) 2.8% (n=15) <0.00071**
Module 5 2.8% (n=6) 0.5% (n=3) 0.019*
Module 6 46.3% (n=100) 6.3% (n=34) <0.0001**
Module 7 49.5% (n=107) 15.0% (n=81) <0.0001**
Module 8 46.3% (n=100) 5.7% (n=31) <0.00071**
Module 9 19.9% (n=43) 1.7% (n=9) <0.0001%**
Module 10 58.8% (n=127) 6.1% (n =60) <0.0001**
Module 11 67.6% (n=146) 16.5% (n = 89) <0.0001**

Combination analysis and consistency of learning

While Tables 2 and 3, along with Figure 1, shed light on the inconsistent knowledge achieved by Pass-
grade (P) students across different modules, it was also valuable to further explore the combinations of
modules that contributed to this issue. It is worth emphasizing, that while High Distinction (HD),
Distinction (D), and Credit (C) students also exhibited some variation in knowledge across modules, the
potential for variation in attainment was increasingly reduced as overall marks were successfully
accumulated.

As shown in Figure 1, some students attained less than 45% in up to seven modules and still passed
the course. Among the 203 students who achieved a HD, 191 students successfully completed all 11
modules, resulting in only 6 distinct combinations of binary codes being observed. For students who
received a D grade (n=147), there were 11 unique combinations of module results. As expected, stu-
dents who received a C grade (n=191) exhibited greater diversity, with 51 distinct combinations of
module results. Notably, the most common combination among Credit students was 11111111111,
which was achieved by 40 students, highlighting that a large percentage of Credit grade students suffi-
ciently completed all modules. Of greatest interest were the 215 Pass-grade students, where there were
115 distinct combinations of modules sufficiently completed, emphasizing the wide variety of pathways
students took through the assessment and accumulation of marks to attain a Pass-grade (Table 4).
Remarkably, only one of these students successfully completed all 11 modules, reflecting the rarity of
this achievement within the Pass-grade student cohort.

When more students passed the same combination of modules, the consistency of learning among
students has improved. Table 4 showed the consistency of learning/achievement and demonstrated the
improved consistency of learning in the higher-grade categories, with the much higher average number
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of students per combination reflecting the reduced variability in the way in which students accumulate
marks across modules.

This analysis underscored the diversity in students’ module completion patterns across different grade
levels, shedding light on the range of academic performances within each grade category. Most impor-
tantly, it confirmed the inconsistent knowledge demonstrated by Pass-grade students with approxi-
mately 53% of students passing with different combinations of module understanding compared with
other students in their final grade category.

Heatmaps

To visualise the patterns of inconsistent student knowledge within various grade categories, heatmaps
(Figure 2) were produced to illustrate the landscape of inconsistencies. The heatmaps in this study pro-
vided a visual representation of how students exhibited disparities in their grasp of knowledge across
different modules. They used a calculated Euclidean distance hierarchically clustering matrix (Gu, 2022)

Table 4. Combination analysis and consistency of learning for each grade category.

Grade Number of distinct binary combinations (n) Consistency of learning/achievement
HD 6 (n=203) 34
D 11 13
(n=147)
C 51 4
(n=191)
P 115 2
(n=215)
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Figure 2. (a-d) Heatmaps showing student inconsistencies per grade. (a) Heatmaps for P Grade, (b) C Grade, (c)
D Grade and (d) HD Grade showing the students who failed each module (red), gained a moderate result (yellow) or a
high result (blue).
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to not only show the knowledge of students but to also show the associations between modules for dif-
ferent grade levels.

The heatmaps were structured with modules on one axis and students on the other. Each cell in the
heatmap represented the knowledge level of an individual student in a particular module. The colour
gradient within each cell signified the proficiency level: red signified that a student had insufficient
knowledge (<45%) in that module; yellow that they gained a moderate result (45%-75%); or blue indi-
cating a high result (>75%). The modules were ordered based on the similarity in scores, indicated by
the dendrogram on the top of each heatmap. These dendrograms helped in the understanding of how
modules clustered together based on student performance, revealing which modules had similar pat-
terns of knowledge acquisition. This clustering allowed us to see which modules tended to be learned
together and how this varied across different grade categories.

In interpreting these heatmaps, we observed distinct patterns of knowledge distribution across differ-
ent grade categories. For higher grade categories (HD and D), there was a noticeable concentration of
blue cells, indicating a higher level of knowledge proficiency across most modules. Conversely lower
grade categories (P and C) exhibited more red and yellow cells, indicating areas where students
struggled or had weak to moderate understanding. The dendrogram structures highlighted meaningful
associations between modules and these also varied across grade categories. For Pass-grade students
(Figure 2(a)) the modules clustered together where students performed well were Modules 1, 2, 3 and 5;
all early modules before any statistical inference content were introduced. This suggested that these
foundational modules, were areas of relative strength for Pass-grade students. However, as content com-
plexity increased, weaker students exhibited more fragmented knowledge indicating difficulties in inte-
grating later concepts. The shifting module associations in higher-achieving students implied that they
formed broader connections across topics rather than relying on early module success to pass the
course. These finding had pedagogical implications, emphasising the need for better scaffolding and
assessment alignment to ensure that essential skills were reinforced and assessed adequately throughout
the curriculum, particularly for students at risk of lower performance.

Discussion

In tertiary education, assessments often drive student motivation and their sense of achievement (Ismail
et al,, 2022; Schneider & Preckel, 2017). Final grades represent the culmination of a student’s learning
journey and an institutional benchmark for learning outcomes, and thus it is crucial to understand the
complete distribution of achievement across course content. This is particularly pronounced in introduc-
tory statistics courses, where cumulative knowledge builds sequentially, and student attitudes towards
statistics can influence engagement and persistence (Sutter et al., 2024). Research has shown that nega-
tive perceptions or early struggles with statistics can lead to students to disengage prematurely, particu-
lar if they perform poorly in early assessments (Bromage et al., 2022).

This study aimed to investigate the knowledge attained by students who achieved a Pass-grade in a
tertiary introductory statistics course. By mapping assessment questions to course modules, it was evi-
dent that Pass-grade students had a fragmented understanding of topics, lacking a cohesive grasp of
entire modules. This fragmentation raises concerns about the extent to which passing students genu-
inely acquire foundational statistical knowledge, when only examining the final grade. Additionally, these
students might leave the course unsure of their learning, unable to consolidate their knowledge,
unaware of their gaps, and with an unchanged or diminished perception of statistics. Although Pass-
grade students were deemed proficient based on passing the course overall, their understanding might
not encompass the necessary breadth of topics.

While final cumulative marks provide a standardized metric, they often do not fully capture the depth
of consistency of student understanding (Cain et al., 2022). Although alternative forms of grading exist,
such as competency-based assessment (Katoue & Schwinghammer, 2020) and Pass/Fail assessment
(Chan, 2023), higher education institutions still regularly use the traditional tired grading systems (Cain
et al., 2022). Traditional grading frameworks often assume that students within the same grade category
possess comparable knowledge. However, this study highlighted the student knowledge profiles within
the Pass-grade category varied significantly.
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By introducing novel approaches (combination analysis, heatmaps and consistency of learning), edu-
cators could now visualize and quantify learning fragmentation. Combination analysis advances beyond
traditional evaluation methods by shifting the focus from a single cumulative score to an analysis of
how well student maintain competency across multiple topics. Heatmaps allow educators to easily visu-
alize and detect patterns of partial mastery that are not readily apparent in traditional assessment evalu-
ations. The consistency of learning uses this combination analysis to allow educators to compare
different grade cohorts, or even different teaching periods or subjects. These new methods on assess-
ment evaluation are imperative for educational stakeholders to move beyond static grading methods,
fostering meaningful evaluations that align with the long-term goal of statistical education of creating
learning environments that foster cohesive learning.

In our case study, the item analyses did not identify any key differences among years or grade cate-
gories. Overall, Pass-grade students on average obtained 86.6% in Assignment 1, 74.9% in Assignment 2,
56.6% in Assignment 3, and 52.7% in the multiple-choice section and 45.7% in the short answers section
of the final examination. Although these results suggested that Pass-grade students simply did more
poorly in the later modules, it did not show which specific modules they struggled with, nor if similarly
graded students struggled (or achieved) in the same areas. Some specific examples of Pass-grade stu-
dents in our case study who demonstrated different aspects of scattered knowledge included:

e Student 1 - Just passed M1 (54%) and M5 (51%), above 80% in M3-M5 and 75% in M11. However, M7
(23%), M8 (11%), M9 (0%) and M1 (11%) were very poor. This indicated that they had little to no knowledge
of hypothesis testing and confidence intervals and only minimal knowledge in statistical basics (M1).

e Student 2 — Performed poorly (less than 35%) on M1-M4 and M7. This indicates that some of the
basic information was not grasped (graphing, regression, types of variables), which was fundamental
to understanding statistics.

e Student 3 - This student scored less than 40% in 7 modules, gaining a pass by scoring highly in M1
(85%) and M5 (83%). They obtained less than 30% in M6, M7, M10 and M11 and less than 40% in M3,
M8 and M9. This student does not appear to have a grasp of many topics in introductory statistics.

While exploring the performance of individual students offer valuable insights for small student
cohorts, they become impractical for large-scale cohorts. Thus, developing scalable assessment analytics
is critical for identifying and addressing learning gaps in diverse student populations.

The second aim of this study was to explore additional forms of analysis for assessment marks. An
innovative multifaceted approach was used that included combination analysis, a consistency of learning
measure and heatmaps based on assessment-to-module mapping. These methods provided an
expanded lens for evaluating learning consistency, demonstrating that performance variability within a
grade category was more pronounced than traditional assessment evaluating methods suggested. These
results highlighted the heterogeneity and complexity of student knowledge profiles and helped to pro-
vide an understanding of student performance that was not clear from standard grade evaluation
approaches. Combination analysis quantified this diversity and established an innovative approach to
assessing assessments and understanding student knowledge. This research contributes to the broader
goal of refining assessment practices to foster deeper, more cohesive understanding among students,
ensuring that assessment not only measures but also supports genuine learning and engagement (Biggs
et al., 2022; lbarra-Saiz et al., 2021). Within the context of summative assessment, this study showed that
the same grade could represent very different aspects of learning, and it was possible to gain a deeper
understanding of student learning by applying the innovative methods of this study.

The heatmap for Pass-grade students (Figure 2) exhibited diversity in knowledge patterns, with some
students excelling in specific modules but struggled in others, while other students demonstrated more
balanced proficiency across all modules. This diversity reflected the fragmented understanding among
some Pass-grade students, challenging the notion that a Pass-grade signified proficiency across the
whole course. The novelty of the heatmap approach lay in its ability to visualise inconsistencies in learn-
ing trajectories, allowing educators to identify where students might need additional support and/or
allow educators to create more aligned assessment (Biggs et al., 2022) for better learning outcomes.
Combination analysis and heatmaps showed that traditional assessment metrics alone do not fully
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encapsulate the complexity of student understanding on a granular level. Addressing these disparities
through aligned teaching and assessment strategies (Garfield et al, 2011) could migrate fragmented
learning outcomes.

The dendrograms associated with the heatmap analysis revealed associations among modules, show-
ing that strong performance in one module was often associated with weaker performance in another.
These associations varied among the grade categories, with Pass-grade students exhibiting greater vari-
ability in knowledge connections. One possible interpretation was that students prioritize effort differ-
ently across modules, reinforcing certain concepts while neglecting others. However, alternative
explanations, such as misalignment between teaching emphasis and assessment weighting, could also
contribute to these trends. Addressing these possibilities in future studies could refine our understand-
ing of assessment variability and fragmented knowledge on graduation. These finding supports the view
that assessment models should go beyond standard metrics to capture the full scope of student learn-
ing (Huber et al., 2024).

This comprehensive approach in this study to the analysis of marks and grades not only broadened
the educators view of student knowledge and achievement, but also underscored the importance of
employing both traditional and composite analysis approaches for a nuanced understanding. The study’s
findings have implications for pedagogy and instructional design, emphasizing the need for a more in-
depth exploration of the diverse composition of students’ knowledge profiles. However, it is not enough
for educators to have this comprehensive understanding of student achievement; this understanding
must be translated into constructive feedback that helps students take ownership of their learning.
From the perspective of formative assessment theory, this feedback plays a pivotal role in helping stu-
dents foster reflective study habits (Cizek, 2010; Ismail et al., 2022; Wiliam, 2010).

Ensuring that Pass-grade students have a clear pathway to construct a cohesive knowledge base
through thoughtful assessment design is crucial for fostering effective learning outcomes. Thoughtful
assessment design could also boost academic engagement, and improve overall statistical literacy, aligning
with research the re-evaluate assessment practices to promote genuine understanding (Biggs et al., 2022;
Carless, 2015). The finding from this study highlighted the need to refine assessment practices to account
for fragmented learning, with a particular emphasis on reinforcing fundamental competencies in later
modules. This aligns with ongoing discussions in educational research advocating for adaptive assessment
strategies that support student learning beyond just grade achievement (Strielkowski et al., 2025).

While these findings provided valuable insights, it is important to acknowledge some methodological
constraints and external factors that may have influenced the results. The COVID-19 pandemic moved all
assessment and learning activities online in 2020, which may have altered student engagement and
assessment outcomes (Sato et al., 2023). Variability in students’ access to resources and shifts in learning
environments could have contributed to differences in knowledge distributions, although the years prior
to the pandemic did also show similar fragmented knowledge in students.

Conclusion

This study discovered a complex landscape of student knowledge distribution in a tertiary introductory sta-
tistics course. Standard evaluation of assessment, while valuable, does not reveal the granular diversity and
inconsistencies in student understanding. Exploratory techniques such as combination analysis and heat-
maps provided a more comprehensive view, shedding light on the intricate patterns within student know-
ledge. These techniques could only be performed as all part-marks for all assessment items were clearly
identified by the relevant markers, which then allowed mapping of achievement to topics for all students.
These findings offered educators valuable insights into enhancing the learning experience and addressing
the needs of passing students with diverse knowledge profiles. Although transitioning to competency-
based assessment/learning (Holmes et al,, 2021) or modularized based learning (Anzaldo, 2021) could
potentially address these issues, such transformations require extensive planning and are not always feas-
ible in the short term. The methods explored in this study offer an alternative, enabling educators to visual-
ize student learning patterns more effectively within existing course structures.

This research contributes to the broader conversation on assessment and student learning in higher
education, emphasizing the importance of moving beyond traditional grade distribution analyses to gain a
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deeper understanding of achievement distribution. One outcome from this study was the restructuring of
the statistics course to create a threshold framework with aligned assessment. This approach helps reduce
fragmented learning among Pass-grade students, enabling them to gain a basic understanding of higher-
order concepts, even if they do not fully grasp the advanced materials. The analytical techniques used in
this study provide a transferable approach that could be adapted to various educational settings, provided
all marks for each module/topic areas can be granularly defined. By addressing the issues identified in this
research, educators and institutions could take proactive steps to enhance the quality of education and
improve student comprehension in introductory statistics courses and similar disciplines.
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