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Abstract

Future wireless communication systems are required to meet growing demands for

high spectral efficiency, low energy consumption and high mobility. The advent of

wireless network coding (WNC) has offered a new opportunity to improve network

throughput and transmission reliability by exploiting interference in intermediate

relays. Combined with network coding and self-information cancelation, WNC

for two-way relay channels (TWRCs) has come to the forefront.

This dissertation focuses on exploiting WNC in multi-hop two-way relay chan-

nels (MH-TRCs). Particularly, a multi-hop wireless network coding (MH-WNC)

scheme is designed for the generalized L-node K-message MH-TRC. Theoret-

ical studies on the network throughput and performance bounds achieved by

the MH-WNC scheme with different relaying strategies (i.e., amplify-and-forward

(AF) and compute-and-forward (CPF)) are carried out. Furthermore, by intro-

ducing different numbers of transmission time intervals into the MH-WNC, a

multiple-time-interval (Multi-TI) MH-WNC is proposed to determine an optimal

MH-WNC which can achieve the best outage performance for all-scale MH-TRCs.

Finally, this study extends the research on WNC one step forward from two-user

networks to multi-user networks. An extended CPF joint with a dominated so-

lution for maximizing the overall computation rate is proposed for the multi-way

relay channel (mRC) in the last chapter.

The contributions of this dissertation are multifold. First, the proposed MH-

WNC scheme with fixed two transmission time intervals can achieve a signifi-

cantly improved network throughput compared to the non-network coding (Non-

NC) scheme in the generalized L-node K-message MH-TRC. Theoretical results

are derived for both multi-hop analog network coding (MH-ANC) and multi-hop

compute-and-forward (MH-CPF). Moreover, both theoretical and numerical re-



ii

sults demonstrate that the two MH-WNC schemes can be applied to different

scale MH-TRCs to achieve a better outage performance compared to the conven-

tional Non-NC scheme (i.e., MH-ANC for the non-regenerative MH-TRC with

a small number of nodes, and MH-CPF for the regenerative MH-TRC with a

large number of nodes.). Furthermore, a Multi-TI MH-WNC scheme is general-

ized with a special binary-tree model and characteristic matrix. The determined

optimal MH-WNC scheme is able to provide the best outage performance and

outperform the Non-NC scheme in all scale MH-TRCs. Last but not least, this

dissertation provides a preliminary investigation of WNC in mRCs. The proposed

dominated solution for maximizing the overall computation rate can ensure that

all the nodes in the mRC successfully recover their required messages. Moreover,

the extended CPF strategy is proven superior to Non-NC in the mRC with a

small number of users.
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Chapter 1

Introduction

Wireless communications are increasingly dominating communication tech-

nologies in their various forms. They provide the advantages of mobility, global

internet connectivity, distributed sensing, and so on. Future mobile and wireless

communication systems are required to meet the needs, requirements and inter-

ests of users and society as a whole [1]. This will require an increase in spectral

efficiency, energy consumption and mobility far beyond those of second or third

generation systems.

Much research has been carried out to enhance the spectral efficiency and

data rate of next-generation wireless communication systems. Among all these

approaches, relay-based wireless communication systems have attracted a great

deal of attention thanks to their potential in extending cell coverage and reducing

power consumption [2]. In the last few decades, multi-hop networks, such as wire-

less sensor networks [3], wireless mesh networks [4], mobile ad hoc networks [5],

vehicular ad hoc networks [6], have emerged as promising approaches to provide

more convenient wireless communications due to their extended cover range, easy

deployment and low costs.

Relaying is one of the features being proposed for the fourth generation (4G)

long-term evolution (LTE) advanced system [7] [8] [9]. Unlike the use of a re-

peater which re-broadcasts the signal, LTE relays actually receive, demodulate

and decode the data, apply any error correction to it and then re-transmitting a

new signal. The LTE relay is a fixed relay, that relays messages between the base

station (BS) and mobile stations (MSs) through multi-hop communications [10].
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There are a number of scenarios where the LTE relay will be advantageous, such

as increasing network density, network coverage extension, and rapid network

roll-out. However, despite these advantages, multi-hop wireless relay communi-

cations require an increase of time slots to transmit data in a multi-hop man-

ner [11]. Most significant of these is the time resource. For example, in a two-hop

relay network, two time slots are required to transmit a message via the relay. In

wireless multi-hop relay communications, information is conveyed through a se-

ries of intermediate relays in a conventional hop-by-hop and message-by-message

manner, which limits the network throughput, and thus the data rate of the

system.

Recently, the advent of network coding (NC) has offered a new opportunity to

improve network throughput and transmission reliability by exploiting interfer-

ence in intermediate relays. The concept of NC was originally introduced in [12] in

2000, when a simple but important discovery was made. It was observed that re-

lays can not only forward but also combine the incoming messages for generating

the message on the outgoing links. The idea was first used in wired networks, and

then exploited to wireless networks as wireless network coding (WNC) [13–15].

This study focuses on exploiting WNC in multi-hop relay channels and multi-

way relay channels, along with a generalized transmission scheme and theoretical

studies. The research outcome of this project can be further implemented to

improve the network throughput, outage performance and data rate of next-

generation mobile and wireless communication systems.

In the next sections, the motivations of this project, and the primary contri-

butions in this dissertation are presented.

1.1 Motivations

Combined with network coding and self-information cancelation, WNC for the

two-way relay channel (TWRC) has come to the forefront [16–19]. WNC has

been proven to double the system capacity [20] achieved by Non-NC in the single

relay TWRC. There has been a large body of work on WNC and its applications

in other wireless relay networks, such as multi-hop relay networks [13], multiple
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access channels [21], and multi-cast channels [22]. The performance (including

outage probability, bit-error-rate (BER) and maximum sum-rate) of WNC in the

single relay TWRC has been widely studied [23–26].

Multi-hop two-way relay networks are wireless networks using two or more

wireless hops to exchange messages between two end users. These can be con-

sidered as the generalized TWRC. The use of time or frequency in this type of

network is different from that of single-hop networks because the time or fre-

quency that each hop uses generally does not overlap and interfere. Messages

are transmitted hop-by-hop in the multi-hop network, causing delays [27,28] and

reducing the spectrum efficiency of message delivery. The traditional hop-by-hop

and message-by-message transmission scheme suffers from severe low spectrum

efficiency with the increased number of nodes and messages.

Inspired by the significant improvement of WNC in network throughput in the

canonical single relay TWRC, this study exploits WNC into the generalized multi-

hop two-way relay channel (MH-TRC) to improve the spectrum efficiency and

reduce communication delays. Moreover, according to different strategies applied

at the relay, WNC can be categorized into analog network coding (ANC) [29,30]

and physical-layer network coding (PNC) [20]. Therefore, the MH-WNC schemes

corresponding to the non-regenerative and regenerative MH-TRCs are designed

in this research. The performance of the proposed MH-WNC schemes will be

analyzed to demonstrate their superiority to the non-network coding (Non-NC)

scheme.

Recently, Nazer and Gastpar proposed a new compute-and-forward (CPF)

scheme for reliable PNC [31], where relays compute and forward linear combina-

tions of user messages to destinations. Given a sufficient number of linear com-

binations, the destinations can solve for their desired messages. The established

“computation rate” is proven to achieve significant improvements over conven-

tional relaying schemes in the multiple-access channel (MAC). There have been

a number of works on CPF and its implementation [32–34], however there are no

published research results on the implementation of CPF to the TWRC, let alone

the MH-TRC. Inspired by the advantage of the computation rate, in this study,

CPF is implemented to the generalized MH-TRC to improve the achievable rate
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of the network, thus improving the outage performance.

The work published in [35] and [36] showed that the multi-hop wireless net-

work coding (MH-WNC) scheme with fixed two transmission time intervals is

unable to outperform Non-NC for all-scale MH-TRCs, i.e., the multi-hop ana-

log network coding (MH-ANC) [35] can only outperform Non-NC in small scale

MH-TRCs, while the multi-hop compute-and-forward (MH-CPF) [36] has better

outage performance than Non-NC in the MH-TRCs with a large number of nodes.

In view of this fact, by generalizing the number of transmission time intervals, a

Multi-TI MH-WNC scheme is proposed to investigate the relationship between

the number of time intervals and outage performance. The aim of this work is

to determine an optimal MH-WNC scheme which can achieve the best outage

performance for all-scale MH-TRCs.

On the application of WNC to wireless relay channels, the two-user two-way

relay channel is the simplest and most popular network. However, when extending

the two-user case to the multi-user case, most exiting WNC schemes are not

directly applicable (such as ANC, “standard” PNC). The proposed CPF in [31]

offered a solution for a reliable WNC in multi-user multi-relay networks, where

the relay can decode successive linear equations and pass them to the destination.

In view of this fact, this research extends the original CPF to multi-user relay

networks, such as the multi-way relay channel (mRC).

The idea of the mRC was first introduced by Gunduz et al in [37], in which

multiple users exchanged messages with the help of one relay terminal. Tradi-

tionally, the relay conveys seperate messages for each pair of users. For example,

the relay conveys the message from user U1 to user U2 in the first two time slots,

then convey the message from user U2 to user U1 in the next two time slots, and

so forth. This relaying scheme requires significant amounts of time resource, and

limits the channel use rate. By extending the original CPF to the mRC, it is able

to improve the network throughput and channel use rate. However, different from

the multi-user multi-relay network on which the original CPF was based, there

is only one relay in the mRC. In the application of CPF to mRC, there comes

the issue of how to ensure the linear independent condition while maximizing

the overall computation rate upon one reception. Therefore, the extended CPF
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joined with a novel dominated solution will be designed to realize the application

of CPF in the mRC and improve the outage performance.

1.2 Contributions

The key idea underlying this design is to extend wireless network coding from the

canonical single relay two-way relay network and MAC to multi-hop and multi-

user relay-based wireless networks. This project proposes new designs of WNC to

achieve higher performance in the MH-TRC, and further the mRC. Specifically,

the contributions in this project can be summarized as follows:

• Wireless Network Coding for Multi-Hop Two-Way Relay Net-

works: A general MH-WNC scheme for the generalized L-node K-message

MH-TRC is designed. It is proven to significantly improve the network

throughput compared to the Non-NC scheme. Specifically, the transmis-

sion scheme is generalized with detailed transmission events at each node

in different time slots. The transmission pattern is presented by a designed

grid chart in Chapter 3.

• Multi-Hop Analog Network Coding: The MH-ANC scheme, where

the AF strategy is applied at relay nodes, is analyzed in Chapter 4. The

performance of MH-ANC lies on the end-to-end signal-noise-ratio (SNR)

of the system. However, due to the bi-directional transmission, the noise

propagation increases exponentially with the increase in the numbers of

nodes and messages. In order to overcome the complexity issue, two differ-

ent recursive approaches are proposed to obtain the received SNR of each

message. More precisely, the forward recursive approach is designed for the

MH-TRC with relatively small numbers of nodes and messages, while the

backward recursive approach can be applied to the large scale MH-TRCs.

The closed-form expressions of outage probabilities for both Non-NC and

MH-ANC schemes are derived. Numerical results demonstrate that the pro-

posed MH-ANC has better outage performance than the Non-NC scheme

in the MH-TRC where the number of nodes is relatively small.
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• Multi-Hop Compute-and-Forward: The MH-CPF scheme, where the

CPF scheme is applied at relay nodes, is analyzed in Chapter 5. The sim-

ilar recursive approaches for deriving the received SNR in the MH-ANC is

designed to obtain the received linear combinations at the user nodes to

overcome the complexity issue when the numbers of nodes and messages

are large. Moreover, a two-dimension complex lattice reduction algorithm

is designed to find the best coefficients that maximizes the computation

rate. The outage probabilities for both Non-NC and MH-ANC schemes are

derived. The numerical results demonstrate that the proposed MH-CPF

has better outage performance than Non-NC in large scale MH-TRCs.

• Optimal Multi-Hop Wireless Network Coding. The Multi-TI MH-

WNC scheme is proposed in Chapter 6. To generalize the performance

analysis, the transmission pattern of the Multi-TI MH-WNC scheme is con-

verted to a binary tree model. Specifically, the end-to-end SNR of Multi-TI

MH-ANC is solved with a proposed postorder traversal approach, and the

outage probability of Multi-TI MH-CPF is obtained with the converted

transmission matrix. It is demonstrated that there exists an optimal MH-

WNC scheme which can achieve the best outage performance for all-scale

MH-TRCs. Although the optimal MH-WNC is poorer than the 2-TI MH-

WNC scheme in network throughput, the former is proven to be superior

to the latter in outage performance. Furthermore, the optimal MH-WNC

scheme for different scale MH-TRCs is generalized, and the numerical re-

sults prove that it can achieve better outage performance than Non-NC in

all scale MH-TRCs.

• Multi-Way Compute-and-Forward: The original CPF is extended to

the mRC with the generalized transmission scheme. In Chapter 7, a dom-

inated solution is proposed to overcome the issue of ensuring the linear

independent condition while maximizing the overall computation rate upon

one reception. The outage performance of the proposed CPF scheme is ana-

lyzed, and the numerical results show that the extended CPF scheme joined

with the proposed dominated solution has better outage performance than

the Non-NC scheme in the mRC with relatively a small number of users.
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1.3 Organization

The dissertation begins with a review of network coding in relay based networks

in Chapter 2. Chapter 3 develops a generalized MH-WNC for the L-node K-

message MH-TRC.

The MH-ANC scheme for the generalized non-regenerative MH-TRC is ana-

lyzed in Chapter 4. Two recursive approaches for deriving the received SNR of

each message are presented in Section 4.4. The outage performance and maxi-

mum sum-rate of MH-ANC is analyzed and closed-form expressions are presented

in the following sections. Finally, the comparison between the Non-NC and MH-

ANC schemes is presented in Section 4.9.

The MH-CPF scheme for the generalized L-node K-message MH-TRC is an-

alyzed in Chapter 5. The algorithm for maximizing the computation rate is dis-

cussed in Section 5.5. The outage probability for MH-CPF is derived in Section

5.7. The numerical results and discussion are presented in Section 5.9.

Chapter 6 looks at the optimal MH-WNC for all-scale MH-TRCs. In Section

6.4, the model of Multi-TI MH-WNC for the generalized MH-TRC is built. The

methodologies for analyzing the performance of Multi-TI MH-WNC are discussed

in Section 6.5. The optimum MH-ANC and MH-CPF for different scale MH-

TRCs are obtained through numerical simulations in Section 6.6. The findings

are discussed in Section 6.7.

In Chapter 7, the research is moved from two-way channels to multi-way

channels. The system model and CPF scheme for the mRC are presented in

Section 7.3. The dominated solution for maximizing the overall computation

rate in the mRC is described in Section 7.4. Outage performance analysis of the

proposed CPF for the mRC is presented in Section 7.5 and numerical results are

given in Section 7.6.

Finally, Chapter 8 summarizes the results and future directions for this line

of work.





Chapter 2

Background

This chapter provides an overview of network coding and its applications in

relay-based networks. It begins in Section 2.1 presenting some preliminary knowl-

edge of relay-based network and two prominent relaying strategies. Section 2.2

and Section 2.3 discuss network coding and its application in wireless communi-

cation systems. Section 2.4 discusses prior work in network coding relevant to

this dissertation. The specific differences with the components in this dissertation

will be discussed in the corresponding chapters.

2.1 Relay Networks

Relay networks refer to a class of network topology commonly used in wireless net-

works. In such a network, the source and destination are unable to communicate

with each other directly because the distance between them is greater than the

transmission range [38]. Therefore, the source and destination are interconnected

by means of intermediate nodes [39–41].

As is well documented throughout the available literature, there are two dif-

ferent types of relaying strategies existing, i.e., non-regenerative and regenerative

relaying strategies [42, 43].

• Non-regenerative relaying strategy: Non-regenerative relaying strate-

gies (also known as transparent relaying strategies) imply that relays do not

modify the information represented by a waveform, and no digital opera-

tions are performed. Very simple operations are usually performed, such as
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simple amplification, phase rotation. One of the simplest example strate-

gies belonging to non-regenerative relaying strategies is amplify-and-forward

(AF), where the received signal is amplified and retransmitted. There are

no complicated operations at the relay, but noise builds with the transmis-

sion [44–47].

• Regenerative relaying strategy: Regenerative relaying strategies, on

the other hand, require relays to change the waveform and/or the informa-

tion contents by performing some processing in a digital domain. Unlike

the non-regenerative relaying strategy, this requires digital operations, thus

more powerful hardware. Therefore, regenerative relays usually outperform

non-regenerative relays. The most prominent examples of regenerative re-

laying strategies are estimate and forward (EF) [48], compress and forward

(CF) [49,50], and decode and forward (DF) [51,52]. Although the decoding

process in regenerative relaying strategies eliminates the noise propagation,

however decoding errors accumulate via transmissions.

2.2 Network Coding

A basic assumption in all communication networks today is that information is

separate. Therefore, the information transmitted in the internet or phone network

operates the same way as cars sharing a highway. Only recently made with the

advent of NC [12] is a simple but important observation that in communication

networks, relays can not only transmit but also combine the received packets

for generating encoded packets on the outgoing links. At the network layer for

example, relays can perform the binary addition of independent bit streams. In

other words, data streams that are independently produced and consumed do not

necessarily need to be kept separate when they are transmitted throughout the

network. There are ways to combine and later extract independent information

[53].

Network coding is best demonstrated via the famous butterfly example shown

in Figure 2.1. All links are assumed to have the same capacity of one message

per time unit. Without network coding, 10 time units are required for the two
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Figure 2.1: The butterfly example.

end nodes 6 and 7 to receive both messages, as shown in Figure 2.1(a). The

network throughput without network coding is 1/5 message/time unit. However,

by sending the bitwise exclusive OR (XOR) of messages A and B in the middle

links, two messages can be delivered per time unit to both receivers. As a result,

the number of time units can be reduced to 8 and the network throughput is

improved to 1/4 message/time unit, i.e., with a 25% improvement.

Following the seminal work of [12], Li et al. [54] showed that a linear coding

mechanism is sufficient for the achievement of the multi-cast capacity. The pro-

posed linear network coding (LNC) refers to the linear combination at a relay,

where the output flow at this node is the linear combination of its input flows.

The coefficients of the combination are selected from a finite field. Note that the

operation is computed in a finite field, thus the generated message has the same

length as the original message. Sink nodes receive these network coded messages,

and collect them in a matrix. The original messages can be recovered by any

node as long as the matrix has a full rank.

While the network topology in wireless communication networks is dynamic
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and/or unknown, the deterministic network coding is difficult to realize. In this

case, random linear network coding (RLNC) is an efficient approach to apply

network coding to such communication networks [55–57]. The main idea of RLNC

is to select the linear coefficients in a finite field F in a random way. Therefore,

each node sends out packets obtained as a random linear combination stored

in its buffer. One prominent result of [55] is that: if the source information is

divided into k original packets, each receiver could recover the whole information

form any k received network coded packets with probability 1 − 1/|F|. For a

sufficiently large finite field, this probability is close to 1. Lun et al. [58] showed

that RLNC could approximately achieve the network throughput for both unicast

and multi-cast sessions in wireless communication networks.

2.3 Wireless Network Coding

Since its inception in information theory in 2000, network coding has attracted a

significant amount of research attention [59]. After the initial theoretical studies

in wired networks, the applicability of network coding for wireless networks was

soon identified and investigated extensively [60]. However, wireless links have

higher error rates than wired links which are more reliable and predictable, and

wireless links vary over short time scales [61]. Moreover, a major distinguishing

feature of wireless networks with wired networks is their multi-cast nature [62,63].

Transmissions in wired network do not interfere with each other, while interfer-

ence is unavoidable in MACs. Traditionally, channel-access schemes [64], such

as time division multiple access (TDMA) [65], frequency division multiple access

(FDMA) [66, 67], and code division multiple access (CDMA) [68] are applied to

avoid interference.

Albeit with totally different characteristics, the multi-cast feature of wireless

networks provides an opportunity to apply network coding. When a transmitter

broadcasts a message, it is likely that all neighboring receivers within the trans-

mission range will receive it. Then, utilizing the idea of network coding, these

receivers can then transmit the function of overhearing messages to the next hop.

In view of this fact, WNC [69–72] was proposed to improve the throughput in
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wireless networks [15]. To date, prominent applications of WNC include TWRCs

[14,19,73], multi-hop networks [13], multiple access channels [21], and multi-cast

channels [22].

A R B

Figure 2.2: A single relay two-way relay channel.

The WNC scheme can be illustrated through a very simple single relay TWRC

shown in Figure 2.2. In this network, two users exchange messages over a shared

wireless half-duplex channel [74] via one intermediate relay.

A R BTimeslot 1

A R BTimeslot 2

A R BTimeslot 3

A R BTimeslot 4

SA

SA

SB

SB

Figure 2.3: Traditional straightforward scheme.

Traditionally, interference is avoided by prohibiting the overlapping of signals

from users A and B to relay R at the same time slot. Let SA and SB denote the

messages initiated by user A and B, separately. The straightforward transmission

scheme can be illustrated by Figure 2.3. It can be seen from the figure, that a

number of four time slots are required to complete message exchange between the

two users.

On the other hand, Figure 2.4 shows the network coding in the single relay

TWRC. In the first and second time slot, users A and B send their messages SA

and SB to relay R, separately. Instead of forwarding their messages individually,
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Figure 2.4: Network Coding.

relay R constructs a network-coded message SR as

SR = SA ⊕ SB, (2.1)

where ⊕ denotes XOR operation being applied over the entire messages of SA

and SB. In the third time slot, relay R broadcasts SR to both users A and B.

Upon reception, user A can extract SB from SR as follows

SA ⊕ SR = SA ⊕ (SA ⊕ SB) = SB. (2.2)

A similar operation can be applied at user B to recover SA. Only three time

slots are required with network coding, representing a 50% network throughput

improvement over the traditional straightforward scheme.

2.3.1 Analog Network Coding

In [13], Katti et al. embraced interference into two-way relay channels, and

proposed analog network coding. The proposed ANC scheme was performed in

signal-level rather than bit-level.

The ANC scheme for the single relay TWRC can be divided into two phases,

i.e., multi-access (MA) and broadcast phases, as shown in Figure 2.5.

In the MA phase, both users transmit their modulated signals to relay R

simultaneously. The received signal at the relay is

yR =
√
PAhA,RxA +

√
PBhB,RxB + nR, (2.3)
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Figure 2.5: Analog network coding.

where nR is the received noise at relay R,
√
PA and

√
PB are the transmission

powers, and xA and xB are the transmitted signals at user A and B, separately.

hA,R and hB,R are the channel coefficients of link A−R and B −R, separately.

The AF relaying strategy is applied at the relay. Therefore, the relay ampli-

fies and forwards the received signal to both users in the broadcast phase. For

example, the received signal at user A is

yA=G
√
PRhA,RyR + nA

=G
√
PR
√
PAhA,RhA,RxA +G

√
PR
√
PBhA,RhB,RxB +G

√
PRhA,RnR + nA,

where G is the gain at the relay given by

G =

√
1

PA|hA,R|2 + PB|hB,R|2 + σ2
,

where σ2 is the noise variance of the received noise nR. Since user A has the

knowledge of its own transmitted signal xA, the resulting signals after cancelling

interference can be written as

y∗A=G
√
PR
√
PBhA,RhB,RxB +G

√
PRhA,RnR + nA. (2.4)

The received SNR for message xB can then be calculated as

γB =
G2PRPB|hA,R|2|hB,R|2

G2PR|hA,R|2σ2 + σ2
. (2.5)

Only two time slots are required to exchange the two messages, therefore a

doubled network throughput is achieved by ANC. Moreover, only simple opera-

tions are required at both relay and user nodes. However, noise builds as messages

traverse, as can be observed from the received SNR given by (2.5).
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2.3.2 Physical-Layer Network Coding

In PNC [14], the received signal is decoded to the modular-2 summation of the

transmitted messages. Considering a single relay TWRC with binary symmetric

channels (BSCs) [75], the two messages sent from the two users are SA and SB,

which are either 1 or 0. The two modulated signals after binary phase-shift keying

(BPSK) modulation are either X = 1(S = 1) or X = −1(S = 0). Similar to

ANC, two phases are required for the PNC scheme. During the MA phase, the

relay receives a combination of two modulated signals YR. The aim of PNC is to

decode the XOR combination of the two codewords, i.e., SR = SA ⊕ SB. Table

2.1 shows the PNC mapping [76] process at the relay.

Table 2.1: PNC mapping.

Modulation at users Demodulation and Modulation at the relay

Message Signal Rec. Signal Demodulated Combination Trans. Signal

SA SB XA XB YR SR = SA ⊕ SB XR

0 0 −1 −1 −2 0 −1

0 1 −1 1 0 1 1

1 0 1 −1 0 1 1

1 1 1 1 2 0 −1

The signal constellation can be expressed as the following Figure 2.6, where

(SA,SB)= (-1,-1) (-1,1) (1,-1) (1,1)

SR= -1 -1
 

-A
1

-B B A

Figure 2.6: Signal constellation of the received signal at the relay node.

−γ and γ are two decision boundaries. For AWGN channels, A = B = 1, and

A = ||hA,R|
√
PA + |hB,R|

√
PB| and B = ||hA,R|

√
PA − |hB,R|

√
PB| for fading

channels [77, 78]. In the broadcast phase, relay R broadcasts SR to both user A

and B, and they can extract required messages simply by subtracting their own



2.3 Wireless Network Coding 17

messages.

Channel
Decode

PNC 
Mapping

yR PSA,SB SA     SB

Figure 2.7: Channel decoding network coding.

When PNC is applied in channel-coded channels, a critical process at the

relay is to transform the superimposed channel-coded packets received from two

source nodes, i.e., yR = xA + xB + nR, to the network-coded combination of the

source packets, i.e., SR = SA ⊕ SB. In the traditional multiple access problem,

the relay decodes SA and SB separately and uses network coding to obtain SR.

However, the only interested network-coded information is SA ⊕ SBg. In [79],

Zhang et al. proposed a new channel decoding network coding (CDNC) for the

procedure of yR → SA ⊕ SB, as shown in Figure 2.7. The relay first decodes yR

to obtain the probability mass function of SA + SB, denoted by PSA+SB(X) =

Pr (SA + SB = X|yR). Then the relay could obtain the target information SR =

SA ⊕ SB through the PNC mapping.

A new channel decoding scheme for CDNC based on repeat accumulate (RA)

codes was proposed in [79]. The decoder at relay R provides the design of such

a decoder along the following three steps: (1) construct a virtual encoder cor-

responding to the decoder; (2) construct the Tanner graph of the virtual code;

and (3) design the belief propagation algorithm based on the Tanner graph. Al-

though the process was only applied on regular RA codes [80], extensions to other

channel codes, such as low-density parity-check (LDPC) codes and Turbo codes,

are straightforward. A joint design of PNC with Turbo codes [81] and LDPC

codes [17] has been used to improve the error performance for PNC in the single

TWRC.

2.3.3 Compute-and-Forward

It is well recognized that random codes are the “optimal” channel codes for

achieving Shannon’s bound [82, 83]. However, a big step towards disproving this
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conjecture was achieved in 1975 [84], and shortly afterwards interest in using

bandwidth-efficient modulation codes with new structures, e.g., multi-h codes [85]

and lattice codes [86,87] began.

An n-dimensional lattice Λ is defined by a set of n basis (column) vectors

{g1,g2, ...,gn} in Rn. The lattice Λ is composed of all integral combinations of

the basis vectors, i.e.,

Λ = {l = G · i, i ∈ Zn}, (2.6)

where Z = {0,±1,±2, ...}, and the n × n generator matrix G is given by G =

[g1 g2 ...gn]. It should be noted that the generator is not unique.

Nested lattices was defined in [88], where a pair of n-dimensional lattice

(Λ1,Λ2) is called nested if Λ1 ⊂ Λ2, i.e., there exists corresponding generator

matrices G1 and G2, such that

G2 = G1 · J, (2.7)

where J is an n × n integer matrix whose determinant is greater than one. The

volumes of the Voronoi region [89] of the two nested lattices satisfy

V2 = det{J} · V1. (2.8)

Figure 2.8 shows an example of nested hexagonal lattices with J = 3 ·I, where

I is the 2 by 2 identity matrix. One key result by Erez and Zamir [90] was that

nested lattice codes (combined with lattice decoding) can achieve the capacity of

the point-to-point AWGN channel

C =
1

2
log (1 + SNR) . (2.9)

There is a large body of work on lattice codes and their applications in channel

coding [88]. Combined with network coding and lattice codes, the CPF scheme

was proposed by Nazer et al. in [91]. The CPF scheme relies on codes with a

linear structure, specifically nested lattice codes. The linearity of the codebook

ensures that integer combination of codewords are also codewords, as shown in

Figure 2.9.

Considering a two-user MAC, each transmitter maps its finite-field message

into an element of the nested lattice code and sends the codeword to the relay
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Figure 2.8: Nested lattice.

w1

w1

w2

X2

X2

h1

h2

Z

y w2

Figure 2.9: A simple example of compute-and-forward.

through the MAC. Assuming that the channel coefficients h1 and h2 are both

equal to 1, the received signal at the relay can then be given by

yR = x1 + x2 + nR. (2.10)

The relay observes a noisy sum of the transmitted codewords and determines

the closest lattice point. After taking a modulo operation with respect to the

coarse lattice (Λ2), the receiver can invert the mapping and determine the modulo

sum of the original messages. For the above case, both channel coefficients are
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equivalent to 1, the two coefficients are also chosen as 1. For fading channels,

instead of trying to decode the sum of the codewords, the relay aims to decode

an integer combination of the codewords (modulo the coarse lattice)

v = [a1x1 + a2x2] mod Λ. (2.11)

This combination is also a codeword due to the linear structure of the nested

lattice code. If the integer coefficients are close enough to the channel coefficients,

then it seems plausible that the relay can decode the function successfully. In

other words, the relay can recover the integer combination of codewords as long

as the rate of the nested lattice code is at most the computation rate [92]

RCOMP(h, a) = max
a6=0

log+

(
||a||2 − P |ah†|2

1 + P ||h||2

)−1

, (2.12)

where log+(x) , max
(

log(x), 0
)
, a = [a1 a2] and h = [h1 h2]. The established

computation rate is proven to have significant improvements than conventional

relaying strategies in the MAC.

2.4 Other Recent Work

Subsequent growth in wireless network coding has been explosive. The benefits

of combining network coding with broadcasting have been investigated in [93,94].

Since the proposed PNC scheme in [14] requires perfect synchronization of the

two users, many previous works [14, 20, 95, 96] found that symbol misalignment

will result in appreciable performance penalties. Zhang et al. [14] showed that

the BER performance penalties due to symbol offset is 3 dB worse for BPSK

modulation, and 6 dB for quadrature phase shift keying (QPSK) modulation.

In [97], the authors proposed a practical PNC which removed the synchronization

assumption in the original PNC scheme. Most recently, Lu et al. in [98] used a

belief propagation algorithm in channel-coded PNC, and reduced the penalties

caused by the symbol misalignment in asynchronous PNC.

COPE was designed by Katti et al. in [15], where the two-way transmission

was finished in three time slots in comparison to the traditional four time slot

scheme. In [13], where Katti et al. embrace interference into two-way relay chan-

nels, the network coding was performed in signal-level rather than bit-level. The



2.4 Other Recent Work 21

follow-up work by Louie et al. showed that ANC can achieve higher maximum

sum-rates than the conventional four time slot transmission scheme in the single

relay TWRC.

There has been much interest in applying wireless network coding in vari-

ous relay networks. In [99], Wang et al. proposed network coding schemes for

cooperative relay networks and user cooperation networks. Relay selection was

integrated with network coding in [100, 101] for multi-relay networks. Park et

al. [102] proposed a hierarchically modulated network coding scheme for asym-

metric two-way relay channels. Similar work with network-coded modulation was

carried out in [103]. In [104,105], Xiao et al. proposed a new finite-field network

coding for the multi-user multi-relay network, which showed better performance

than superposition coding in binary field.

Furthermore, You et al. extended the analog network coding from two-hop

to multi-hop in [106], which is shown to have significant improvement in network

throughput. However, the work in [106] is different from the MH-TRC proposed

in this dissertation. The difference will be discussed in the corresponding chapter.

Most recently, much researchers have tried to integrate wireless network coding

with multi-antenna technology to improve network throughput and/or reduce

processing complexity [107–110].

Additionally, when channel coding and decoding are applied for the two-way

relay network, a critical process at the relay is to transform the superimposed

channel-coded packets received from two source nodes to the network-coded com-

bination of the source packets. In contrast to the traditional network coding

scheme where network coding is performed after channel decoding, Zhang et

al. [111] proposed a new scheme where network coding is performed prior to

channel decoding processing by directly combining the soft/hard decisions. Joint

designs of PNC with RA codes [79], Turbo codes [81], and LDPC codes [17]

have been designed to improve the error performance for two-way relay channels.

Rateless codes [112–114] combined with network coding was investigated in [115],

and the result showed that the proposed scheme can reduce the startup and play-

back delay in peer-to-peer (P2P) video streaming [116]. In [117,118], the authors

proposed a novel transmission scheme for rateless codes over cooperative relay
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networks with multiple relay nodes, where the scheme combines network coding

to allow source nodes transmitting partial information about the next message

block during the current block transmission. The network coding with rateless

code design yields an increase in the overall throughput, thereby improving the

spectral efficiency.



Chapter 3

Wireless Network Coding for

Multi-Hop Two-Way Relay

Channels

3.1 Introduction

Multi-hop two-way relay channels are wireless channels that two users employ to

exchange their messages through two or more relays. The traditional straight-

forward hop-by-hop transmission scheme suffers long delays, low packet delivery

efficiency and spectrum efficiency. Recently, the advent of WNC has offered a

new opportunity to improve the network throughput and transmission reliability

by exploiting interference in intermediate relays. It has been proven that WNC

can double the system capacity in a single relay TWRC [20].

In this chapter, the WNC in the single TWRC is extended to the generalized

L-node K-message MH-TRC, and a novel MH-WNC is designed. More specif-

ically, the generalized L-node K-message MH-TRC model is presented. In this

model, K-pair messages from two user nodes are exchanged through L− 1 hops.

Two exchange patterns are defined for the multi-message exchange, i.e., non-

symmetrical and symmetrical exchange patterns. In order to set a benchmark for

the network throughput, communication delays and performance analysis, two

different Non-NC schemes with different exchange patterns are briefly described.

That is, the traditional straightforward transmission scheme with the symmetrical
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exchange pattern, and the optimized scheme with the non-symmetrical exchange

pattern.

The WNC scheme for the single relay TWRC has been widely studied [14,

19, 73]. The principle of WNC is a network-coded message working with self

information cancelation. In the single relay TWRC, the network-coded message is

generated at the only relay node, and the self information cancelation is performed

at the two user nodes. However, it should be noted that for the MH-TRC,

network-coded messages are generated when the packets from two neighboring

nodes collide. Therefore, the self information cancelation can be performed on

the relay nodes at each reception, or on user nodes at the end of the transmission.

For the proposed MH-WNC in this dissertation, self information cancelation

is applied only at the user nodes, which leads to less complexity for the relay node

compared to the information cancelation at relay nodes upon each reception. This

chapter presents a general transmission strategy of the MH-WNC scheme. The

system model and transmission strategy in this chapter provide a platform for

the performance analysis discussed in the following chapters.

The contributions in this chapter can be summarized as follows:

1. The transmission scheme of MH-WNC for the L-node K-message MH-TRC

is generalized, and the transmission pattern and transmission events at each

node in different time slots are presented;

2. A simulation platform for analyzing the MH-WNC schemes for different

scale MH-TRCs is built, and the generalized transmission pattern is illus-

trated with grid charts; and

3. The network throughput and communication delays for different schemes

in the generalized MH-TRC are evaluated, and the comparison results are

summarized.

3.2 Related Work

There has been some work in the application of WNC to multi-hop relay networks.

Zhang et al. [14] described PNC for general uni-directional and bi-directional
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linear networks, where the self information cancelation is performed on the relay

nodes at each reception. In the proposed scheme, each relay stores a copy of

the message it sends. It then “adds” the inverse of this stored message to the

message it receives from the neighboring nodes in the next time slot to recover the

new message being forwarded. The results in [14] showed that PNC can achieve

the upper-bound capacity, 0.5 frame/time slot in each direction for bi-directional

transmissions between the two end nodes [119]. Their scheme was built on the

BSC, however the PNC scheme in noisy and fading channels requires perfect

decoding. Moreover, the decoding error propagates throughout the transmission.

The relay-aid network coding (RANC) in multi-hop wireless networks was in-

vestigated in [120], and the authors exploited PNC into wireless ad hoc networks.

In the proposed scheme, nodes are divided into native nodes and relay nodes,

where the native node only transmits its own message and the relay node trans-

mits the XOR combination of the received messages and its own message. The

simulation results showed that the proposed RANC can significantly improve the

network throughput over COPE [15].

Combined with multiple antennas technology, Ono et al. proposed an archi-

tecture of multi-input and multi-output (MIMO) mesh network incorporated with

network coding in [121, 122]. By introducing multiple antennas into multi-hop

networks, co-channel interference cancelation and bi-directional transmission can

be realized at the same time. The numerical analysis showed that the proposed

architecture can achieve significantly higher channel capacity and reliability than

that of conventional schemes for the MH-TRC.

Most recently, You et al. applied ANC to the MH-TRC in [106], where two dif-

ferent ANC schemes for MH-TRC were proposed. That is, the AF-ANC-Central

scheme, where ANC was only utilized at the central node, and the AF-ANC-

Even scheme, where the even relays perform ANC and odd relays only perform

substraction and AF. The proposed AF-ANC-Central scheme can achieve only a

doubled network throughput compared to the Non-NC scheme. The AF-ANC-

Even scheme can further improve the network throughput, but the self informa-

tion cancelation was performed on relay nodes at each reception. This additional

operation increased the complexity of relay nodes and required more powerful
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hardware. Moreover, the authors did not generalize a transmission scheme for all

scale MH-TRCs and there was no outage performance analysis in the published

work.

3.3 System Model

Consider a MH-TRC with L nodes {Nl}Ll=1 as illustrated in Figure 3.1. User nodes

N1 and NL wish to exchange their messages through intermediate relay nodes

{Nl}L−1
l=2 . The message sequences to be transmitted by N1 and NL are noted as

U = {uk}Kk=1 and V = {vk}Kk=1, respectively. It is assumed that only immediately

neighboring nodes are within the transmission range in this network, and signals

received from non-neighboring nodes are negligible due to signal attenuation.

All the links between two nodes are assumed to have the same capacity of one

message per channel per time unit.

N2

N1 NL

N3 NL-2 NL-1N4

h2 h3 hL-2

hL-1h1

User 

Node

User 

Node

 

Relay Nodes

Figure 3.1: The L-node K-message multi-hop two-way relay network.

3.3.1 Message Exchange Pattern

Different from the traditional MH-TRC where only one pair of messages are ex-

changed between the two user nodes, the K-pair messages can be exchanged

via different patterns, such as {u1, v1, u2, v2, ..., uK , vK} (one message to NL, one

message to N1, and so forth), or {u1, u2, v1, v2, ..., vK−1, vK} (two messages to NL,

two messages to N1, and so forth). In this section, two general types of trans-

mission patterns are considered, i.e., symmetrical and non-symmetrical exchange

patterns.

• Symmetrical exchange pattern: The symmetrical exchange pattern, as
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the name suggests, is the message exchange pattern where message exchange

between the two users is symmetrical. That is, the two users exchange their

messages one by one at an equal rate.

vku1 u2 ... ... ukv1 v2

Figure 3.2: Symmetrical exchange pattern.

For the traditional straightforward relaying scheme, the two user nodes

swap messages every L− 1 time slots, i.e., user node NL sends message v1

once it receives message u1 from the other end, and so forth. As can be

observed in Figure 3.2, the message sequence exchanged with this pattern is

{(u1, v1), (u2, v2), ..., (uK , vK)}. The message transmission with this trans-

mission pattern is similar to the situation where two people swap words in

a telephone conversion.

• Non-symmetrical exchange pattern: The non-symmetrical message

exchange pattern refers to the pattern of the message exchange between the

two users that is not symmetrical, i.e., the exchange sequence is {(u1, u2, ...,

uK), (v1, v2, ..., vK)}, as shown in Figure 3.3.

That is, user node N1 sends its messages continuously every L − 1 time

slots, and user node NL starts sending its messages after receiving all the

K messages from user node N1.

This type of transmission is like the car flow on a highway with traffic

control, where only one lane is opened for bi-directional traffic. Therefore,

when the number of cars in one direction accumulates to a certain point

vku1 u2 u3 ... ... uk v1 v2 ... ...

Figure 3.3: Non-symmetrical exchange pattern.
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(similar to the number of messages K in the MH-TRC), all the cars in this

direction are released at once, while the cars traveling in the other direction

are kept waiting.

3.3.2 Communication Delays

The efficiency of message delivery and delay have been the widely studied re-

search topics in multi-hop networks in recent years (see, e.g. [27, 28]). An im-

portant factor in the performance measurement of a communication system is

communication delays, which are usually caused by the long distance between

transmitters and receivers. For example, the communication delay between the

probe on Mars and control center on the Earth is approximately 3 ∼ 21 minutes.

Similarly, it is assumed that the distances between two neighboring nodes

in the MH-TRC are identical to each other, and each transmission between two

nodes takes one time unit (disregarding the time between the relay node receiving

and transmiting the message). It takes L− 1 time units for one message to reach

the other end in the L-node MH-TRC. Therefore, the communication delay is

L− 1 time unit.

The communication delay can be decreased by reducing the distance between

two user nodes or applying advanced communication technologies. However, the

focus of this dissertation is to improve the network throughput and communica-

tion delays with the network coding technique. As can be observed, the L − 1

time unit communication delays between the two user nodes cannot be reduced

with neither the routing or scheduling schemes, nor the network coding scheme.

Therefore, for the performance analysis in the following sections, this type com-

munication delay is not considered. On the other hand, two types of other com-

munication delays will be analyzed for the schemes with and without network

coding in the following sections:

• t1, the delay between one user node sending the first outgoing message and

receiveing the first incoming message; and

• t2, the delay between one user receiving the two messages.
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3.4 Non-Network Coding

The Non-NC scheme, opposite to the network coding scheme, is specified to the

transmission scheme that avoids interference. This type of schemes usually uses

time division techniques to schedule the transmission at each hop. In the follow-

ing sections, two types of Non-NC schemes corresponding to different exchange

patterns are discussed.

3.4.1 Straightforward Scheme

T1N1

u1

N2 N3T2 NL-1 NLTL-1T3 … TL-2

T2L-2N1 N2 N3T2L-3 NL-1 NLTLT2L-4 … TL+1

T2L-1N1 N2 N3T2L NL-1 NLT3L-3T2L+1 … T3L-4

… … 

T(2K-2)(L-1)N1 N2 N3T(2K-2)(L-1)+1 NL-1 NLT(2K-1)(L-1)T(2K-2)(L-1)+2 … T(2K-1)(L-1)-1

T2K(L-1)N1 N2 N3T2K(L-1)-1 NL-1 NLT(2K-1)(L-1)+1T2K(L-1)-2 … T(2K-1)(L-1)+2

v1

u2

uk

vk

u1

v1

u2

uk

vk

Figure 3.4: The straightforward scheme for the MH-TRC.

In the straightforward scheme, to avoid signal colliding [64], intermediate

terminals relay the signal from one hop to the next, as shown in Figure 3.4. For

non-regenerative systems, relays may amplify and forward the received signal

from the previous node, while these relays decode the signal and re-encode it

prior to retransmission in regenerative systems. Under this scheme, it takes L−1

time slots to forward one message from N1 to NL, and a total of TSF = 2K(L−1)

time slots are required to complete the message sequence exchange.

The network throughput is defined as the number of messages transmitted in

one time unit, thus the network throughput of the straightforward scheme can
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be given by

CSF =
2K

2K(L− 1)
=

1

L− 1
(message/time slot). (3.1)

For the symmetrical message exchange pattern, users node N1 and NL take

turns to transmit their messages until the end of the exchange process. The

number of time slots for message uk to reach NL is L − 1, and the number of

time slots for message vk to reach N1 is also L−1. Therefore, the communication

delay between user N1 sending its first message and receiving its first message is

t1 = 2(L−1). Similarly, the delay between receiving two messages is t2 = 2(L−1).

3.4.2 Optimized Scheme

For the above straightforward scheme, each user sends its message every L − 1

time slots. Thus, each node in the network only works once every L − 1 time

slots. Consequently, this scheme has low network throughput and channel use

rate.

On the other hand, it is noted that each node is only able to receive the

signal from its neighboring nodes. For example, as relay node N2 cannot receive

the signal from relay node N4, the idle channels can be utilized for transmission

without causing any interference.

By rescheduling the transmission strategy, an optimized scheme is designed

as shown in Figure 3.5. With this scheme, user node N1 transmits a new message

every 3 time slots. For example, when node N4 transmits message u1 to N5 in the

fourth time slot, node N1 sends u2 to N2 at the same time. Under this scheme,

each node in the MH-TRC forwards the received signal to the next neighboring

node every 3 time slots, and the transmissions do not overlap with each other due

to the two-hop intervals between them. It can be deduced that the total number

of time slots required for this optimized scheme is 2[(L− 1) + 3(K − 1)], and the

network throughput is given by

COP =
K

(L− 1) + 3(K − 1)
(message/time slot). (3.2)

When the number of messages K is far larger than the number of nodes L,

an upper limit of COP can be obtained as

ĈOP = lim
K>>L

K

(L− 1) + 3(K − 1)
=

1

3
(message/time slot). (3.3)
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T1N1 N2 N3T2 NL-1 NLTL-1T3 … TL-2

T2(L-1)+3(K-1)N1 N2 N3T2(L-1)+3(K-1)-1 NL-1 NLTL-1+3(K-1)+1T2(L-1)+3(K-1)-2 … TL-1+3(K-1)+2

T4N1 N2 N3T5 NL-1 NLTL+2T6 … TL+1

… … 

T3(K-1)+1N1 N2 N3T3(K-1)+2 NL-1 NLTL-1+3(K-1)T3(K-1)+3 … TL-1+3(K-1)-1

T2(L-1)+6(K-1)N1 N2 N3T2(L-1)+6(K-1)-1 NL-1 NLTL-1+6(K-1)T2(L-1)+6(K-1)-2 … TL-1+6(K-1)+1

T2(L-1)+3(K-1)+3N1 N2 N3T2(L-1)+3(K-1)+2 NL-1 NLTL-1+3(K-1)+4T2(L-1)+3(K-1)+1 … TL-1+3(K-1)+5

… … 
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Figure 3.5: The optimized scheme for the MH-TRC.

In comparison with the straightforward scheme, the optimized scheme signif-

icantly improves the network throughput when the number of message is large.

However, this optimized scheme cannot work when the symmetrical exchange

pattern is required. Under this scheme, one user node does not start sending its

messages until it receives all the messages from the counterpart user. Therefore,

the communication delays with this optimized scheme are t1 = K(L − 1) and

t2 = 3. Although the waiting time delay t2 is relatively short compared to the

straightforward scheme, it can be found out that the time delay t1 is extremely

long when the number of messages is large, meaning the user has to wait an

extremely long period to receive its first message.

3.5 Wireless Network Coding

In order to improve the network throughput of the MH-TRC, WNC is now in-

troduced into the L-node K-message MH-TRC. Without loss of generality, only

the MH-TRC with odd number of nodes is considered in this dissertation, while
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the case of even L can also be extrapolated from the same procedure presented in

this section. Note that only the transmission pattern and the simulation platform

for MH-WNC are discussed in this chapter, the MH-WNC corresponding to the

non-regenerative and regenerative relaying strategies will be analyzed in the two

following chapters.

First, time slots are divided into two types, i.e., the odd and even time slots.

In an odd time slot, odd-numbered nodes broadcast signals to their neighboring

nodes, while in an even time slot, even-numbered nodes broadcast signals to

neighboring nodes. The two user nodes N1 and NL send one message every

two time slots simultaneously, and the message sent by N1 and NL in time slot

j ∈ {1, 3, ..., 2K − 1} are

u(j+1)/2 and v(j+1)/2,

respectively. A total number of 2K − 1 time slots are required for the two user

nodes to complete sending the message sequences.

N2 N3 NL-1NL-2N1 NL

N2 N3 NL-1NL-2N1 NL

N4

N4

Time slot jTime slot j+1

… … 

vi

NC NC NC NC NC

t2
j+1

y2
j

u(j+1)/2 t3
j

y3
j+1

yL-2
j+1

y4
j

yL-1
j

yL
j+1

y1
j+1

t4
j+1

tL-1
j+1

tL-2
j

Figure 3.6: Wireless network coding for the L-node K-message MH-TRC.

Similar to the WNC scheme for the single relay TWRC, the relay nodes

network-codes the received signal and broadcast the network-coded message to

the neighboring nodes in the next transmission time slot, as shown in Figure

3.6. The figure only plots the transmission schedule for two time slots j and

j + 1, while the general transmission schedule can be intuitively deduced. The

“NC” operation in the figure represents the network-coding operation at the re-

lay, which is either simple amplification in non-regenerative systems, or decoding

the received signal to obtain a network-coded codeword in regenerative networks.
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The received signal at relay node Nl in time slot j can be given by

yjl =hl−1t
j
l−1 + hl+1t

j
l+1 + wjl , (3.4)

where tjl is the transmitted signal by relay node Nl in time slot j, wjl denotes the

received noise at node Nl in time slot j. For non-regenerative relaying strategies,

the transmitted signal tjl is simply a scaled version of the received signal from the

previous time slot yj−1
l , which is illustrated in Chapter 4. For regenerative relay-

ing strategies, the transmitted signal tjl is the network-coded codeword decoded

from yj−1
l (an XORed message with “standard” PNC, or a linear combination

with CPF), which is discussed in Chapter 5.

After time slot L − 1, the two user nodes will receive the signal containing

the messages from the counterpart user node every two time slots. Knowing its

own messages, the user nodes can extract the required messages. The user nodes

cancel the own signals in the analog field and decode the required messages in

MH-ANC, as will be explained in Chapter 4. On the other hand, the user nodes

decode the linear combination of outgoing and incoming messages, and solve the

linear eqnarrays for the required messages, as will be explained in Chapter 5.

N2N1 N5N3 N4 T1T1

N2N1 N5N3 N4T2 T2

N2N1 N5N3 N4T3 T3T3

N2N1 N5N3 N4T4 T4T4
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N2N1 N5N3 N4 T6T6
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Figure 3.7: Transmission scheme of MH-WNC for the 5-node 2-message MH-TRC.

Transmission scheme of MH-WNC for a 5-node 2-message MH-

TRC: A total number of 6 time slots are required to complete messages exchange

with MH-WNC in the 5-node 2-message MH-TRC. The transmission scheme of
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Table 3.1: Transmission events of MH-WNC for the 5-node 2-message MH-TRC.

Time slot Node Event Received signal

1 N2 N1

u1

−−→ N2 y12 = h1u1 + w1
2

N4 N4

v1
←−− N5 y15 = h4v1 + w1

5

2 N3 N2

t22
−−→ N3

t24
←−− N4 y23 = h2t

2
2 + h3t

2
4 + w2

3

3 N2 N1

u2

−−→ N2

t33
←−− N3 y32 = h1u2 + h2t

3
3 + w3

2

N4 N3

t33
−−→ N4

v2
←−− N5 y34 = h3t

3
3 + h4v2 + w3

4

4 N1 N1

t42
←−− N2 y41 = h2t

4
2 + w4

1

N3 N2

t42
−−→ N3

t44
←−− N4 y43 = h2t

4
2 + h3t

4
4 + w4

3

N5 N4

t44
−−→ N5 y45 = h4t

4
4 + w4

5

5 N2 N2

t53
←−− N3 y52 = h2t

5
3 + w5

2

N4 N3

t53
−−→ N4 y54 = h3t

5
3 + w5

4

6 N1 N1

t62
←−− N2 y61 = h1t

6
2 + w6

1

N5 N4

t64
−−→ N5 y65 = h4t

6
4 + w6

5

A
x→ B – node A transmits message x to B,

A
x← B – node A receives message x from B,

A
x→ B

y← C – node B receives messages x and y from nodes A and C simultaneously in a

multiple-access phase,

A
x← B

x→ C – node B broadcasts message x to nodes A and C in a broadcast phase.

MH-WNC for a 5-node 2-message MH-TRC is illustrated in Figure 3.7 and Table

3.1.

It should be noted that the transmission events at each node depend on the

total number of nodes and messages. For example, the number of time slots

required for sending all the K messages is less than the number of hops, i.e.,(
2K−1 < L−1

)
. In other words, the two user nodes have completed sending all

their messages before the first message from the other end arrives. In this case,

the user nodes remain silent until the first message from the other end arrives in

time slot L−1, and the relay nodes remain silent when there are no new messages

coming from the neighboring nodes.

For the general case of 2K − 1 < L − 1, the transmission events of all of

the nodes are summarized in Table 3.2 (on the next page), and the transmission
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Table 3.2: Transmission events of MH-WNC in the L-node K-message MH-TRC

(2K − 1 < L− 1).

Node Set of time slots (Ω) Event in the set of time slot j, j ∈ Ω

N1 {1, 3, 5, ..., 2K − 1} N1

uj+1/2

−−−−→ N2

{2K + 1, 2K + 3, 2K + 5, ..., L + 2K − 4} 	

{L− 1, L + 1, ..., L− 1 + 2(K − 1)} N1

t
j
2

←−−−− N2

NL {1, 3, 5, ..., 2K − 1} NL−1

vj+1/2

←−−−− NL

{2K + 1, 2K + 3, 2K + 5, ..., L + 2K − 4} 	

{L− 1, L + 1, ..., L− 1 + 2(K − 1)} NL−1

t
j
L−1
−−−−→ NL

N2 {1} N1

u1
−−−−→ N2

{3, 5, ..., 2K − 1} N1

u(j+1)/2

−−−−→ N2

t
j
2

←−−−− N3

{2K + 1, 2K + 3, 2K + 5, ..., L + 2K − 4} N2

t
j
3

←−−−− N3

{2, 4, ..., L + 2K − 5} N1

t
j
2

←−−−− N2

t
j
2

−−−−→ N3

L− 1 + 2(K − 1) N1

t
j
2

←−−−− N2

NL−1 {1} NL−1

v1
←−−−− NL

{3, 5, ..., 2K − 1} NL−2

t
j
L−2
−−−−→ NL−1

v(j+1)/2

←−−−− NL

{2K + 1, 2K + 3, 2K + 5, ..., L + 2K − 4} NL−2

t
j
L−2
−−−−→ NL−1

{2, 4, ..., L + 2K − 5} NL−2

t
j
L−1
←−−−− NL−1

t
j
L−1
−−−−→ NL

L− 1 + 2(K − 1) NL−1

t
j
L−1
−−−−→ NL

{Nl}
(L−3)/2
l=3

{1, 2, ..., l− 1}
⋃
{L + 2K − l, ...,TK} 	

{l} Nl−1

v
j
l−1
−−−−→ Nl

{l + 2, l + 4, ..., L− 1 + 2(K − 1)− l} Nl−1

t
j
l−1
−−−−→ Nl

t
j
l+1
←−−−− Nl+1

{l + 1, l + 3, ..., L− 1 + 2(K − 1)− 2(l− 1)} Nl−1

t
j
l

←−−−− Nl

t
j
l

−−−−→ Nl+1

L− 1 + 2(K − 1)− 2(l− 2) Nl−1

t
j
l

←−−−− Nl

{Nl}
L−2
l=(L+1)/2

{1, 2, ..., L− l− 2}
⋃
{2K + l, ...,TK} 	

{L− 1− l} Nl

t
j
l+1
←−−−− Nl+1

{L− l + 1, L− l + 3, ..., 2(K − 1) + l} Nl−1

t
j
l−1
−−−−→ Nl

t
j
l+1
←−−−− Nl+1

{L− l, L− l + 2, ..., 2(K − 1) + l− 1} Nl−1

t
j
l

←−−−− Nl

t
j
l

−−−−→ Nl+1

2(K − 1) + l + 1 Rl

t
j
l

−−−−→ Nl+1

N(L−1)/2 {1, 2, ..., (L− 3)/2}
⋃
{2K + (L− 5)/2, ...,TK} 	

{(L− 1)/2, (L + 1)/2, ..., 2(K − 1) + (L− 1)/2} N(L−3)/2

t
j
(L−3)/2

−−−−→ N(L−1)/2

t
j
(L+1)/2

←−−−− N(L+1)/2

{N/2 + 1, N/2 + 3, ..., 2(K − 1) +N/2− 1} N(L−3)/2

t
j
(L−1)/2

←−−−− N(L−1)/2

t
j
(L−1)/2

−−−−→ N(L+1)/2

TK = L− 1 + 2(K − 1) – the total number of time slots.
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events for the case of 2K − 1 > L− 1 can be similarly extrapolated.

The total number of time slots required for the generalized L-node K-message

MH-TRC with MH-WNC is TMH-WNC = L − 1 + 2(K − 1), and the network

throughput is

CMH-WNC =
2K

L− 1 + 2(K − 1)
(message/time slot). (3.5)

The upper limit of CMH-WNC when the number of messages K is far larger

than the number of nodes L can be obtained as

ĈMH-WNC = lim
K>>L

2K

L− 1 + 2(K − 1)
= 1 (message/time slot). (3.6)

In comparison with Non-NC, MH-WNC significantly improves the network

throughput. That is, L − 1 times better than the straightforward scheme and

(L− 1)/3 times better than the optimized scheme.

The messages of the two user nodes are transmitted simultaneously, and both

user nodes receive messages from the counterpart user node at the same time

slot. Each message needs L − 1 time slot to traverse the entire L − 1 hops, so

the communication delay between one user node sending out its first message

and receiving its first message is t1 = L − 1. Moreover, since the message is

transmitted every two time slots, both user nodes will receive a new message from

the counterpart user node every two time slots after the first message arrives. The

communication delay between receiving two messages is t2 = 2. In comparison

with the Non-NC scheme, the MH-WNC gives significant improvement in both

communication delays.

3.6 Simulation Platform

The transmission pattern for WNC in the single relay TWRC is quite straightfor-

ward and intuitively understood. It only consists of two phases, i.e., the multiple

access and broadcast phases. The transmission of each pair of messages is in-

dependent, and the transmission of previous messages does not affect that of

subsequent messages.

Similarly, the proposed MH-WNC is made up of a series of multiple access

and broadcast phases. However, since each node works every two time slots, the
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transmission of different messages are overlapped. Therefore, a simulation plat-

form is built to show the detailed transmission pattern and transmission events at

each node of MH-WNC for different scale MH-TRCs. The established simulation

platform can also be used to analyze the performance of MH-WNC in Chapters

4 and 5.

Following the transmission scheme, the transmission scenario for MH-WNC

can be extrapolated as follows

• User nodes send their messages every two time slots in odd time slots,

until they have finished sending all the K messages. They start to receive

messages from their neighboring relay nodes from time slot L− 1 every two

time slots in even time slots until the end of the entire exchange process.

They remain silent in the rest time slots; and

• Relay nodes transmit the forward and backward messages once every two

time slots.

Denote by R, T and 	 the receiving, sending and silent modes of the node in

the MH-WNC, respectively. Let Sjl be the operation mode for node Nl in time

slot j. Following the above transmission scenario, the transmission modes for

each node in different time slots can be summarized as:

• For user nodes N1 and NL,

Sj1 = SjL = T, j ∈ {1, 3, 5, ..., 2(K − 1) + 1}.

Sj1 = SjL = R, j ∈ {L− 1, L− 1 + 2, L− 1 + 4, ..., L− 1 + 2(K − 1)}.

Sj1 = SjL = 	, other.

• For relay nodes {Nl}L−1
l=2 ,

Sjl = T, j ∈ {L− l + 1, L− l + 2 + 1, L− l + 4 + 1, ..., L− l + 2(K − 1) +

1} ∪ {l + 1, l + 2 + 1, l + 4 + 1, ..., l + 2(K − 1) + 1}.

Sjl = R, if Sjl−1 = T ∪ Sjl+1 = T.

Sj1 = 	, other.

Let−1 represent the receiving mode, 1 represent the sending mode, 0 represent

the silent mode, and −2 represent receiving signals from both neighboring nodes.
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The transmission pattern can be represented with a T (the number of time slots)

by L (the number of nodes) transmission matrix T.

For example, the transmission matrix of MH-WNC for the 5-node 2-message

MH-TRC can be expressed as

T2
52 =



1 −1 0 −1 1

0 1 −2 1 0

1 −2 1 −2 1

−1 1 −2 1 −1

0 −1 1 −1 0

−1 1 0 1 −1


. (3.7)

With the matrix, the transmission pattern of the MH-WNC scheme for dif-

ferent scale MH-TRCs can be illustrated. A grid chart is designed to display

the transmission pattern of the MH-WNC. For example, the grid charts for the

5-node 3-message MH-TRC and 11-node 3-message MH-TRCs with MH-WNC

are illustrated by Figure 3.8.

The horizontal grids represent the L nodes in the network, and the vertical

grids represent the T time slots. Each grid represents the operation mode of

the corresponding node in a specific time slot. The black grid represents the

transmission mode, the dark gray grid represents the node receiving two signals

from two neighboring nodes, the ash grey grid represents the node receiving only

one signal from one of its neighboring nodes, and the white grid represents the

silent mode.

It can be observed that the shape of the transmission pattern of the MH-

WNC in Figure 3.8(b) is like the letter X. All the relay nodes remain silent

before the first signal reaches, and after sending out the last message. Moreover,

after initial stages, all the relay nodes receive bi-directional signals from both

neighboring nodes. When there are no more new messages from user nodes, the

relay node only transmits when there is a new message coming from the other

nodes.

Given the numbers of nodes L and messages K, the grid chart of the transmis-

sion pattern of the MH-WNC for different scale MH-TRCs can be plotted with
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(a) 5-node 3-message MH-TRC.
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Figure 3.8: Grid charts of the transmission pattern of MH-WNC for different scale

MH-TRCs.

the above simulation platform.
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3.7 Summary

In summary, a novel MH-WNC scheme for the generalized L-node K-message

MH-TRC is designed in this chapter. The transmission events of each user node

in different time slots are specialized. A simulation platform is built to express

the transmission pattern of MH-WNC for the generalized MH-TRC, and will be

further used for performance analysis in the following chapters. The proposed

MH-WNC scheme can significantly improve the network throughput in compari-

son with the Non-NC schemes. Specifically, the schemes discussed in this chapter

are summarized in the following Table 3.3.

Table 3.3: Different transmission schemes for the generalized L-node K-message
MH-TRC

Scheme t1 t2
Network

throughput

Network
Through-
put Upper

limit

Exchange
pattern

Straight-
forward

2(L− 1) 2(L− 1) 1
L−1

1
L−1 Symmetrical

Optimized
(K + 1)(L−

1)
3 K

L−1+3(K−1)
1
3

Non-
symmetrical

MH-WNC L− 1 2 2K
L−1+2(K−1) 1 Symmetrical

It is found that, for the symmetrical message exchange pattern, MH-WNC can

achieve the best network throughput of the three schemes. The network through-

put improvement over the straightforward scheme is L−1 times when the number

of messages is large. Moreover, the communication delays t1 and t2 of MH-WNC

are the shortest of these schemes. It can also be observed that the straightforward

scheme without interference takes the most number of time slots to complete the

whole message sequence exchange. Although the communication delay between

receiving the two messages t2 is rather short in the optimized scheme, the com-

munication delay t1 is the longest of these three schemes. Due to the asymmetry

message rate between the two users, the non-symmetrical transmission pattern is

only applicable in some special communication systems.

To sum up, the proposed MH-WNC scheme can not only achieve a significant

network throughput improvement over the Non-NC scheme in the generalized

MH-TRC, but it also has the shortest communication delays. In the following
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two chapters, the outage performance of the proposed MH-WNC scheme with two

different relaying strategies will be analyzed to demonstrate that the superiority

of the MH-WNC scheme to the Non-NC schemes is not only in the network

throughput, but also in the outage performance.





Chapter 4

Analog Network Coding for

Non-Regenerative Multi-Hop

Two-Way Channels

4.1 Introduction

In the last chapter, a general MH-WNC for the generalized L-node K-message

MH-TRC was proposed, and in this chapter immediately following the results,

the MH-WNC for the generalized non-regenerative MH-TRC will be investigated.

Katti et al. [13] embraced interference into two-way relay channels and proposed

analog network coding where the relay simply acted as a repeater and transmits a

scaled version of its observation, and source nodes extract the required signal by

canceling its own signal. The proposed ANC scheme is performed in signal-level

not bit-level and only requires simple operations at both relay and user nodes.

In this chapter, a MH-WNC scheme with the AF relaying strategy for the gen-

eralized non-regenerative MH-TRC is proposed. It is refereed to as the MH-ANC

scheme. Due to the bidirectional transmission, each message propagates through

a series of intermediate relay nodes until it reaches the user nodes. As a result,

the received signal at the user nodes consists of the combination of outgoing and

incoming messages, plus the propagated received noise at each relay node. Dif-

ferent from the ANC scheme for the MH-TRC in the previous work [106], the self

information cancelation is performed at the user nodes. Therefore, the received
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signal at the user nodes should be derived to perform self information cancelation.

Moreover, the performance analysis of MH-ANC lies on the received signal-to-

noise-ratio (SNR) of each message, so a closed-form received SNR expression is

derived for the outage and sum-rate analysis.

This chapter tackles these challenges and makes the following contributions:

1. The MH-ANC scheme for the generalized non-regenerative MH-TRC is pro-

posed, and the received signals at the user nodes;

2. To overcome the exponentially increased complexity with the increased

number of nodes and messages, two novel recursive approaches are pro-

posed to derive the received SNR;

3. The bound of the end-to-end SNR is analyzed, and a very tight upper bound

in high SNR regions is obtained. The upper-bound outage probability and

maximum sum-rate are established; and

4. The corresponding received SNR and outage probability analysis for Non-

NC in the MH-TRC are derived as benchmarks for comparison. When the

number of messages is far larger than the number of nodes, both numerical

and analytical results demonstrate that MH-ANC is superior to Non-NC in

outage probability in small scale MH-TRCs. Moreover, when the number of

nodes is relatively small in high SNR regions, the results clearly demonstrate

that the maximum sum-rate of MH-ANC is significantly better than that

of Non-NC .

4.2 Related Work

There is a large body of work on the performance analysis of the traditional AF

scheme in multi-hop relay networks. Hasna et al. [123] derived the analytical

expressions of the harmonic mean and cumulative density function of the end-to-

end SNR for two-hop relay networks, which can be applied to outage performance

and average BER analysis. Moreover, they also provided a tight upper bound for

the end-to-end SNR at high SNR regions. Later on, they analyzed the outage

probability of a two-hop relay network with fixed gain and over Rayleigh-fading
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channels in [124] and [125], separately. Following their previous work, they gen-

eralized the outage probability of the multi-hop relay network over Nakagami

fading channels in [126], and derived the average BER of the multi-hop relay net-

work over fading channels in [127]. In [128], Zhao et al. also analyzed the outage

probability of the multi-hop system over shadowed Nakagami-m fading channels.

Conne et al. analyzed the outage probability of multi-hop amplify-and-forward

multiple relay system in [129], where tight lower and upper bounds are derived for

the system. In this chapter, this previous work in the non-regenerative multi-hop

relay network will be used as a benchmark in the outage performance comparison

with the Non-NC scheme.

Following the work of Katti in 2007, much interest has been moved to the

application and performance analysis of ANC in different types of wireless re-

lay networks. In [24], the authors analyzed the performance of ANC in a single

relay TWRC. Closed-form expressions of the end-to-end SNR, outage probabil-

ity, sum-bit-error-rate (Sum-BER) and maximum sum-rate for the traditional

straightforward scheme, three time slot network coding scheme and ANC scheme

were derived. The numerical results in this paper showed that ANC can achieve

a higher maximum sum-rate over the traditional straightforward transmission

scheme.

The asymptotic optimality of ANC in high SNR regions was recently studied

in [130–132], where the authors investigated the performance of ANC in high SNR

regions and derived tight upper and lower bounds. Wang et al. [133] proposed

a rate adaptation scheme for ANC, and found the optimal transmission power

that maximizes the achievable rate. The authors in [134,135] proposed a solution

to overcome the synchronization issue in ANC, which was proven to achieve full

diversity.

Most recently, You et al. applied ANC to the MH-TRC in [106], where the

proposed AF-ANC-Central scheme achieves a doubled throughput without any

SNR loss compared to the Non-NC scheme. Although this work is similar to

the work presented in this dissertation at first glance, there are some fundamen-

tal differences. First, the proposed AF-ANC-Central scheme can a only achieve

doubled network throughput over the Non-NC scheme, while the number of mes-
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sages is large the proposed MH-WNC in this project can achieve a L − 1 times

better network throughput improvement. Although the AF-ANC-Even scheme

described in the paper is able to further improve the network throughput, the

self information cancelation performed on relay nodes at each reception increases

the complexity of relay nodes and requires more powerful hardware. Moreover,

there was no outage performance analysis in the published paper.

4.3 System Model

N2

N1 NL

N3 NL-2 NL-1N4

h2 h3 hL-2

hL-1h1

User 

Node

User 

Node

 

Relay Nodes

Figure 4.1: The L-node K-message multi-hop two-way relay network.

The L-node K-message MH-TRC is shown in Figure 4.1, where user nodes

N1 and NL wish to exchange their messages through intermediate relay nodes

{Nl}L−1
i=2 . The message sequences to be transmitted by N1 and NL are noted as

U = {uk}Kk=1 and V = {vk}Kk=1, respectively. Assuming that BPSK modulation

is applied at all the nodes, the modulated signal sequences initiated by N1 and

NL are noted as Û = {ûk}Kk=1 and V̂ = {v̂k}Kk=1. The user nodes transmit one

message every two time slots, and the modulated signals sent by N1 and NL in

time slot j ∈ {1, 3, ..., 2K − 1} are

û(j+1)/2 and v̂(j+1)/2.

The channel coefficient between node Nl and Nl+1 is denoted by {hl}L−1
l=1 ,

which is considered quasi-static and reciprocal in bi-direction. For Rayleigh fading

channels, hl ∼ CN (0, 2α2
l ) is modeled as a zero mean, independent, circularly

symmetric complex Gaussian random variable with variance α2
l per dimension.

{ωl}Ll=1 is the received noise at node Nl, which is a zero mean, independent,

circularly symmetric, complex Gaussian random variable with the variance of σ2.
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γ′l = |hl|2
σ2 is the SNR of hop l, which is exponentially distributed with parameter

1/γ̄′l, where γ̄′l =
2α2
l

σ2 denotes the average SNR of the channel. For simplicity, it is

assumed that the power per transmission per node for all the nodes are identical,

and equalized to 1.

4.3.1 Non-Network Coding

As described in the last chapter, the Non-NC scheme includes the straightforward

scheme with the symmetrical exchange pattern and the optimized scheme with

the non-symmetrical exchange pattern. It should be noted that the transmission

procedure of each message in the optimized scheme is the same as that in the

straightforward scheme, therefore the received SNR of each message is the same

for both schemes. Furthermore, the non-symmetrical exchange pattern in the

optimized scheme is different from the straightforward and MH-WNC schemes.

Therefore, in this and the following chapters, the performance analysis for the

optimized scheme is omitted. Interested readers can derive the received SNR

and outage performance with the same procedure for the straightforward scheme

provided in this chapter.

In the following parts of the dissertation, the Non-NC scheme represents the

traditional straightforward scheme described in Section 3.4.1.

For the Non-NC scheme, relays amplify and forward the received signals from

the previous nodes. The received signal at relay Nl, l = 3, 4, ..., n− 2 in time slot

j can be written as

yjl =Gl−1hl−1t
j
l−1 + ωjl , N1 → NL,

yjl =Gl+1hlt
j
l+1 + ωji , NL → N1.

where Gl represents the gain at relay nodes Nl. In order to satisfy the average

power constrain on relay nodes [136], Gl is set to

~Gl =

√
1

|hl|2 + σ2
, Nl

tjl+1

←−−−− Nl+1, (4.1)

~Gl =

√
1

|hl−1|2 + σ2
, Nl−1

tjl−1

−−−−→ Nl. (4.2)
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For the relay nodes N2 and NL−1, yjl is given by

yj2 = h1t
j
1 + ωj2, N1 → N2,

yjL−1 = hL−1t
j
L + ωjL−1, NL → NL−1.

Therefore, the received signal at node N1 in time slot j ∈ {L − 1, 3(L −

1), ..., (2K − 1)(L− 1)} can be derived as

yL−1
1 =

L−1∏
l=1

hl

L−1∏
l=2

~Glv̂1 +
L−1∑
l=1

ωL−1−l+1
l

l−1∏
z=1

hz−1

l∏
z=2

~Gz,

y
3(L−1)
1 =

L−1∏
l=1

hl

L−1∏
l=2

~Glv̂2 +
L−1∑
l=1

ω
2(L−1)−l+1
l

l−1∏
z=1

hz−1

l∏
z=2

~Gz,

...

yv̂k = y
(2k−1)(L−1)
1 =

L−1∏
l=1

hl

L−1∏
l=2

~Glv̂k +
L−1∑
l=1

ω
(2k−1)(L−1)−l+1
l

l−1∏
z=1

hz−1

l∏
z=2

~Gz.(4.3)

Following (4.3), the received SNR of v̂k can be written as

γv̂k =
Syv̂k
Nyv̂k

, (4.4)

where Syv̂k and Nyv̂k are the signal and noise powers, respectively.

The signal power Syv̂k can be given by

Syv̂k =

∣∣∣∣ L−1∏
l=1

hl

L−1∏
l=2

~Glv̂k

∣∣∣∣2 =
L−1∏
l=1

|hl|2
L−1∏
l=2

~G
2

l , (4.5)

and the noise power Nyv̂k can be obtained as

Nyv̂k =

∣∣∣∣ L−1∑
l=1

ω
(2k−1)(L−1)−l+1
l

l−1∏
z=1

hz−1

l∏
z=2

~Gz

∣∣∣∣2 =
L−1∑
l=1

σ2

l−1∏
z=1

|hz|2
l∏

z=2

~G
2

z. (4.6)

The received SNRs of each message are identical to each other due to the same

transmission procedure in the two-way relay network. Thus, the end-to-end SNR

of the Non-NC scheme is equivalent to the received SNR of v̂k, given by

γ
Non-NC

= γv̂k =

L−1∏
l=1

|hl|2
L−1∏
l=2

~G
2

l

L−1∑
l=1

σ2
i−1∏
z=1

|hz|2
i∏

z=2

~G
2

z

. (4.7)

The end-to-end SNR given by (4.7) can be simplified as

γ
Non-NC

=

[
L−1∏
l=1

(
1 +

1

γ′l

)
− 1

]−1

, (4.8)
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as proven in Appendix (A.1).

The expansion of (4.8) results in the polynomials of 1
γ′l

, and the upper bound

of end-to-end SNR of γ
Non-NC

at high SNR regions can be evaluated by canceling

the high-order product term of 1
γ′l

in (4.8) as

γ̂
Non-NC

=

[
L−1∑
l=1

1

γ′l

]−1

. (4.9)

4.3.2 Multi-Hop Analog Network Coding

The transmission scheme of MH-WNC for the MH-TRC was generalized in the

last chapter (refer to Section 3.5 and Section 3.6).

The ANC strategy is applied at each relay for MH-ANC, and the transmitted

signal of relay node Nl in time slot j is a scaled version of the received signal in

the previous time slot, given by

tjl = Gly
j−1
l , (4.10)

where Gl represents the gain at relay nodes Nl, which is set to

Gl =

√
1

|hl−1|2 + |hl|2 + σ2
, Nl−1

tjl−1

−−−−→ Nl

tjl+1

←−−−− Nl+1. (4.11)

In the MH-ANC scheme, the signal is transmitted bi-directionally throughout

the process. The received signal at relay Nl, l = {3, 4, ..., L−2} in time slot j can

be obtained as

yjl =Gl−1hl−1t
j
l−1 +Gl+1hlt

j
l+1 + ωji ,

and for the relay nodes N2 and NL−1, yjl is given by

yj2 = h1ûj+1/2 +G3h2t
j
3 + ωj2,

yjL−1 = hL−1v̂j+1/2 +GL−2hL−2t
j
L−2 + ωjL−1.

For example, the received signal at user node N1 in time slot 4 and 6 in a
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5-node 2-message MH-TRC can be derived as

y4
1=h1t

4
2 + ω4

1

=h1

(
G2y

3
2

)
+ ω4

1

=h1

(
G2

(
h1û2 + h2t

3
3 + ω3

2

))
+ ω4

1

=h1

(
G2

(
h1û2 + h2G3y

2
3 + ω3

2

))
+ ω4

1

=h1

(
G2

(
h1û2 + h2G3y

2
3 + ω3

2

))
+ ω4

1

=h1

(
G2

(
h1û2 + h2G3

(
h2t

2
2 + h3t

2
4 + ω2

3

)
+ ω3

2

))
+ ω4

1

=h1

(
G2

(
h1û2 + h2G3

(
h2G2y

1
2 + h3G4y

1
4 + ω2

3

)
+ ω3

2

))
+ ω4

1

=h1

(
G2

(
h1û2 + h2G3

(
h2G2

(
h1û1 + ω1

2

)
+ h3G4

(
h4v̂1 + ω1

4

)
+ ω2

3

)
+ ω3

2

))
+ ω4

1

=h2
1G2û2 + h2

2h
2
1G

2
2G3û1 + h4h3h2h1G4G3G2v̂1

+ω4
1 + ω3

2h1G2 + ω2
3h2G3h1G2 + ω1

2h2G2h2G3h1G2 + ω1
4h3G4h2G3h1G2,

y6
1=h1t

6
2 + ω6

1

=h1

(
G2y

5
2

)
+ ω6

1

=h1

(
G2

(
h2t

5
3 + ω5

2

))
+ ω6

1

=...

=h2
1h

2
2G

2
2G3û2 + h1h2h3h4G2G3G4v̂2 +

(h2
1G

3
2h

4
2G

2
3 + h2

1G
2
2h

2
2G

2
3h

2
3G4)û1 + (h1G

2
2h

3
2G

2
3h3G4h4 + h1G2h2G

2
3h

3
3G

2
4h4)v̂1 +

ω6
1 + ω5

2h1G2 + ω4
3h1G2h2G3 + ω3

4h1G2h2G3h3G4 +

ω3
2h1G

2
2h

2
2G3 + ω2

3(h1G
2
2h

3
2G

2
3 + h1G2h2G

2
3h

2
3G4) +

ω1
2(h1G

3
2h

4
2G

2
3 + h1G

2
2h

2
2G

2
3h

2
3G4) + ω1

4(h1G
2
2h

3
2G

2
3h3G4 + h1G2h2G

2
3h

3
3G

2
4).

After time slot L− 1, the user nodes receive the signals with the counterpart

messages from the neighboring relay nodes. For MH-ANC in the generalized

L-node K-message MH-TRC with the case 2K − 1 > L− 1, yj1 can be given by

yj1=

j
2∑
l=1

φjl ûl +

j−(L−1)
2∑
l=1

φ′
j
l v̂l +

L−1∏
l=1

hl

L−1∏
l=2

Glv̂ j−L+3
2

+
L−1∑
l=1

j∑
i=1

ψilω
i
l , (4.12)

j ∈ {L− 1, L+ 1, ..., 2K − 2}

yj1=
K∑
l=1

φjl ûl +

j−(L−1)
2∑
l=1

φ′
j
l v̂l +

L−1∏
l=1

hl

L−1∏
l=2

Glv̂ j−L+3
2

+
L−1∑
l=1

j∑
i=1

ψilω
i
l , (4.13)

j ∈ {2K, 2K + 2, ..., TMH-ANC}
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and for the case 2K − 1 < L− 1, yj1 can be given by

yj1=
K∑
l=1

φjl ûl +

j−(L−1)
2∑
l=1

φ′
j
l v̂l +

L−1∏
l=1

hl

L−1∏
l=2

Glv̂ j−L+1
2

+1 +
L−1∑
l=1

j∑
i=1

ψilω
i
l , (4.14)

j ∈ {L− 1, L+ 1, ..., TMH-ANC}

where φil, φ
′i
l and ψil are two polynomials of {hl}L−1

l=1 and {Gl}L−1
l=2 in time slot

i. (4.12) describes the transmission between v̂1 reaches N1 and ûK is sent from

N1, and (4.13) denotes the transmission after ûK is sent from N1 until time slot

TMH-ANC.

At time slot L − 1, it is shown by (4.13) that yL−1
1 contains terms {û1, û2

, ..., û(L−1)/2} and v̂1. Assuming that user node N1 has the knowledge of φil and

ψil , user node N1 can recover v̂1 by canceling terms {û1, û2, ..., û(L−1)/2}. In the

next receiving time slot L+1, yL+1
1 contains terms {û1, û2, ..., û(L+1)/2}, v̂1 and v̂2.

By canceling the terms of its own messages and v̂1 recovered in time slot L− 1,

user node N1 can recover message v̂2. This operation continues until the end of

the exchange process.

The received signal of v̂k at user node N1 in time slot L− 1 + 2(k − 1) after

canceling the known message terms can be derived as

y∗v̂k =
L−1∏
l=1

hl

L−1∏
l=2

Glv̂k +
L−1∑
l=1

L−1+2(k−1)∑
i=1

ψilω
i
l . (4.15)

Similarly, the received signal of ûk is

y∗ûk =
L−1∏
l=1

hl

L−1∏
l=2

Glûk +
L∑
l=2

L−1+2(k−1)∑
i=1

ψ′
i
lω

i
l , (4.16)

where ψ′il is also the polynomial of {hl}L−1
l=1 and {Gl}L−1

l=2 .

4.4 Received SNR

Following (4.15), the received SNR of v̂k can be given by

γ
MH-ANC,v̂k =

SMH-ANC,v̂k

NMH-ANC,v̂k

=

L−1∏
l=1

|hl|2
L−1∏
l=2

G2
l

L−1∑
l=1

L−1+2(k−1)∑
i=1

|ψil |2σ2

. (4.17)
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The only unknown variable in the received SNR given by (4.17) is ψil , which

represents the received noise power at each node propagating until the end of

the transmission of message v̂k. Due to the bi-directional transmission through-

out the process, the complexities of the expressions for φil, ψ
i
l and ψ′il increase

exponentially with the increased number of nodes and messages. It is difficult

to derive the expressions of these two polynomials intuitively. In the following

sections, two different recursive approaches for the received noise power NANC,v̂k

are proposed.

4.4.1 Forward Recursive Approach

According to the transmission scenario presented in Section 3.6, the user nodes

do not receive any signal before time slot L− 1. However, to assist the received

SNR analysis, “virtual” receive signals at the user nodes N1 before time slot L−1

are created, denoted by {yj1}j=2,4,...,L−1. For example, the received signal at user

node N1 in time slot 4 and 6 can be given as follows

y2
1=G2h1t

1
2 + ω2

1

=G2h1(h1û1 + ω1
2) + ω2

1

=G2h1h1û1 +G2h1ω
1
2 + ω2

1, (4.18)

y4
1=G2h1t

3
2 + ω4

1

=G2h1(h1t
3
1 +G3h2t

3
3 + ω3

2) + ω4
1

=G2h1(h1û2 +G3h2(G2h2t
2
2 + ω2

3) + ω3
2) + ω4

1

=G2h1(h1û2 +G3h2(G2h2h1û1 +G2h2ω
1
2 + ω2

3) + ω3
2) + ω4

1. (4.19)

The terms that contains the outgoing signals will be canceled upon the final

reception at user nodes. Therefore, the corresponding noise terms in the above

two received signals are given by

n2
1=G2h1ω

1
2 + ω2

1, (4.20)

n4
1=G2h1G3h2G2h2ω

1
2 +G2h1G3h2ω

2
3 +G2h1ω

3
2 + ω4

1. (4.21)

The two equations (4.20) and (4.21) are easily understood. The received noise

in time slot 2 contains the propagated received noise at relay node N2 in time
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slot 1 and the received noise at user node N1 in time slot 2. The received noise

in time slot 4 consists of the propagated received noises ω1
2, ω2

3, ω3
2 and ω4

1.

Denote by N ′i the received noise power at user node N1 in time slot i, the

corresponding noise powers for (4.20) and (4.21) are

N ′2=(G2
2|h1|2 + 1)σ2 = (ψ2

2 + ψ2
1)σ2, (4.22)

N ′4=(G2
2|h1|2G2

3|h2|2 +G2
2|h1|2G2

3|h2|2G2
2|h2|2 +G2

2|h1|2 + 1)σ2

=(ψ2
3 + ψ2

2 + ψ2
1)σ2. (4.23)

It can be observed that the received noise at the user node consists of the

propagated received noise at different relay nodes in different time slots. There-

fore, the calculation of the received noise of each message equals the calculation

of the received noise at each transmission propagating through different paths to

the user nodes.

1

1

1

1

N2N1 N3 N4T1

N2N1 N3 N4T2

N2N1 N3 N4T3

N2N1 N3 N4T4

N2N1 N3 N4T5

N2N1 N3 N4T6

2

2

2

2

1

2

1

2w

Figure 4.2: Propagation paths of w1
2 in 6 time slots.

Assuming that message v̂1 has not arrived at N1 in time slot 6, a simple

example to display the noise propagation can be shown in Figure 4.2. The solid

arrows represent the transmission in different time slots, and the dash and dotted

arrows indicate the two propagation paths of received noise ω1
2 to time slot 6.

Polynomial ψ1
2 for term ω1

2 is the summation of the propagations at the two
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paths. The noise propagation at each path can be calculated by multiplying the

amplification factor at each node along the path. As a result, polynomial ψ1
2 can

be obtained as

φ1
2=G2

2|h2|2G2
3|h3|2G2

4|h3|2G2
3|h2|2G2

2|h1|2︸ ︷︷ ︸
Path 1

+G2
2|h2|2G2

3|h2|2G2
2|h2|2G2

3|h2|2G2
2|h1|2︸ ︷︷ ︸

Path 2

=G2
4G

4
3G

4
2|h3|4|h2|4|h1|2︸ ︷︷ ︸

Path 1

+G4
3G

6
2|h2|8|h1|2︸ ︷︷ ︸
Path 2

. (4.24)

Although there are only two terms in (4.24), and it is easy to deduce the

polynomials for other received noise similarly. However, the number of paths to

the user node increases quickly with the increased number of time slots.

N2N1 N3 N4 N5T1 N6 N7

N2N1 N3 N4 N5T2 N6 N7

N2N1 N3 N4 N5T3 N6 N7

N2N1 N3 N4 N5T4 N6 N7

N2N1 N3 N4 N5T5 N6 N7

N2N1 N3 N4 N5T6 N6 N7

N2N1 N3 N4 N5T7 N6 N7

N2N1 N3 N4 N5T8 N6 N7

N2N1 N3 N4 N5T9 N6 N7

N2N1 N3 N4 N5T10 N6 N7

N2N1 N3 N4 N5T11 N6 N7

N2N1 N3 N4 N5T12 N6 N7

1

1

2

5

14

42

1

2

5

14

42

1

3

9

28

1

4

14

1

5

1

Figure 4.3: The number of propagation paths to each node.

Figure 4.3 shows the numbers of paths to each node in different time slots.

As can be seen from the figure, the number of transmission paths to a relay node

in time slot j equals the sum of the numbers of transmission paths to the two

neighboring relays in the previous time slot j − 1. For instance, the number of

propagation paths of the received noise ω1
2 is 42 in time slot 11. It can be deduced
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that the number of the transmission paths for the received noise ω1
2 is 286 in time

slot 16, and over 1000 in time slot 20. Moreover, after the first message v̂1 arrives

at N1, the complexity for deriving {ψil}
i=1,...,j
l=1,...,L−1 is doubled due to the noise term

from relay nodes {Nl}L−1
l=(L+3)/2. Therefore, it is computationally intractable to

use this forward recursive approach to derive the linear combination ψji when the

number of messages is large.

4.4.2 Backward Recursive Approach

In order to circumvent the complexity issue when the numbers of nodes and

messages are large, a novel backward recursive approach is proposed to derive

the noise power N ′j , as illustrated by Figure 4.4.

u4

u3

u2

W2[7]

N2N1 N3 N4 N5T3 N6

u1

N2N1 N3 N4 N5T1 N6

N2N1 N3 N4 N5T2 N6N'2

N'4 N2N1 N3 N4 N5T4 N6

N2N1 N3 N4 N5T5 N6

N2N1 N3 N4 N5T6 N6N'6

N2N1 N3 N4 N5T7 N6

N2N1 N3 N4 N5T8 N6N'8

W2[5]

W3[6]

W4[5]

W5[4]W3[4]

W2[1]

W3[2]

W4[3]W2[3]

Figure 4.4: Backward recursive approach for the noise power at the user node N1.

In the following derivations,
b∑
i=a

, 0 when b < a, and
b∏
i=a

, 1 when b < a.

First, denote by N j
l the relay node Nl in time slot j. Let wl[j] be the total received

noise (including the received noise at this node and the propagation noise from

the previous time slots) at N j
l . From Figure 4.4, the following expressions can be
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obtained

w2[1]=
N ′2 − σ2

|h1|2G2
2

, w2[3] =
N ′4 − σ2

|h1|2G2
2

, ... w2[j] =
N ′j+1 − σ2

|h1|2G2
2

, (4.25)

w3[2]=
w2[3]− σ2

|h2|2G2
3

, w3[4] =
w2[5]− σ2

|h2|2G2
3

, ... w3[j] =
w2[j + 1]− σ2

|h2|2G2
3

,(4.26)

w4[3]=
w3[4]− w2[3]|h2|2G2

2

|h2|2G2
3

, w4[5] =
w3[6]− w2[5]|h2|2G2

2

|h2|2G2
3

,

w5[4]=
w4[5]− w3[4]|h3|2G2

3

|h4|2G2
5

,

...

wl[j]=
wi−1[j + 1]− wi−2[j]|hi−2|2G2

i−2

|hi−1|2G2
j

. ∀i 6= 2, 3∀j (4.27)

For example, the received noise power at user node N1 can be recursively

given by

N ′2 = w2[1]|h1|2G2
2 + σ2

= |h1|2G2
2σ

2 + σ2,

N ′4 = w2[3]|h1|2G2
2 + σ2

=
(
w3[2]|h2|2G2

3 + σ2
)
|h1|2G2

2 + σ2

=
((
w2[1]|h2|2G2

2 + σ2
)
|h2|2G2

3 + σ2
)
|h1|2G2

2 + σ2

=

((
N ′2 − σ2

|h1|2G2
2

|h2|2G2
2 + σ2

)
|h2|2G2

3 + σ2

)
|h1|2G2

2 + σ2

=
(
N ′2 − σ2

)
|h2|4G2

3G
2
2 +

(
|h2|2G2

3 + |h2|2G2
3|h1|2G2

2 + 1
)
σ2

=
(
N ′2 − σ2

)
|h2|4G2

3G
2
2 +

3∑
j=1

σ2

j∏
k=2

|hk−1|2G2
k,

N ′6 = w2[5]|h1|2G2
2 + σ2

=
(
w3[4]|h2|2G2

3 + σ2
)
|h1|2G2

2 + σ2

=
((
w2[3]|h2|2G2

2 + w4[3]|h3|2G2
4 + σ2

)
|h2|2G2

3 + σ2
)
|h1|2G2

2 + σ2

=

((
N ′4 − σ2

|h1|2G2
2

|h2|2G2
2 +

(
w3[2]|h3|2G2

3 + σ2
)
|h3|2G2

4 + σ2

)
|h2|2G2

3 + σ2

)
|h1|2G2

2 + σ2

=

(N ′4 − σ2

|h1|2G2
2

|h2|2G2
2 +

 N ′4−σ2

|h1|2G2
2
− σ2

|h2|2G2
3

 |h3|2G2
3 + σ2

 |h3|2G2
4 + σ2

 |h2|2G2
3

+σ2

)
|h1|2G2

2 + σ2

=

2∑
j=1

|hj+1|4G2
j+1G

2
j+2

(
N ′4 −

j∑
k=1

σ2
k∏
l=2

|hl−1|2G2
l

)
+

4∑
j=1

σ2

j∏
k=2

|hk−1|2G2
k,

N ′8 = ...
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N ′l =

b i
4 c∑
j=1

(−1)j−1

[
i/2−1∑
l1=1

|hl1+1|4G2
l1+1G

2
l1+2

(
l1∑
l2=3

|hl2−1|4G2
l2−1G

2
l2+1

(
...

(
lj−1∑

lj=2j−1

|hlj−(2j−3)|
4G2

lj−(2j−3)G
2
lj−(2j−4)

(
N ′i−2j −

lj−(2j−2)∑
m=1

σ2
m∏
n=2

|hL−1|2G2
n

))
...

))]

+

i/2+1∑
j=1

σ2

j∏
k=2

|hk−1|2G2
k

=

b i
4 c∑
j=1

(−1)j−1

 j



k=1

Φ(k)

k∏
h=j

N ′i−2j − lj−(2j−2)∑
m=1

σ2
m∏
n=2

|hL−1|2G2
n

 (4.28)

+

i/2+1∑
j=1

σ2

j∏
k=2

|hk−1|2G2
k,

i ∈ {2, 4, ..., L− 3}

where bxc represents taking the integer value of x,
j



k=1
Φ(k) represents Φ(1)(Φ(2)

(...(Φ(j))...)), and Φ(k) =
lk−1∑

lk=2k−1

|hlk−(2k−3)|4G2
lk−(2k−3)G

2
lk−(2k−4), l0 = i/2− 1.

It can be seen that the received noise for message v̂1 is equivalent to the

received noise at user node N1 in time slot L − 1. Therefore, the received noise

for message v̂1 can be given by

NMH-ANC,v̂1

= N ′L−1

=

bL−1
4
c∑

j=1

(−1)j−1

 j



k=1

Φ(k)
k∏
h=j

N ′L−1−2j −
lj−(2j−2)∑
m=1

σ2

m∏
n=2

|hL−1|2G2
n


+

(L+1)/2∑
j=1

σ2

j∏
k=2

|hk−1|2G2
k +

L−1∑
j=(L+3)/2

σ2

j∏
k=2

|hk−1|2G2
k︸ ︷︷ ︸

A

, (4.29)

where term A comes from the propagation of the received noises at {Nl}L−1
l=L+3/2.

With the same procedure, the noise power of message v̂k can be calculated as

NMH-ANC,v̂k

=

Ψ(k)∑
j=1

(−1)j−1

 j



k=1

Φ(k)

k∏
h=j

N ′L−1+2(i−1)−2j −
lj−(2j−2)∑
m=1

σ2
m∏
n=2

|hL−1|2G2
n


+

L−1∑
j=1

σ2
j∏

k=2

|hk−1|2G2
k, (4.30)
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and the corresponding received SNR of message v̂k can be derived as

γ
MH-ANC,v̂k

=
SMH-ANC,v̂k

NMH-ANC,v̂k

=

[
L−1∑
j=1

1

γ′j

L−1∏
k=j+1

(
1 +

1

γ′k
+
γ′k−1

γ′k

)

+

Ψ(k)∑
j=1

(−1)j−1

 j



k=1

(
Φ(k)

k∏
h=j

(
N ′L+2i−2j−3 −

lj−2j+2∑
m=1

σ2
m∏
n=2
|hL−1|2G2

n

))
L−1∏
j=1
|hj |2

L−1∏
j=2

G2
j

]−1

.

Ψ(k) =


bL−2

2 c
L−1+2(k−1)

2 ≥ L− 1

bL−1
4 c+ k − 1 else

l0 = L− 3. (4.31)

In summary, the received SNR of v̂k with MH-ANC can be obtained by the for-

ward recursive approach when the numbers of nodes and messages are relatively

small, while the backward recursive approach can be used to derive γ
MH-ANC,v̂k

when the numbers of nodes and messages are large.

4.5 End-to-End SNR

The end-to-end SNR for the L-nodeK-message MH-TRC is defined as the average

received SNR for message sequences Û = {û1, û2, ..., ûK} and V̂ = {v̂1, v̂2, ..., v̂K}

as

γ =
1

2K

[
K∑
k=1

γûk +
K∑
k=1

γv̂k

]
, (4.32)

where γûk and γv̂k are the received SNR for message ûk and v̂k, respectively. Due

to the symmetry of the two-way transmission, γûk = γv̂k . Hence, it follows from

(4.32) that

γ =
1

K

K∑
k=1

γv̂k . (4.33)
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End-to-end SNR of the 5-node 2-message MH-TRC with MH-ANC:

The end-to-end SNR for the special 5-node 2-frame multi-hop network is

γ52
MH-ANC

=
1

2

(
γ52

MH-ANC,v̂1
+ γ52

MH-ANC,v̂2

)
. (4.34)

With the recursive expressions, the expressions of γ52
MH-ANC,v̂1

and γ52
MH-ANC,v̂2

can

be readily obtained as

γ52
MH-ANC,v̂1

=

 4∑
l=1

1

γ′l

4∏
j=i+1

(
1 +

1

γ′j
+
γ′j−1

γ′j

)
+

γ′3 + γ′4 + 1

γ′4(γ′1 + γ′2 + 1)

−1

, (4.35)

γ52
MH-ANC,v̂2

=

[
4∑
l=1

1

γ′l

4∏
j=i+1

(
1 +

1

γ′j
+
γ′j−1

γ′j

)

+
γ′3 + γ′4 + 1

γ′3γ′4

(
γ′2

γ′1 + γ′2 + 1
+

(
γ′3

γ′3 + γ′4 + 1
+

γ′2
γ′1 + γ′2 + 1

+ 1

)
(

γ′23
(γ′2 + γ′3 + 1)(γ′3 + γ′4 + 1)

+
γ′22

(γ′2 + γ′3 + 1)(γ′1 + γ′2 + 1)

))]−1

.(4.36)

Substituting (4.35) and (4.36) into (4.34), the expression for γ52
MH-ANC

can be

obtained. This study aims to derive the closed-form expression of the outage prob-

ability, which amounts to the calculation of the cumulative distribution function

(CDF) of the end-to-end SNR. However, it can be seen that the expressions in

(4.35) and (4.36) are the sum of dependent random variables, some of which are

the reciprocal of the product of serval random variables. It is mathematically

intractable to derive the CDF of end-to-end SNR γ52
MH-ANC

.

4.5.1 Upper Bound

To facilitate the performance analysis, the upper bound analysis for the end-to-

end SNR is presented. It is assumed that all the channel coefficients are identically

distributed [137], i.e., γ′l = γ′. Hence, the expression of γ52
MH-ANC

can be written

as

γ52
MH-ANC

=
1

2

[
4∑
l=1

1

γ′

4∏
j=i+1

(
2 +

1

γ′

)
+

1

γ′

]−1

+
1

2

[
4∑
l=1

1

γ′

4∏
j=i+1

(
2 +

1

γ′

)
+

1

γ′

((
2γ′

2γ′ + 1

)2

+
2γ′

2γ′ + 1
+ 1

)]−1

.(4.37)



60 ANC for Non-Regenerative MH-TRCs

To this end, the expansion of (4.37) is a polynomial of 1
γ′

. Thus, the upper

bound of γ̂52
MH-ANC

at high SNR regions can be evaluated by canceling the high-

order terms of 1
γ′

as

γ̂52
MH-ANC

=
2

35
γ′. (4.38)
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Figure 4.5: End-to-end SNR for the 5-node 2-message MH-TRC.

To verify the tightness of the upper bound, the upper bound given by (4.38)

and the end-to-end SNR given by (4.37) are plotted in Figure 4.5. It can be

clearly seen that γ̂52
MH-ANC

given by (4.38) is a very tight upper bound for γ52
MH-ANC

in high SNR regions.

For the generalized L-node K-message MH-TRC, a closed-form result for the

end-to-end SNR is unable to obtained from the above recursive expressions di-

rectly. However, the end-to-end SNR can be obtained via numerical computation.

Figure 4.6 shows the end-to-end SNR (measured by the average SNR per channel

γ′) versus the number of messages

As can be seen from the figure, the end-to-end SNR decreases with the increase

in the number of messages. The descending rate drops with the increase in the
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Figure 4.6: End-to-end SNR versus the number of messages for different scale

MH-TRCs.

number of messages. The end-to-end SNR curve becomes even when the number

of messages reaches a certain value. For the 5-node MH-TRC, when the number

of messages is larger than 40, the end-to-end received SNR remains unchanged

. Therefore, the end-to-end SNR when K � L is estimated, which can be

numerically illustrated by Figure 4.7.

As can be seen from Figure 4.7, the end-to-end SNR drops to 10−6 when the

number of nodes is 21. Moreover, as will be demonstrated later, when the number

of nodes is larger than 13, the outage probability of the MH-ANC approaches to

1. Therefore, the data in Figure 4.7 can be used to find an approximate function

to fit the end-to-end SNR of MH-ANC.

In order to obtain an approximate closed-form expression for the end-to-end

SNR of the MH-ANC scheme, the curve fitting tool in Matlab is used to obtain the

fitting function of the upper bound end-to-end SNR in Figure 4.7. The procedure

of finding the fitting function can be shown as follows:

Curve fitting for the end-to-end SNR of the generalized MH-TRC:
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Figure 4.7: The upper bound end-to-end SNR versus the number of nodes.

It can be found from the recursive expressions, that term

A =
L−1∑
j=1

1

γ′j

L−1∏
k=j+1

(
1 +

1

γ′k
+
γ′k−1

γ′k

)
(4.39)

in (4.31) is only affected by the number of nodes, which is the noise propagation

from transmission path {NL, NL−1, NL−2, ..., N1}. On the other hand, term

B=

Ψ(k)∑
j=1

(−1)j−1

(
j



k=1

(
Φ(k)

k∏
h=j

(
N ′L+2i−2j−3 −

lj−2j+2∑
m=1

σ2
m∏
n=2

|hL−1|2G2
n

)))
L−1∏
j=1

|hj|2
L−1∏
j=2

G2
j

(4.40)

in (4.31) is affected by both the numbers of nodes and messages. It can be

observed from the simulation, that this term becomes trivial compared to term

A when the number of messages is large, and remains constant when the number

of messages reaches a certain value. The upper bound of term A in high SNR
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regions can be simplified as

A=
L−1∑
j=1

1

γ′j

L−1∏
k=j+1

(
1 +

1

γ′k
+
γ′k−1

γ′k

)

=
L−1∑
j=1

1

γ′

L−1∏
k=j+1

(
2 +

1

γ′

)
a
≈
L−1∑
j=1

1

γ′

L−1∏
k=j+1

2

=
1

γ′

L−1∑
j=1

L−1∏
k=j+1

2

=
1

γ′
(
2L−1 − 1

)
, (4.41)

where step a is the approximation where the high-order terms of 1
γ′

are cancelled

in high SNR regions.

It should be noted that the above fitting function is not the only function to

approximate the upper bound of end-to-end SNR. However, based on the recursive

expressions and experiments, the following function is proposed to fit the curve

shown in Figure 4.7 (
(L− a)2L−1

b
− c
)−1

γ′, (4.42)

where a, b and c are three independent parameters in the fitting function. The

fitting parameters obtained with the curve fitting tool in Matlab are

a = 3, b = 4, c = 1, (4.43)

and the statistical results showing the goodness of fit are shown as follows

• Sum squared error (SSE): 3.526e− 016;

• R-square: 0.9983;

• Adjusted R-square: 0.9967; and

• Root-mean-square deviation (RMSE): 8.174e− 014.

It is shown by the statistical results that the result function provides a high

accuracy.
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To this end, the upper bound of the end-to-end SNR for the generalized L-

node K-message MH-TRC in high SNR regions can be given by

γ̂
MH-ANC

≈
(

(L− 3)2L−1

4
− 1

)−1

γ′. (4.44)

4.6 Outage Probability

The maximum average mutual information [75] between the input and output in

this case, achieved by independent and identically distributed (i.i.d.) zero-mean,

circularly symmetric complex Gaussian inputs, is given as [136]

ID = log2(1 + γ), (4.45)

where γ is the end-to-end SNR of the system.

In the L-node K-message MH-TRC, the mutual information is

ID =
2K

T
log2 (1 + γ) , (4.46)

where T is the total time slots used for transmission. The outage event for a

target rate R is derived as follows

pout(R)=Pr[ID < R]

=Pr

[
2K

T
log2 (1 + γ) < R

]
=Pr

[
γ < 2

T
2K

R − 1
]

=Fγ(2
T

2K
R − 1), (4.47)

where Fγ(x) is the CDF of the end-to-end SNR. In the previous sections, the

upper bound of the end-to-end SNR for both Non-NC and MH-ANC schemes is

analyzed. Therefore, the upper bound outage probability can be obtained simply

by substituting the CDF of the upper bound end-to-end SNR into (4.47).

• Non-Network Coding: The upper bound of the end-to-end SNR for the

Non-NC scheme is given by eqnarray (4.9) as

γ̂Non-NC ≈

[
L−1∑
l=1

1

γ′l

]−1

. (4.48)
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The end-to-end SNR given by the above eqnarray (4.48) is the summa-

tion of the reciprocals of the SNR at each hop. The SNR of each hop is

exponentially distributed with parameter 1/γ̄′l.

As shown in Appendix A.2 that the CDF of the end-to-end SNR of the

Non-NC scheme given by (4.48) can be derived as

Fγ̂
Non-NC

(x) = 1− exp

(
−x

L−1∑
l=1

1

γ̄′l

)
. (4.49)

The upper bound outage probability for the traditional scheme in the gener-

alized MH-TRC can be derived by substituting (4.49) into (4.47) as follows

p̂outNon-NC(R)≈Fγ̂
Non-NC

(
2
T

2K
R − 1

)
=Fγ̂

Non-NC

(
2

2K(L−1)
2K

R − 1
)

=Fγ̂
Non-NC

(
2(L−1)R − 1

)
=1− exp

(
−
(
2(L−1)R − 1

) L−1∑
l=1

1

γ̄′l

)
. (4.50)

• MH-ANC for the 5-node 2-message MH-TRC: The upper bound of

the end-to-end SNR for MH-ANC is a scaled version of the SNR of each

hop γ′, the CDF of which is

Fγ′(x) = 1− exp

(
− 1

γ̄′
x

)
. (4.51)

Substituting (4.38) and (4.51) into (4.47), the upper bound of the outage

probability for the special 5-node 2-message multi-hop network is given as

follows

p̂outANC-SC(R)≈Fγ52
ANC-SC

(
2
T

2K
R − 1

)
=Fγ52

ANC-SC

(
2

3
2
R − 1

)
=Fγ′

(
35

2

(
2

3
2
R − 1

))

=1− exp

−
(

35
2

(
2

3
2
R − 1

))
γ̄′

 . (4.52)

• MH-ANC for the generalized L-node K-message MH-TRC: With

the upper bound of the end-to-end SNR presented in (4.44), the outage
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probability for generalized L-node K-message MH-TRC can be derived as

follows

p̂outMH-ANC(R)=Pr
[
γ

MH-ANC
< 2

L−1+2(K−1)
2K

R − 1
]
|(K>>L)&(SNR→∞)

≈Pr
[
γ̂

MH-ANC
< 2R − 1

]
=Pr

[
γ′ <

(
(L− 3)2L−1

4
− 1

)(
2R − 1

)]
=Fγ′

((
(L− 3)2L−1

4
− 1

)(
2R − 1

))

=1− exp

−
(

(L−3)2L−1

4
− 1
) (

2R − 1
)

γ̄′

 . (4.53)

4.7 Maximum Sum-Rate

The maximum sum-rate is defined as the summation of the maximum rate at

user nodes N1 and NL. The maximum sum-rate of the MH-TRC is defined as

R=
K

T

(
E
[
log2(1 + γ

N1
)
]

+ E
[
log2(1 + γ

NL
)
])
, (4.54)

where γ
N1

and γ
NL

represent the end-to-end SNR at two users. Due to the

symmetry of the transmission process, γ
N1

and γ
NL

at two users are the same.

Thus, the sum-rate given by (4.54) can be simplified to

R=
2K

T
E [log2(1 + γ)] . (4.55)

By integrating by parts [100], (4.55) can be simplified to

R=
2K

T

∫ ∞
0

log2 (1 + x) fγ(x)dx (4.56)

where fγ(x) is the probability density function (PDF) of γ. Similar to the upper

bound outage probability presented in the last section, the upper bound maximum

sum-rate can be derived by substituting the PDF of the upper bound end-to-end

SNR into (4.56).

• Non-Network Coding: The PDF of the end-to-end SNR given by (4.48)

can be derived by calculating the derivative of the CDF given by (4.49) as

fγ̂
Non-NC

(x) =
dFγ̂

Non-NC
(x)

dx
=

L−1∑
l=1

1

γ̄′
exp

(
−x

L−1∑
l=1

1

γ̄′

)
. (4.57)
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Substituting (4.57) into (4.56), the upper bound of the maximum sum-rate

for the Non-NC scheme can be obtained as follows

R̂Non-NC≈
2K

2K(L− 1)

∫ ∞
0

log2 (1 + x) fγ̂
Non-NC

(x)dx

=
1

(L− 1)

∫ ∞
0

log2 (1 + x)
L−1∑
l=1

1

γ̄′
exp

(
−x

L−1∑
l=1

1

γ̄′

)
dx

=
1

(L− 1)

1

log[2]
exp

(
L−1∑
l=1

1

γ̄′

)
Γ

(
0,

L−1∑
l=1

1

γ̄′

)
, (4.58)

where Γ(s, x) is the upper incomplete gamma function
∫∞
x
ts−1e−tdt.

• MH-ANC for the 5-node 2-message MH-TRC: The upper bound of

the maximum sum-rate for the the 5-node 2-message MH-TRC with MH-

ANC can be derived as

R̂52
MH-ANC≈

4

6

∫ ∞
0

log2 (1 + x) fγ̂52
MH-ANC

(x)dx

=
2

3

1

log[2]
exp

(
35

2γ̄′

)
Γ

(
0,

35

2γ̄′

)
. (4.59)

• MH-ANC for the generalized L-node K-message MH-TRC: Fol-

lowing (4.56), when the number of frames K →∞, the upper bound of the

maximum sum-rate in the generalized multi-hop networks with MH-ANC

can be readily derived as

R̂MH-ANC≈
[

2K

(L− 1) + 2(K − 1)

∫ ∞
0

log2 (1 + x) fγ̂
MH-ANC

(x)dx

]
|m→∞

=

∫ ∞
0

log2 (1 + x) fγ̂
MH-ANC

(x)dx

=
1

log[2]
exp

(
(L−3)2L−1

4
− 1

γ̄′

)
Γ

(
0,

(L−3)2L−1

4
− 1

γ̄′

)
. (4.60)

4.8 Effective Network Throughput

In the MH-ANC scheme for the MH-TRC, due the inter-message interference, the

outage of one message will affect the outage of the following messages. Hence,

in order to measure the actual performance of each scheme, the effective network

throughput, defined as the number of message successfully exchanged between
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the two user nodes per time slot, can better demonstrate the performance of the

scheme. The effective network throughput is defined as

Ce , C(1− Pb) (4.61)

where Pb is the bit-error-rate (BER). Assume that BPSK is used at both user

nodes, the BER of MH-ANC can be obtained as

Pb = E[Q(
√

2γMH-ANC)], (4.62)

where Q(·) is the Gaussian-Q function defined as Q(x) = 1√
2π

∫∞
x
e−

y2

2 dy and E[·]

is the expectation. After integration by parts [100], (4.62) can be written as

Pb=
1

2
√
π

∫ ∞
0

e−x√
x
Fγ

MH-ANC
(x)dx.

Substituting (4.63) to (4.61), the effective network throughput of the MH-

ANC scheme can be derived as

Ce = C

(
1− 1

2
√
π

∫ ∞
0

e−x√
x
Fγ

MH-ANC
(x)dx

)
. (4.63)

• Non-Network Coding: Substituting (4.49) into (4.63), the upper bound

of the effective network throughput at high SNR regions for the Non-NC

scheme can be obtained as follows

Ĉe
Non-NC≈

1

2
√
π

∫ ∞
0

e−x√
x
Fγ̂

Non-NC
(x)dx

=
1

2
√
π

∫ ∞
0

e−x√
x

(
1− exp

(
−x

l−1∑
l=1

1

γ̄′

))
dx

=
1

2
− 1

2

√
1 +

l−1∑
l=1

1
γ̄′

. (4.64)

• MH-ANC for the 5-node 2-message MH-TRC: The upper bound of

the effective network throughput for the the 5-node 2-message MH-TRC

with MH-ANC can be derived as

Ĉe
MH-ANC,52≈

1

2
− 1

2
√

1 + 35
2γ̄′

. (4.65)
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• MH-ANC for the generalized L-node K-message MH-TRC: When

the number of frames K → ∞, the upper bound of the effective network

throughput in the generalized multi-hop networks with MH-ANC can be

readily derived as

Ĉe
MH-ANC≈

1

2
− 1

2

√
1 +

(L−3)2L−1

4
−1

γ̄′

. (4.66)

4.9 Numerical Results

In this section, the outage probability and maximum sum-rate of both Non-NC

and MH-ANC schemes in the generalized MH-TRC are compared. The analytical

outage results are also validated through Monte Carlo simulations. R is configured

to 1 bit/sec/Hz.
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Figure 4.8: Outage probability for the 5-node 2-message MH-TRC.

Figure 4.8 plots the outage probability of both analytical and Monte Carlo

simulation results for the special 5-node 2-message MH-TRC . As shown in the

figure, the outage performance of the MH-ANC scheme has an approximately 3

dB SNR gain over the Non-NC scheme in this 5-node 2-message MH-TRC, and
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Figure 4.9: Outage probability versus the number of nodes for the generalized

MH-TRC.

the experimental result with MH-ANC is in close agreement with the analytical

expression given by (4.52).

Figure 4.9 plots the outage probability versus the number of nodes for the

generalized MH-TRC with both schemes when the number of messages K � L. It

is assumed that the average SNR per hop γ̄′ is 40 dB. Both Monte Carlo simulation

and analytical results are illustrated in this figure. The figure demonstrates that

MH-ANC is able to achieve better performance than the Non-NC scheme. It

can seen from the figure that the MH-ANC has a large gain than the Non-NC

scheme when the number of nodes in the MH-TRC is small. However, the gain

decreases with an increase in the number of nodes. When the number of nodes in

the MH-TRC is larger than 15, the outage probabilities for both schemes reach

1, the outage performance gain of the MH-ANC scheme over the Non-NC scheme

collapses in large scale MH-TRCs.

Figure 4.10 plots the effective network throughput for the special 5-node 2-

message MH-TRC. As shown in the figure, the effective network throughput of

the MH-ANC scheme has is significantly better than that of the Non-NC scheme.

Moreover, the SNR gain of the MH-ANC scheme relative to the Non-NC scheme
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Figure 4.10: Effective network throughput for the 5-node 2-message MH-TRC.

increases with the average SNR per hop.
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Figure 4.11: Effective network throughput versus the number of nodes for the

generalized MH-TRC.

Figure 4.11 plots the effective network throughput for the generalized MH-

TRC with both schemes when the number of messages K � L. It is assumed

that the average SNR per hop γ̄′ is 40 dB. The figure demonstrates that MH-ANC
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is able to achieve better effective network throughput than the Non-NC scheme,

especially when the number of nodes is small. However, when the number of nodes

in the MH-TRC is large, the effective network throughput gain of the MH-ANC

scheme over the Non-NC scheme collapses in large scale MH-TRCs.
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Figure 4.12: Maximum sum-rate for the 5-node 2-message MH-TRC.

Figure 4.12 shows the maximum sum-rate versus the average SNR per hop γ̄′

for the 5-node 2-message MH-TRC. It can be seen that the maximum sum-rates

of both schemes are close to each other in the low SNR regions. However, it is

proven that in high SNR regions, the MH-ANC scheme has a significantly better

maximum sum-rate over the Non-NC scheme.

Figure 4.13 illustrates the maximum sum-rate versus the number of nodes in

the generalized MH-TRC when the number of messages K � L, and the average

SNR per hop is set to 40 dB. As shown in the figure, the maximum sum-rate

of MH-ANC is significantly better than the Non-NC scheme when the number

of nodes is relatively small. However, the maximum sum-rate for the MH-ANC

deteriorates quickly with the increase in the number of nodes, and is poorer than

that of Non-NC when the number of nodes is larger than 13.
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Figure 4.13: Maximum sum-rate versus the number of nodes for the generalized

MH-TRC.

4.10 Summary

In this chapter, the performance of MH-WNC in the non-regenerative MH-TRC

is investigated, including the end-to-end SNR, outage probability and maximum

sum-rate. The main contribution is the analytical results of the end-to-end SNR

for the MH-ANC in the generalized L-node K-message MH-TRC, which can

be applied to the analysis for outage probability and maximum sum-rate. To

circumvent the exponentially increased complexity when the numbers of nodes

and messages are large in the MH-TRC, two recursive approaches are proposed in

this chapter, i.e., the forward recursive approach for the MH-TRC with a small

number of nodes and messages, and the backward recursive approach for the

MH-TRC with a large number of nodes and messages.

Moreover, the upper bound end-to-end SNR for the MH-ANC scheme is an-

alyzed. It is proven to be tight in high SNR regions. The approximation of the

upper bound end-to-end SNR of the MH-ANC in the generalized MH-TRC is

obtained by curve fitting methods, and the fitting function is perfectly fitted to

the original data obtained by the recursive approach.

The analytical expressions of the outage probability and maximum sum-rate
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are derived by applying the analytical results of the upper bound end-to-end SNR.

Both numerical and analytical results demonstrate that MH-ANC is superior

to Non-NC in outage probability in small scale MH-TRCs when the number

of messages is far larger than the number of nodes. Moreover, the maximum

sum-rate results clearly demonstrate that the maximum sum-rate of MH-ANC is

significantly better than that of Non-NC when the number of nodes is relatively

small in high SNR regions.

To summarize, due to noise propagation in the ANC scheme, the outage prob-

ability deteriorates quickly with the number of nodes. As a result, the MH-ANC

scheme cannot outperform the conventional Non-NC scheme in outage perfor-

mance and sum-rate when the number of nodes is relatively large. Therefore,

the MH-ANC scheme is more suitable for the MH-TRC with a small number of

nodes.



Chapter 5

Compute-and-Forward for

Regenerative Multi-Hop Two-Way

Channels

5.1 Introduction

Compute-and-forward was proposed recently to realize reliable PNC [31], where

the relays compute and forward linear combinations of user messages to des-

tinations. The established “computation rate” was proven to have significant

improvements over conventional relaying strategies in the MAC. Since its estab-

lishment in the multi-user multi-relay network [31], there have been some recent

efforts on CPF and its implementations in different types of wireless relay net-

works. As far as the literature review suggests, there is no published work on the

implementation of CPF to the TWRC, let alone the MH-TRC.

In this chapter, the original CPF is extended to MH-CPF with application to

the generalized regenerative MH-TRC. The relay nodes compute linear combina-

tions of the received signals from two neighboring nodes and broadcast it in their

next transmission time slot. Upon receiving the linear combination of the outgo-

ing and incoming messages, the user nodes are able to solve the linear equations

for their required messages. Due to the bi-directional transmission, the linear

combinations consist of polynomials of outgoing and incoming messages, and the

conventional approach for recovering messages in the original CPF scheme cannot
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be applied directly into MH-CPF. Therefore, the forward and backward recursive

approaches for deriving the noise power in MH-ANC are applied to obtain the

received linear combinations at user nodes.

It is well known that the advantage of CPF relies on the maximized computa-

tion rate at relay nodes, and the successful realization of MH-CPF depends on the

maximization of computation rates at all relay nodes during the entire exchange

process. For Rayleigh fading channels, the maximization problem amounts to

a complex lattice reduction problem. It should be noted that lattice reduction

problem is non-deterministic polynomial-time hard (NP-hard), and there are no

analytical solutions for it. However, there has previous been some work in solving

complex lattice reduction problems numerically. These can be applied to find the

best integer coefficients, thus maximizing the computation rates. To demonstrate

the advantage of the proposed MH-CPF, the outage performance of MH-CPF for

the generalized MH-TRC will be analyzed.

To sum up, the contributions in the chapter can be given as follows:

1. A MH-CPF scheme for the generalized regenerative MH-TRC is proposed

and generalized;

2. The received linear combinations at the user nodes are derived with the

proposed forward and backward recursive approaches;

3. To find the best coefficients that maximizes the computation rates at all

relay nodes, a complex lattice reduction algorithm is implemented. The

maximized computation rate can be obtained within two iterations and

the results are perfectly consistent with the maximized computation rate

calculated by the greedy search algorithm; and

4. The outage probability for both Non-NC and MH-CPF schemes are eval-

uated. The numerical results demonstrate that MH-CPF is superior to

Non-NC in outage probability in large scale MH-TRCs.
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5.2 Related Work

In PNC, the relay transforms the interference channel-coded signal into a network-

coded message, and the network-coded message is then re-encoded and transmit-

ted to user nodes or destinations. The network-coded message can be either a

modular-2 sum of the messages as the “standard” PNC [14], or a combination in

finite-field as LNC [54] and finite-field network coding (FFNC) [104], or a linear

combination with integer coefficients as CPF [92].

The error performance of PNC was analyzed in [14], where the results showed

that the error performance of PNC is a slightly worse than the standard BPSK

modulation in low signal-to-noise ratio (SNR) regions, and the penalty of PNC

mapping is less than 0.1 dB when the SNR is larger than 10 dB. For fading

channels, the ML detection can be applied to estimate the joint symbols as [23,26],

i.e, ŜR = arg min
(S1,S2)

|yR − h1x1 − h2x2|.

The PNC scheme for multi-hop networks was proposed in [14], where the

authors described the PNC scheme in uni-directional and bi-directional multi-

hop networks. The results showed that for the regular linear network, PNC can

achieve the upper-bound capacity, 0.5 frame/time slot in each direction, for bi-

directional transmission between two end nodes [119]. However, no performance

analysis was presented in the paper.

The established “computation rate” in the recent proposed CPF scheme is

proven to achieve significant improvements than conventional relaying strategies

in the MAC. However, the successful realization of CPF depends of the maxi-

mization of computation rates at relay nodes, which amounts to finding the best

integer coefficients. In general, the choice of the coefficients a only depends on

the channel coefficients. One simple approach is to choose coefficient vectors with

the highest computation rate by a greedy search algorithm [92] .

However, this approach may cause enormous computation complexity. Re-

cently, in [32], the authores converted the maximization problem into the short-

est vector problem (SVP). Solving the SVP is known to be non-deterministic

polynomial-time hard (NP-hard) such that no closed-form solutions can be given

analytically. However, many efficient lattice reduction algorithms were given

in [138] to produce a “relatively short vector”.



78 CPF for Regenerative MH-TRCs

For Rayleigh fading channels, the SVP becomes a complex lattice reduction

problem. Traditionally, the Lenstra-Lenstra-Lovsz (LLL) lattice basis reduction

algorithm is performed on the real-valued equivalent matrix of the complex matrix

[139, 140]. However, such conversion doubles the matrix dimension, requiring

extra computations in the detection algorithm [141]. Complex lattice reduction

was introduced in [142], which achieves a reduction in complexity of nearly 50%

over the traditional LLL algorithm.

The authors in [143] investigated the degree of freedom of the computation ca-

pacity, which is defined as the upper bound of the computation rate. Theorem-2 of

the paper gave the second-order asymptotics of the computation capacity. How-

ever, Remark-2 of the same paper conceded that the given second-order asymp-

totics are rather poor, especially when K is large. Therefore, deriving tighter

approximations for the computation rate and capacity remains an open problem.

There have been a number of works on CPF and its implementation since

the proposal of the new relaying scheme. To overcome the difficulty of finding

a “good” lattice partition for CPF, an algebraic approach was taken in [34] to

study a class of CPF schemes based on practical lattice partitions. In [33], Feng

et al. generalized the framework by Nazer and Gastpar, and introduced lattice

network coding (LaNC).

Moreover, the CPF scheme relies on the awareness of CSI at relay nodes, so

that the relay can compute an “optimal” scale factor for decoding. However, the

requirement of CSI (even if only at the receivers) may dominate communication

when the number of concurrent transmission is large, since channel training is

known to effectively reduce the degree of freedom of a wireless link [144]. In [145],

the author proposed a blind CPF scheme, where no CSI requirement is necessary.

5.3 System Model

The L-node K-message MH-TRC can be shown in Figure 5.1, where user nodes

N1 and NL wish to exchange their messages through intermediate relay nodes

{Nl}L−1
l=2 . The message sequences to be transmitted by N1 and NL are noted as

U = {uk}Kk=1 and V = {vk}Kk=1. Each user node is equipped with a nested lat-
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Figure 5.1: The L-node K-message multi-hop two-way relay network.

tice encoder [92], which maps message uk (vk) over the finite field to a length-n

complex-valued codeword, i.e., ûk = ε(uk) (v̂k = ε(vk)), subject to the power con-

straint of ||ûk||2 6 nP (||v̂k||2 6 nP ). The uplink and downlink (or forward and

reverse) channels are assumed to be reciprocal. Denote by hl ∼ CN (0, 2α2
l ), l ∈

{1, 2, ..., L − 1} the channel of hop l between node Nl and Nl+1, modeled as a

zero mean, independent, circularly symmetric complex Gaussian random variable

with variance α2
l per dimension.

In the original CPF scheme, relays compute linear combinations of the mes-

sages from users and forward them to the destination. Similarly, with MH-CPF,

the relay nodes compute linear combinations of messages from neighboring nodes

and broadcast to them in their next transmitting time slots. It is assumed that

all the transmission is perfectly synchronized. The received signal at relay node

Nl in time slot j can be given by

yjl =hl

[
tjl−1 t

j
l+1

]T
+ wjl , (5.1)

where hl = [hl hl+1], tjl−1 and tjl+1 are the transmitted signals from neighboring

relay nodes Nl−1 and Nl+1, which are the decoded linear combinations at the

relay nodes in the previous time slot. wjl denotes the received noise at node l

in time slot j, which is a zero mean, independent, circularly symmetric, complex

Gaussian random variable with a variance of σ2.

After receiving the interference signal, the relay node selects a complex integer

coefficient vector ajl ∈ {Z + Zi}2 and decodes the following linear combination

tjl = ajl

[
tj−1
l−1 t

j−1
l+1

]T
(5.2)

based on the received signal yjl . In its next transmission time slot, relay node

Nl broadcasts the decoded linear combination tjl to neighboring nodes Nl−1 and
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Nl+1.

5.4 Computation Rate

The primary goal of MH-CPF is to maximize the computation rates at all relay

nodes during the entire exchange process. For the decoded linear combination tjl ,

the computation rate at relay node Nl in time slot j is given by [92]

RCOMP,l

(
hl, a

j
l

)
= log+

(
||ajl ||

2 − P |ajlh
†
l |2

σ2 + P ||hl||2

)−1

, (5.3)

where log+(x) , max (log(x), 0). For a given hl, âjl is chosen to maximize the

above computation rate

âjl = arg max
ajl 6=0

RCOMP,l(hl, a
j
l ). (5.4)

As can be seen from (5.4), âjl is only determined by hl. The channels between

all the nodes are assumed to be quasi-static, and the instantaneous CSI of hl

remains unchanged during the entire exchange process. Therefore, the maximized

computation rate RCOMP,l(hl, â
j
l ) for decoding the linear combination tjl at relay

Nl remains the same during the entire exchange process. Thus, the maximized

computation rate at relay Nl given by (5.3) can be rewritten as

RCOMP,l

(
hl, âl

)
= log+

(
||âl||2 −

P |âlh†l |2

σ2 + P ||hl||2

)−1

, (5.5)

and

âjl ≡ âl = arg max
al 6=0

RCOMP,l(hl, al), (5.6)

where âl = [~al, ~al]. ~al and ~al are two complex integer coefficients corresponding to

the two messages tj−1
l−1 and tj−1

l+1 in linear combination tjl . The linear combination

corresponding to the maximized computation rate RCOMP,l(hl, âl) at relay node

Nl in time slot j can be shown as

tjl=âl

[
tj−1
l−1 t

j−1
l+1

]T
= ~alt

j−1
l−1 + ~alt

j−1
l+1 . (5.7)

It is noted that when the integer coefficients ~al and ~al in the above linear

combination are both set to 1, the linear combination is equivalent to the modular-

2 addition in the “standard” PNC [14], which is also implied in [92, Remark 4]

and [25, Section II-B].
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5.5 Finding the Best Coefficient Vector

In general, the choice of the integer coefficient vector âl at each relay depends on

channel coefficient hl and transmission power P . One simple greedy approach is

to choose the coefficient vector with the highest computation rate. In [92, Lemma

1], the author proved that the computation rate RCOMP,l

(
hl, âl

)
given by (5.5) is

zero if the coefficient vector âl satisfies

||âl|| > 1 + ||hl||2P. (5.8)

Therefore, the greedy approach for searching for the best coefficient vector âl

can be simplified to

âl = arg max
{al 6=0} ∩ {||al||<1+||hl||2P}

RCOMP,l(hl, al). (5.9)

Coefficient vector al consists of two complex integer coefficients, which are

further made up of two real parts and two imaginary parts. Therefore, four inde-

pendent integer variables needed to be decided in this greedy search algorithm.

For example, when the average SNR of the channel is 10 dB and the transmission

power P is set to 1, the number of iterations with the greedy search approach is

2.58e+ 10. Therefore, this greedy approach is apparently not applicable in prac-

tical communication systems. There has been much research on how to simplify

the approach to find the best coefficient vector to maximize the computation rate.

According to Theorem 1 in [32] and Proposition 1 in [33], the above maximization

problem (5.6) amounts to the following SVP

âl = arg min
al 6=0
||alL||, (5.10)

where L is the Cholesky decomposition matrix of I − P
n0+P ||hl||2

h†lhl, and I is an

L by L identity matrix.

For the above special two-dimensional case in Rayleigh fading channels, the

following complex lattice reduction algorithm proposed in [146] can be applied to

solve the above SVP and obtain the maximized computation rate efficiently.
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Complex lattice reduction algorithm to obtain âl
Input: Channel coefficient vector hl = {hl−1, hl+1}, transmit power P .
Output: Coefficient vector âl.

1. G = I − P
1+P ||h||2 h†h.

2. L = Cholesky decompositon (G).
3. if norm (L (1, :)) > norm (L (2, :)) then
4. b1 = L (2, :) ; b2 = L (1, :) .
5. else
6. b1 = L (1, :) ; b2 = L (2, :) .
7. end if.

8. while abs (real (dot (b1, b2))) > norm(b1)2

2
&

9. abs (imag (dot (b1, b2))) > norm(b1)2

2
then

10. n = round
(
real

(
dot(b1,b2)
dot(b1,b1)

)
+ imag

(
dot(b1,b2)
dot(b1,b1)

))
.

11. b2 = b2 − n ∗ b1.
12. if norm (b1) >= norm (b2) then
13. swap (b1, b2).
14. else

15. if abs (real (dot (b1, b2))) <= norm(b1)2

2
&

16. abs (imag (dot (b1, b2))) <= norm(b1)2

2
then

17. break.
18. end.
19. end.
20. end.
21. âl = b1

Figure 5.2 plots the maximized computation rates obtained by the above al-

gorithm and the greedy search algorithm given by (5.9). From the figure, it is

clear that the maximized computation rates obtained by the two algorithms are

identical. On the other hand, the result also demonstrates that the maximized

computation rate achieved by CPF is almost linearly increased with the trans-

mission power in high power regions.

5.6 Recovering Messages

The decoded linear combinations received by each user node after time slot L−1

consist of both incoming and outgoing messages. For example, the decoded linear

combinations t41 and t61 at user node N1 in time slots 4 and 6 in the 5-node 2-
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Figure 5.2: Maximized computation rate obtained by two different algorithms.

message MH-TRC can be obtained as

t41=~a2û2 + ~a2t
2
3

=~a2û2 + ~a2

(
~a3t

1
2 + ~a3t

1
4

)
=~a2û2 + ~a2 (~a3û1 + ~a3v̂1)

=~a2û2 + ~a2~a3û1 + ~a2 ~a3v̂1, (5.11)

t61=~a3t
3
2 + ~a3t

3
4

=~a3

(
~a2û2 + ~a2t

2
3

)
+ ~a3

(
~a4t

2
3 + ~a4v̂2

)
=~a3 (~a2û2 + ~a2 (~a3û1 + ~a3v̂1)) + ~a3 (~a4 (~a3û1 + ~a3v̂1) + ~a4v̂2)

=~a3~a2û2 + (~a2
3 ~a2 + ~a3~a4~a3)û1 + (~a3 ~a2 ~a3 + ~a2

3~a4)v̂1 + ~a3 ~a4v̂2. (5.12)

As can be seen from (5.11), the received linear combination in time slot 4

contains the outgoing messages û1 and û2, and also the incoming message v̂1.

Knowing the complex integer coefficients passed from relay node N2, the user

node N1 can extract its own messages û1 and û2 from the combination and recover
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incoming messages v̂1. In time slot 6, since user node N1 has the knowledge of

message û1 and û2, and v̂1 recovered in time slot 4, it can extract these messages

from the combination t61 given by (5.12), and recover v̂2.

For the MH-CPF scheme in the generalized L-node K-message MH-TRC with

the case 2K − 1 > L− 1, tj1 can be given by

tj1=

j
2∑
l=1

φjl ûl +

j−(L−1)
2∑
l=1

ψjl v̂l +

L−1∏
l=2

~alv̂ j−L+3
2

, j ∈ {L− 1, L+ 1, ..., 2K − 2},(5.13)

tj1=
K∑
l=1

φjl ûl +

j−(L−1)
2∑
l=1

ψjl v̂l +
L−1∏
l=2

~alv̂ j−L+3
2

, j ∈ {2K, 2K + 2, ..., TMH-CPF},(5.14)

and for the case 2K − 1 < L− 1, tj1 can be given by

tj1=
K∑
l=1

φjl ûl +

j−(L−1)
2∑
l=1

ψjl v̂l +
L−1∏
l=2

~alv̂ j−L+3
2

, j ∈ {L− 1, L+ 1, ..., TMH-CPF},(5.15)

where φjl and ψjl are two polynomials of {~al}L−1
l=2 and { ~al}L−1

l=2 in time slot j.

(5.13) describes the received linear combination between v̂1 reaches N1 and ûK is

sent from N1, and (5.14) denotes the received linear combination after ûK is sent

from N1 until time slot TMH-CPF.

To solve the above linear equations for its required messages, user node N1 has

to know all the φjl and ψjl , the complexity of which increases exponentially with

the numbers of hops and messages. The similar recursive approaches proposed

in the last chapter for deriving the noise power can be applied here to obtain the

linear combinations at the user nodes. The detailed derivation is presented in

Appendix A.3, and the results are given by

tj1=~a1û j
2

+

Ψ(j)∑
i=1

[
(−1)i−1

(
i



K=1,l1=2
Φ

(
j

2

))
tj−2i
1

]
+

Ψ(j)∑
i=1

[
(−1)i−1

(
i



K=1,l1=3
Φ

(
j

2

))(
tj−2i
1 − ~a1û j−2i

2

)]
+

L−1∏
i=2

~aiv̂ j−L+2
2

,(5.16)

j ∈ {L,L+ 2, ..., 2K − 2}



5.7 Outage Probability 85

and

tj1=

Ψ(j)∑
i=1

[
(−1)i−1

(
i



K=1,l1=2
Φ

(
j

2

))
tj−2i
1

]
+

Ψ(j)∑
i=1

[
(−1)i−1

(
i



K=1,l1=3
Φ

(
j

2

))(
tj−2i
1 − ~a1û j−2i

2

)]
+

L−1∏
i=2

~aiv̂ j−L+2
2

,(5.17)

j ∈ {2K, 2K + 2, ..., TMH-CPF}

where

Ψ(j)=


bL−1

2
c j

2
≥ L− 1

bL
4
c+ j−L+2

2
− 1 else

.

5.7 Outage Probability

For MH-CPF in the MH-TRC, each message follows a different transmission path,

and failing to decode one message will affect the decoding of the following mes-

sages. The outage probabilities for these K messages are different, and the outage

probabilities of later messages are poorer than those of early messages. Due to

the symmetrical property of the two-way transmission, the outage probabilities

for the two messages ûk and v̂k are identical.

Given a target end-to-end rate R, the average outage probability per message

in the L-node K-message MH-TRC is defined as

pout(R)=
1

2K

K∑
k=1

(
pout
v̂k

(R) + pout
ûk

(R)
)

=
1

K

K∑
k=1

pout
v̂k

(R), (5.18)

where pout
v̂k

(R) and pout
ûk

(R) are the outage probabilities of messages v̂k and ûk,

respectively.

To meet a target end-to-end rate R for the MH-TRC, each single transmission

in the MH-TRC should achieve the following target message rate

RMSG =
R

C
, (5.19)

which implies that the more time units that are needed for exchanging one mes-

sage, the higher the message rate required for a single transmission.
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5.7.1 Non-Network Coding

The messages are transmitted one-by-one and hop-by-hop with the Non-NC

scheme. With the “good” lattice codes suggested by Erez and Zamir in [90],

the achievable message rate Rl of hop l is given by

Rl = log2(1 + γl), (5.20)

where

γl =
P |hl|2

σ2
(5.21)

is the received SNR at hop l, which is exponentially distributed with parameter

1/γ̄l, with γ̄l =
2Pα2

l

σ2 denoting the average SNR.

The outage event of a single-hop transmission is defined as when Rl is below

a target message rate

RNon-NC =
R

CNon-NC

= (L− 1)R. (5.22)

Therefore, the outage probability for the transmission at hop l can be given

by

pout
l (RNon-NC)=Pr

[
Rl < RNon-NC

]
=1− exp

(
−2(L−1)R − 1

γ̄l

)
. (5.23)

For Non-NC in the MH-TRC, the transmission of message ûk is in outage if

any transmission at the L− 1 hops is in outage. The outage probability for each

message is the same due to the same transmission procedure and the quasi-static

channel at each hop. The average outage probability of Non-NC for the MH-

TRC is equivalent to the outage probability of a single message v̂k, which can be

derived as

pout
Non-NC(R)=pout

Non-NC,v̂k
(R)

=1−
L−1∏
l=1

(
1− pout

l

(
(L− 1)R

))
=1−

L−1∏
l=1

exp

(
−2(L−1)R − 1

γ̄l

)
. (5.24)
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5.7.2 Multi-Hop Compute-and-Forward

In MH-CPF, signals are transmitted bi-directionally, and each single message

will pass a series of intermediate relay nodes before it reaches the destination.

The outage event for message ûk with MH-CPF occurs when any transmission

that affects the transmission of the concerned message is in outage. Due to

bi-directional transmission in MH-CPF, the transmission of message v̂k is more

complicated than the hop-by-hop transmission in the Non-NC scheme. In the

following sections, the transmission events that affect the transmission of message

v̂k and the corresponding outage probabilities are analyzed.

First, denote by f jl the transmission event when node Nl receives a signal from

one of its neighboring nodes, or an interference signal from both neighboring nodes

in time slot j

f jl ,
{
Nl−1

x

−−→ Nl

}
∪
{
Nl

y

←−− Nl+1

}
∪
{
Nl−1

x

−−→ Nl

y

←−− Nl+1

}
, (5.25)

∀l ∈ {1, 2, ..., L},∀j ∈ {1, 2, 3, ...},

and Fv̂k as the set of all the transmission events that affect the transmission of

message ûk

Fv̂k ,
{
{f jl }

j∈{1,2,...,Tk}
l∈{1,2,...,L}

}
, ∀k ∈ {1, 2, ..., K}, (5.26)

where Tk = L− 1 + 2(k− 1) is the total number of time slots used for exchanging

k messages.

Transmission events for message ûk in the 5-node 2-message MH-

TRC: As can be observed from Figure 3.7 in Chapter 3, 12 transmission events

occur with a total of 6 time slots. The entire set of transmission events can be

obtained as

{
f 1

2 , f
1
4 , f

2
3 , f

3
2 , f

3
4 , f

4
1 , f

4
3 , f

4
5 , f

5
2 , f

5
4 , f

6
1 , f

6
5

}
,

and the sets Fv̂1 and Fv̂2 for messages v̂1 and v̂2 are

Fv̂1=
{
f 1

2 , f
1
4 , f

2
3 , f

3
2 , f

4
1

}
, and Fv̂2 =

{
f 1

2 , f
1
4 , f

2
3 , f

3
2 , f

3
4 , f

4
1 , f

4
3 , f

5
2 , f

6
1

}
,

respectively.
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Similar to WNC in the TWRC, the transmission with MH-CPF in the MH-

TRC also consists of a series of multiple-access and broadcast phases. Accord-

ingly, f jl can be further divided into two sub-events, i.e., single-access transmission

event, denoted by f jS,l, and multiple-access transmission event, denoted by f jM,l.

• Single-access transmission event: A single-access transmission event

represents an event in which a node receives the signal from only one of two

neighboring nodes,

Nl−1

x

−−→ Nl or Nl

y

←−− Nl+1

In MH-CPF for the L-node K-message, the single access transmission event

f jS,l occurs

– In the initial stages when relay nodes receive their first signals;

– At relay nodes N2 and NL−1 in the odd time slots after user nodes

finish sending all messages; and

– At user nodes N1 and NL during even time slots after L−1 time slots.

The achievable rate of the single-access transmission event is equivalent to

the achievable rate of point-to-point transmission given by (5.20). Thus,

the outage probability of the single-access transmission event f jS,l can be

given by

pout
fjS,l

(RMH-CPF)=1− exp

(
−2

L−1+2(K−1)
2K

R − 1

γ̄l

)
, (5.27)

or

pout
fjS,l

(RMH-CPF)=1− exp

(
−2

L−1+2(K−1)
2K

R − 1

γ̄l+1

)
, (5.28)

where

RMH-CPF =
R

CMH-CPF

=
L− 1 + 2(K − 1)

2K
R (5.29)

is the target message rate for MH-CPF in the L-node K-message MH-TRC.
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• Multiple-access transmission event: A multiple-access transmission

event denotes an event in which a relay receives bi-directional signals from

both neighboring nodes,

Nl−1

x

−−→ Nl

y

←−− Nl+1

which occurs

– At relay nodes {Nl}L−2
l=3 in the time slots after the initial stages; and

– At relay nodes N2 and NL−1 after the initial stage and before the user

nodes finish sending all messages.

The outage probability of the multiple-access transmission event is the prob-

ability that the maximized computation rate RCOMP,l(hl, âl) at relay node

Nl is less than the target message rate RMH-CPF, given by

pout
fjM,l

(RMH-CPF) = Pr

[
RCOMP,l(hl, âl) <

L− 1 + 2(K − 1)

2K
R

]
. (5.30)

The maximization of the computation rate RCOMP,l(hl, âl) is an SVP prob-

lem, which has no closed-form solutions. Thus, the closed-form outage prob-

ability expression of pout
fjM,l

(RMH-CPF) is unattainable. However, the complex

lattice reduction algorithms can be applied to calculate the outage proba-

bility numerically.

Accordingly, the sets Fv̂1 and Fv̂2 for the transmission of messages v̂1 and v̂2 in

the 5-node 2-message MH-TRC can be rewritten as

Fv̂1=
{
f 1
S,2, f

1
S,4, f

2
M,3, f

3
M,2, f

4
S,1

}
, and

Fv̂2=
{
f 1
S,2, f

1
S,4, f

2
M,3, f

3
M,2, f

3
M,4, f

4
S,1, f

4
M,3, f

5
S,2, f

6
S,1

}
.

The outage probability of message v̂k occurs when any transmission event in

the set Fv̂k is in outage. Thus, the outage probability of message v̂k can be given

by

pout
MH-CPF,v̂k

(
R
)

=1−
∏

fjS,l∈Fv̂k

(
1− pout

fjS,l
(RMH-CPF)

)
∏

fjM,l∈Fv̂k

(
1− pout

fjM,l
(RMH-CPF)

)
. (5.31)
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For simplicity, it is assumed that all channels hl are independently identically

distributed [137], i.e., γ̄l = γ̄. Therefore, the outage probabilities of the same

type of sub-events in set Fv̂k are the identical.

Let Ak and Bk be the numbers of sub-event f jS,l and f jM,l in set Fv̂k , respec-

tively. Following the MH-CPF scenarios at each node given in Section 3.6, Ak

and Bk can be readily obtained as

Ak= Tk +
L− 3

2
−K, Bk = (L− 3)(k − 1) + 1 +

K∑
i=2

(
L+ 1

2
− i
)
,(5.32)

2K − 1 < L− 1, ∀k ∈ {1, 2, ..., K},

and

Ak=

{
Tk − k k ∈

{
1, 2, ..., C

}
Tk − C k ∈

{
C + 1, ..., K

}, (5.33)

Bk=


(L− 2)(k − 1) + 1 +

L−3
2∑
i=1

i k ∈
{

1, 2, ..., C
}

(L− 3)(k − 1) + C +

L−3
2∑
i=1

i k ∈
{
C, ...,K

} (5.34)

C =
2K − (L− 3)

2
, 2K − 1 > L− 1

Thus, the outage probability of message v̂k given by (5.31) can be derived as

pout
MH-CPF,v̂k

(R)=1−
(

1− pout
fjS,i

(RMH-CPF)
)Ak

︸ ︷︷ ︸
A

(
1− pout

fjM,i
(RMH-CPF)

)Bk
︸ ︷︷ ︸

B

=1− exp

(
−2

L+2(K−1)
2K

R − 1

γ̄

)Ak

(
1− Pr

[
RCOMP,l(hl, âl) <

L− 1 + 2(K − 1)

2K
R

])Bk
.(5.35)

Substituting (5.35) into (5.18), the outage probability for MH-CPF can be

given as

pout
MH-CPF(R)=

1

K

K∑
k=1

pout
MH-CPF,v̂k

(R)

=1− 1

K

K∑
k=1

[
exp

(
−2

L+2(K−1)
2K

R − 1

γ̄

)Ak

(
1− Pr

[
RCOMP,l(hl, âl) <

L− 1 + 2(K − 1)

2K
R

])Bk ]
.(5.36)
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5.8 Effective Network Throughput

In the “standard” PNC, the relay uses PNC mapping [14] to decode the modular-

2 sum of transmitted messages, where PNC mapping was proven to have the same

BER as the traditional decode and forward (DF) strategy. However, the analysis

of the achievable rate of the “standard” PNC established in [14] is a challenging

task since it depends on the specific modulation method. For the BSC with the

error probability Pe, the authors in [95] calculated the achievable rate of PNC as

R 6 1
2

(1−H(Pe)).

For fading channels, the BER for PNC is intractable due to the multiple in-

formation in the collided signal and random channel state information (CSI). As

far as the literature review suggests, no BER analyse of PNC in fading chan-

nels have been established in published work to date. Therefore, the analytical

expression of the BER is computationally intractable for the MH-CPF scheme.

However, note that the probability of the successful transmission 1 − pout is the

upper-bound of the symbol error rate. Therefore, using bounding technique, the

upper-bound effective network throughput can be given by

Ĉe , C(1− P out) (5.37)

5.9 Numerical Results

In this section, the outage probabilities of the Non-NC and MH-CPF schemes for

the L-node K-message MH-TRC are compared. The target end-to-end rate for

the MH-TRC R is set to 1 bit/sec/Hz for all comparisons.

The outage probability versus the average SNR per hop γ̄ for the 5-node MH-

TRC is plotted in Figure 5.3. As can be observed from the figure, MH-CPF can

achieve an approximately 6 dB gain in comparison with Non-NC at the outage

probability of 10−2 when the number of messages is 2. Moreover, MH-CPF has

better outage performance than Non-NC in the 5-node MH-TRC with less than 9

messages, while the outage probability of MH-CPF is worse than that of Non-NC

when the number of messages is larger than 9. In comparison with the MH-ANC

for non-regenerative MH-TRC in [35], MH-CPF has an approximately 3 dB gain

at the outage probability of 10−2 for the 5-node 2-message MH-TRC.
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Figure 5.3: Outage probability versus the average SNR per hop for the 5-node

MH-TRC.

Figure 5.4 shows the outage probability versus the number of messages for

7-node, 11-node, and 15-node MH-TRCs. The average SNR per hop is set to 40

dB. As can be seen from (5.24), the outage probability of the Non-NC scheme is

not affected by the number of messages.

However, the outage probability of MH-CPF is affected by the numbers of

both nodes and messages. On one hand, the network throughput of MH-CPF

increases with the increased number of messages, making the MH-CPF target

message rate RMH-CPF smaller as can be seen from (5.29). As a result, the outage

probabilities pout
fjS,l

(RMH-CPF) and pout
fjM,l

(RMH-CPF) decrease with the increase of the

number of messages, causing the bases of terms A and B in (5.35) increase.

On the other hand, the numbers of transmissions events Ak and Bk (which

are the powers of term A and B) increase with the increased number of messages.

It should be noted that the bases of terms A and B are both smaller than 1.

According to the property of exponentiations, when the base is smaller than 1,

the exponentiation is a decreasing function of the power. As a result, the bases of
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Figure 5.4: Outage probability versus the number of messages for the generalized

MH-TRC.

terms A and B in (5.35) (the values are between [0, 1]) increase with the increase

of the number of messages, and the powers of term A and B also increase with

the number of messages. The relationship between the outage probability of

MH-CPF given by (5.36) and the number of messages is difficult to determine

analytically. As indicated in Figure 5.4, each outage probability curve has a valley

point, denoting the minimum outage probability that MH-CPF can achieve in the

MH-TRC with a specific number of nodes.

Moreover, it can be demonstrated that there exists an optimal number of

messages for different scale MH-TRCs, where MH-CPF can achieve the best out-

age performance. This optimal number of messages increases with the number of

nodes. For example, the number of messages for the 7-node, 11-node and 15-node

MH-TRCs are 1, 3 and 9, respectively.

It can also be observed from Figure 5.4, that MH-CPF has a better outage

performance than Non-NC when the number of messages is under 31 for the 7-

node MH-TRC. Moreover, it is clearly demonstrated that for the 11-node and

15-node MH-TRCs, the outage probabilities of MH-CPF are always superior to
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those of Non-NC for the number of messages up to 80, as shown in the figure.
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Figure 5.5: Outage probability versus the number of nodes for the generalized

MH-TRC.

The outage probability versus the number of nodes is plotted in Figure 5.5.

The average SNR per hop is also set to 40 dB. It can be seen from the figure

that, the outage performance of MH-CPF is always better than Non-NC when

the number of messages is 2 or 5 in all the MH-TRCs with number of nodes larger

than 5. With the increase in the number of messages, MH-CPF can achieve a

better outage performance than Non-NC with a relatively large number of nodes.

For example, for the MH-TRC with more than 7 nodes, the outage performance

of MH-CPF is always better than Non-NC when the number of messages is less

than 50, as can be seen from Figure 5.5. Similarly, MH-ANC has better outage

performance than MH-CPF when the number of hops is small, while MH-CPF

performs better in the MH-TRC with a relatively large number of nodes.

Figure 5.6 plots the effective network throughput for the generalized MH-

TRC with both schemes when the number of messages K � L. It is assumed

that the average SNR per hop γ̄′ is 40 dB. The figure demonstrates that MH-CPF

is superior to the Non-NC scheme in all-scale MH-TRCs, and the gain increases
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Figure 5.6: Effective network throughput versus the number of nodes for the gen-

eralized MH-TRC.

with the increase in the number of messages. Moreover, it can be seen that the

effective network throughput of the MH-CPF scheme is not better than MH-

ANC when the number of nodes is relatively small. However, when the numbers

of nodes and messages are large, MH-CPF can always achieve better effective

network throughput than MH-ANC.

5.10 Summary

In this chapter, the original CPF is extended to MH-CPF with application to the

generalized MH-TRC. To maximize the computation rates at each relay node dur-

ing the whole exchange process, the complex lattice reduce algorithm is applied

to find the best coefficient vector. The result demonstrates that the computation

rate obtained by the complex lattice reduce algorithm is well matched to the re-

sult obtained by the greedy search algorithm. Due to the exponentially increase

complexity of the received linear combinations at user nodes, the conventional

approach for recovering messages in the original CPF scheme is inapplicable to
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MH-CPF. The forward and backward recursive approaches proposed in Chapter

4 is applied to obtain the linear combinations at the user nodes.

Furthermore, the outage performance for the proposed MH-CPF is analyzed.

The outage probabilities for both Non-NC and MH-CPF schemes are derived.

The numerical results show that for the MH-TRC with a relatively small number

of nodes, MH-CPF can achieve better outage performance than Non-NC. More-

over, it is also demonstrated that for the MH-TRC with a large number of nodes,

MH-CPF can always have a better outage probability compared to Non-NC when

the number of message is large.

To summarize, the outage probability of each message in MH-CPF depends

on the numbers of single-access and multi-access transmission events that inter-

fere with the transmission of the messages. Due to bi-directional transmission,

the transmission of early messages interferes with the transmission of later mes-

sages. Therefore, the outage probability of MH-CPF increases with the number

of messages. However, the outage probability of MH-CPF converges a stable

value when the number of messages is far larger than the number of nodes, and

increases slowly with the increase in the number of nodes.

On one hand, when the numbers of nodes and messages are small, the network

throughput of MH-CPF is only slightly greater than that of Non-NC, while the

number of transmissions that interfere the transmission of a single message of

MH-CPF is far worse than that of Non-NC. Therefore, the outage probability of

MH-CPF is worse than that of Non-NC when the numbers of nodes and messages

are small. On the other hand, when the numbers of nodes and messages are large,

the network throughput of MH-CPF is significantly better than that of Non-NC.

The network throughput of Non-NC decreases quickly with the increase in the

number of nodes, while the network throughput of MH-CPF remains constant

regardless of the numbers of messages and nodes. As a result, the outage proba-

bility of Non-NC increase fast with the increase of the number of nodes, while the

outage probability of MH-CPF increase slowly with the number of nodes when

the number of messages is large. Although the MH-CPF scheme cannot outper-

form Non-NC in outage performance when the number of nodes is small, it can

achieve a better outage performance when the number nodes is large.



Chapter 6

Optimal Wireless Network Coding

for Multi-Hop Two-Way Relay

Channels

6.1 Introduction

The work presented in the previous two chapters have demonstrated that the

proposed MH-WNC with fixed two time intervals is not able to outperform Non-

NC in all-scale MH-TRCs. In view of this fact, this project aims to design an

optimal MH-WNC that can achieve the best outage performance for all scale MH-

TRCs. More specifically, a multiple-time-interval (Multi-TI) MH-WNC scheme

is proposed. It uses multiple time intervals, instead of two at the user nodes. To

obtain the optimal MH-WNC, the outage performance for the MH-WNC schemes

with different time intervals is to be investigated. It should be noted that the

transmission scenario for the Multi-TI MH-WNC scheme differs from each other

due to the different transmission time intervals. Therefore, the results from the

last two chapters are directly inapplicable. In this case, a generalized transmission

scheme is designed, and performance analysis for Multi-TI MH-WNC is presented.

The results of network throughput, received SNR and outage probability will be

presented to show the relationship between the number of nodes, messages and

time intervals with them. Finally, the findings are discussed, then the optimal

MH-WNC for all scale MH-TRCs is summarized.
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The contributions in this chapter can be summarized as follows:

1. Design of the generalized I-TI MH-WNC (I represents the number of trans-

mission time intervals at user nodes) for the generalized L-node K-message

MH-TRC;

2. Analysis of the performance of I-TI MH-WNC by converting the transmis-

sion model to a special binary tree model joined with the corresponding

characteristic matrices;

3. The design of a postorder traverse algorithm to obtain the received signal-

to-noise-ratio (SNR) of each message for the I-TI MH-ANC scheme, and

the outage probability for the I-TI MH-CPF obtained with the converted

transmission matrices.

4. Evaluation of the relationships between the number of nodes, messages and

time intervals with the network throughput, received SNR and outage prob-

ability, and determination of an optimal MH-WNC for all scale MH-TRCs

with the best outage probability. Moreover, the obtained optimal MH-WNC

scheme is proven to be superior to Non-NC in outage performance in all

scale MH-TRCs.

6.2 Problem Statement

In the last two chapters, the performance of MH-WNC with fixed two time in-

tervals is analyzed (which is referred to as the 2-TI MH-WNC scheme in this

chapter) for both non-regenerative and regenerative MH-TRCs. In the 2-TI MH-

WNC scheme, each node works once every two time slots, i.e., odd-numbered

nodes work in odd time slots, and even-numbered nodes work in even time slots.

It is proven that this I-TI MH-WNC scheme can achieve a significantly improved

network throughput compared to the Non-NC scheme, i.e., L−1 times larger than

Non-NC when K � L. However, it is also demonstrated that MH-ANC cannot

provide better outage performance than Non-NC in large scale non-regenerative

MH-TRCs, while MH-CPF is unable to outperform Non-NC in small scale regen-

erative MH-TRCs.
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It is later found that the MH-WNC scheme with fixed two time intervals is

not the only transmission scheme to implement network coding in the MH-TRC.

In the 2-TI MH-WNC scheme, network coding is performed at all the relay nodes

in all time slots. However, when the number of time intervals (TIs) in MH-

WNC is increased to {4, 6, 8, ...} (odd numbers do not work due to the swapping

transmission scheme for even-numbered and odd-numbered nodes), the network

coding is performed at relay nodes in different patterns.

It should be noted that the I-TI MH-WNC scheme with a larger number of

TIs has poorer network throughput than the 2-TI MH-WNC scheme. Moreover,

the signal collision occurs when the forward signal meets the backward signal in

MH-WNC. The number of signal collisions at each relay node is determined by

the number of nodes, the number of messages, and the number of time intervals.

For example, it can be seen that for the 2-TI MH-WNC in the 5-node 2-message

MH-TRC, the first signal collision occurs at relay nodes N2 and NL−1 immediately

after the user nodes send out their second message in time slot 3, and the signal

collision continues at all the relay nodes until the central node broadcasts the

final signal. On the other hand, when the number of TIs equals the number of

hops (I = L− 1), the signal collision only occurs at central relay node N(L+1)/2.

Therefore, the number of signal collisions equals the number of messages K.

On one hand, the increase of the number of TIs reduces the network through-

put. On the other hand, it also reduces the number of signal collisions, the noise

propagation and the number of compute-and-forward processes. The aim of the

work in this chapter is to determine the optimal MH-WNC that achieves the

best outage performance for all-scale MH-TRCs with the best outage probability,

which amounts to investigating the relationship between the number of TIs and

the received SNR, the network throughput and the outage probability.

6.3 Assumptions

To simplify the analysis, it is assumed that the power per node per transmission

is equalized to one for all the nodes during the entire exchange process in the 2-TI

MH-WNC scheme. The number of transmissions at each relay node is reduced
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due to the transmission overlap between messages. Thus, compared to Non-

NC schemes, the MH-WNC scheme reduces the number of transmissions at the

relay nodes, thus reducing the overall power consumption. Similarly, due to the

reduction of the number of signal collisions, the I-TI MH-WNC schemes with a

larger number of TIs consumes more power than the 2-TI MH-WNC scheme.

In this chapter, the overall system transmission power is assumed to be the

same for both Non-NC and I-TI MH-WNC schemes. Each node is assigned

with a unit power P for one message exchange. The greater the number of

transmissions required at a node, the smaller the power per transmission will be.

For example, for a L-node K-message MH-TRC, each node is equipped with the

same transmission power 2KP . Denote by nl the total number of transmissions

required at relay node Nl, the power per transmission for Nl per is given by

Pl =
2KP

nl
. (6.1)

For the Non-NC scheme, one transmission is required for one message at each

node. The number of transmission is K for both user nodes, and 2K for all the

relay nodes. Therefore, the power per transmission for both user nodes is 2P ,

and P for the relay nodes.

For I-TI MH-WNC, the relay nodes have different transmission patterns due

to their different locations in the MH-TRC. Thus, the power per transmission is

not identical for all the nodes. For example, for a 9-node 3-message MH-TRC,

the number of transmission nl and the power per transmission Pl for all the nodes

can be shown in Table 6.1.

Table 6.1: Transmission powers of the nodes in the 9-node 3-message MH-TRC

TI Number of Number

time slot of Nodes

(I) (T = L− 1 + I(K − 1)) transmissions N1 N2 N3 N4 N5 N6 N7 N8 N9

2 12 nl 3 6 5 4 3 4 5 6 3

Pl 2P P 6P/5 3P/2 2P 3P/2 6P/5 P 2P

4 16 nl 3 6 4 6 3 6 4 6 3

Pl 2P P 3P/2 P 2P P P/4 P 2P

6 20 nl 3 4 6 6 3 6 6 4 3

Pl 2P 3P/2 P P 2P P P/6 3P/2 2P

8 24 nl 3 6 6 6 3 6 6 6 3

Pl 2P P P P 2P P P/6 P 2P
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As can be seen from the table, the number of transmissions for user nodes

and central relay nodes are both equivalent to K regardless of the number of

time intervals. However, the number of transmissions for the other relay nodes

changes with the number of time intervals.

6.4 System Model

N2

N1 NL

N3 NL-2 NL-1N4

h2 h3 hL-2

hL-1h1

User 

Node

User 

Node

 

Relay Nodes

Figure 6.1: The L-node K-message multi-hop two-way relay network.

The same L-node K-message MH-TRC model discussed in the previous chap-

ters, as shown in Figure 6.1, is considered. Instead of sending their messages

every two time slots, the two user nodes N1 and NL send one message every I

time slots simultaneously. Similarly, the transmission scenario for the generalized

I-TI MH-WNC can be extrapolated as follows:

• User nodes send their messages very I time slots in odd time slots, until

they complete sending all the K messages; and then they begin receiving

messages from their neighboring relay nodes from time slot L − 1 every I

time slots, until the end of the entire transmission; and they remain silent

in the rest time slots; and

• Relay nodes transmit each forward and backward message once every I time

slots.

Following the transmission scenario, the transmission modes for each node in

different time slots with MH-WNC can be summarized as:

• For user nodes N1 and NL,

Sj1 = SjL = T, j ∈ {1, I + 1, 2I + 1, ..., (K − 1)I + 1}.
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Sj1 = SjL = R, j ∈ {L− 1, L− 1 + I, L− 1 + 2I, ..., L− 1 + I(K − 1)}.

Sj1 = SjL = 	, other.

• For relay nodes {Nl}L−1
l=2 ,

Sjl = T, j ∈ {L− l + 1, L− l + I + 1, L− l + 2I + 1, ..., L− l + (K − 1)I +

1} ∪ {l + 1, l + I + 1, l + 2I + 1, ..., l + (K − 1)I + 1}.

Sjl = R, if Sjl−1 = T ∪ Sjl+1 = T.

Sjl = 	, other.

where R, T and 	 are the receiving, sending and silent modes of the nodes,

respectively. Sjl is the operation mode for node Nl in time slot j.

The grid chart of the transmission pattern for the I-TI MH-WNC can be

depicted with the platform in Chapter 3. For example, the grid chart for the

5-node 3-message MH-TRC with the 4-TI MH-WNC is shown in Figure 6.2.

N1 N2 N3 N4 N5 N6 N7 N8 N9 N10 N11

T1

T2

T3

T4

T5

T6

T7

T8

T9

T10

T12

T13

T14

T15

T17

T18

T11

T16

Transmission Mode

Receive One Signal

Receive Two Signals

Silent Mode

Figure 6.2: Grid chart for the transmission scheme of the 11-node 3-message MH-

TRC with 4-TI MH-WNC.

It can be seen that the grid chart shown in Figure 6.2 is different from that of

2-TI MH-WNC shown in Figure 3.8(a). The number of time slots is more than



6.5 Methodologies 103

that of 2-TI MH-WNC, however it can seen that the distribution of gray grids

is looser, representing less interference. Moreover, the number of silent nodes is

more than that of the 2-TI MH-WNC scheme, meaning less channel use rate and

network throughput.

With I-TI MH-WNC, the total number of time slots used is TMH-WNC =

L− 1 + I(K − 1). The network throughput is

CMH-WNC =
2K

L− 1 + I(K − 1)
(message/time slot). (6.2)

When the number of messages K is far larger than the number of nodes L,

an upper limit of CMH-WNC can be obtained as

ĈMH-WNC = lim
K>>L

2K

L− 1 + I(K − 1)
=

2

I
(message/time slot). (6.3)

The network throughput decreases with the increase of the transmission time

intervals, as can be seen from (6.3).

6.5 Methodologies

In this section, the methodologies for the performance analysis of I-TI MH-WNC

will be presented, including the received SNR for the non-regenerative system

and outage probability for the generalized MH-TRC.

Before delving into details, Table 6.2 which defines the terms used in the rest

of the chapter is presented to the reader.
The transmission pattern of I-TI MH-WNC can be represented by a T by

L matrix. For example, the pattern matrix for message u1 and v1 in the 5-node

3-message MH-TRC with the 2-TI MH-WNC can be expressed as

T1 =



1 −1 0 −1 1

0 1 −2 1 0

1 −2 1 −2 1

−1 1 −2 1 −1


(6.4)

where the element tj,i represents the mode of nodeNi at time slot j. By converting

the corresponding the transmission gird chart, it can be found that the yellow-

colored elements in the above matrix do not affect the transmission of message v1.
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Table 6.2: Definitions of terms used in this chapter.

Nota-
tion

Term Definition

Tk Pattern matrix
The matrix representing the transmission
pattern of MH-WNC

Tvk Transmission matrix
The matrix representing the transmission
pattern for message vk

Nvk Noise matrix
The matrix only containing the transmission
events of the transmission matrix Tvk

Ñvk Noise power matrix
The matrix displaying the received noise power
propagation at each node of message vk

Svk Signal matrix
The matrix displaying the transmission events
that participates the transmission of message vk

S̃vk Signal power matrix
The matrix displaying the weight of each
element in the signal characteristic matrix Svk

Svk
Single access
transmission matrix

The matrix displaying the single access
transmission events that affect the transmission
of message vk

S̃vk
Single access
transmission power
matrix

The matrix displaying the powers of each event
in the single access transmission matrix Svk

Cvk CPF matrix
The matrix displaying the CPF events that
affect the transmission of message vk

C̃vk CPF power matrix
The matrix that displays the power-pairs of each
event in the CPF matrix Cvk

Wi Weight
The weight of links from a specific node to its
left and right child nodes in the binary tree
structure

Therefore, setting these yellow-colored elements to zero, the transmission matrix

for message v1 can be given by

Tv1 =



1 −1 0 −1 1

0 1 −2 1 0

1 −2 1 0 0

−1 1 0 0 0


. (6.5)

The transmission matrix for each message in generalized L-node K-message

MH-TRC with I-TI MH-WNC can be obtained similarly. The following received

SNR and outage probability analysis can be carried out based on the transmission

matrix.
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6.5.1 Analog Network Coding

The end-to-end SNR for the I-TI MH-ANC is defined as the average SNR of each

message vk, which can be given by

γ
MH-ANC,vk =

SMH-ANC,vk

NMH-ANC,vk

, (6.6)

where the SMH-ANC,vk and NMH-ANC,vk are the signal and noise power of message

vk, respectively. Similar to the performance analysis in Chapter 4, the noise

propagation through different paths needs to be determined in order to derive

the received SNR of each message. It is difficult to implement an universal re-

cursive approach for the generalized I-TI MH-ANC. Therefore, in the following

sections, the transmission pattern is converted into a binary tree model, and a

postorder traversal approach is proposed for analyzing the noise and signal powers

(NMH-ANC,vk and SMH-ANC,vk) numerically.

6.5.1.1 Noise Power

The noise propagation model for message v1 and v2 in the 5-node 3-message

MH-TRC with 2-TI MH-WNC can be illustrated by Figure 6.3.

N2

N3

N2

1

4

3

N1

T1

T2

T3

T4

N4

2

5

(a) v1.

N2

N3

N2 N4

N3

N2

1

3

7

2

5

8

4

6

N1

T1

T2

T3

T4

T5

T6

N4

(b) v2.

Figure 6.3: Noise propagation model in the 5-node 3-message MH-TRC with 2-TI

MH-WNC.

As can be seen from the above two figures, the received noise at user node N1

for message v1 consists of the noise propagation from 4 nodes, while each noise
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term only consists of one propagation path. On the other hand, the received

noise for v2 consists of the noise propagation from 7 nodes, where noise terms

from node 4, 5, 6 and 7 consist of one propagation path, and the other noise

terms are made up of 2 paths.

It is interesting to find that the above Figure 6.3 is a binary-tree-like structure,

while the only difference from the canonical binary tree is that child nodes may

have two parent nodes. It is well known that there are a number of numerical

solutions for the binary tree traversal problem. Therefore, by converting the noise

power derivation to the binary tree problem, the derivation can be simplified.

To illustrate the algorithm, the converted binary tree for the transmission

pattern presented in Figure 4.3 in Section 4.4.1 is shown in Figure 6.4.

N2

N3

N2 N4

N3 N5

N2 N4 N6

N3 N5 N7

N2 N4 N6

N3 N5

N2 N4

N3

N2

1

3

7

13

18

21

2

5
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16

20

19

14

8

4

6

11

17

15

9

12

N1

22

T1

T2

T3

T4

T5

T6

T7

T8

T9

T10

T11

T12

Figure 6.4: Binary tree structure for Figure 4.2.

There are 22 nodes in this binary tree, and each node represents a node in the

MH-TRC in a specific time slot. Node 22 is the end of the transmission at user

node N1, which is also the bottom node of the binary tree. The received noise at

each node in the figure propagates via different paths to end node 22. Therefore,
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the final noise power at node 22 is a combination of 22 terms, which contain the

propagation power of the received noise at each node. Denote by N ′i the term of

received noise power plus the propagated noise power from the previous nodes at

node i in the above figure. The noise power at node 22 can be expressed as

N22 = N ′1 +N ′2 +N ′i + ...+N ′22 =
22∑
i=1

N ′i ,

For the general case, the received noise at node N1 in time slot j can be given

by

Nj =
∑
i∈Uj

N ′i, (6.7)

where Uj is the set of the nodes for the converted binary tree in time slot j.

Consider the link from i to i+ 1, the transmission between two nodes can be

expressed as

yi+1 =
√
PiGihiyi + wi+1. (6.8)

It can be noticed that the noise term in yi is multiplied by an amplification

factor
√
PiGihi. Denote by Wi the weight of the link from node i to i + 1, each

term N ′i can then be calculated by traversing the binary tree from the node i.

The weight at this link is the power of the amplification factor, given by

Wi = PiGi
2|hi|2. (6.9)

To simplify the analysis, it is assumed that all the channels are identically

distributed, i.e., |hi|2 = |h|2. Therefore, the amplification factor Gi can be ac-

cordingly simplified to

Gi =

√
1

(Pi−1 + Pi+1)|h|2 + σ2
(6.10)

for the multiple access transmission, and

~Gi =

√
1

Pi+1|h|2 + σ2
, or ~Gi =

√
1

Pi−1|h|2 + σ2
(6.11)

for the single access transmission. The weights corresponding to the three ampli-

fication factors can be obtain as

W 1
i =

Pi|h|2

Pi−1|h|2 + σ2
, W 2

i =
Pi|h|2

Pi+1|h|2 + σ2
,
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W 3
i =

Pi|h|2

(Pi−1 + Pi+1)|h|2 + σ2
.

Dividing σ2 on the numerators and denominators, the three weights can be

upper-bounded in high SNR regions as

W 1
l =

Pl|h|2

Pl−1|h|2 + σ2
=

2KPγ
nl

2KPγ
nl−1

+ 1
≈ nl−1

nl
,

W 2
l ≈

nl+1

nl
, W 3

l ≈
nl−1nl+1

nl(nl−1 + nl+1)
.

It is noted that the weights on links of node i to the left and right child nodes

are the same. The channel is assumed to be quasi-static and constant throughout

the exchange process, therefore the weight on the same node {Nl}Ll=1 in the MH-

TRC is the same at different layers of the converted binary tree. Denote by

the weight vectors Wi, i = {1, 2, 3}, which are made up of the three different

weights at each node in the MH-TRC. The three types of weight vectors can be

constructed as follows

W1 =
[
W 1

1 W 1
2 · · · W 1

L

]
, (6.12)

W2 =
[
W 2

1 W 2
2 · · · W 2

L

]
, (6.13)

W3 =
[
W 3

1 W 3
2 · · · W 3

L

]
. (6.14)

Since only the transmission event affects noise propagation, the transmission

matrix for each message can be further converted into a characteristic matrix that

only contains transmission event elements. For example, by setting the receiving

elements to 0, the noise matrix for v1 can be obtained as

Nv1 =



0 0 0 0 0

0 2 0 1 0

0 0 3 0 0

0 3 0 0 0


, (6.15)

where 1 represents the single access transmission to left neighboring node with

weight W 1
l , 2 represents the single access transmission to the right neighbor-

ing node with weight W 2
l , and 3 represents the broadcast transmission to both

neighboring nodes with weight W 3
l ,
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Corresponding to the three types of weights, the above noise matrix can be

further divided into three sub-noise matrices. For example, the noise matrix given

by (6.15) can be divided into

N1
v1

=



0 0 0 0 0

0 0 0 1 0

0 0 0 0 0

0 0 0 0 0


,N2

v1
=



0 0 0 0 0

0 1 0 0 0

0 0 0 0 0

0 0 0 0 0


,N3

v1
=



0 0 0 0 0

0 0 0 0 0

0 0 1 0 0

0 1 0 0 0


. (6.16)

Therefore, the final noise power matrix can be calculated by

Ñvk =
3∑
i=1

(
Ni
vk
◦Wi

)
. (6.17)

where ◦ represents the following operation

A ◦B =



a11 a12 · · · a1n

a21 a22 · · · a2n

...
...

. . .
...

am1 am2 · · · amn


◦



b1

b2

...

bn


=



a11b1 a12b2 · · · a1nbn

a21b1 a22b2 · · · a2nbn
...

...
. . .

...

am1b1 am2b2 · · · amnbn


, (6.18)

For example, the noise power matrix for message v1 in the 5-node 3-message

MH-TRC with 2-TI MH-ANC can be obtained as

Ñv1 =



0 0 0 0 0

0 0.7500 0 0.7500 0

0 0 0.6667 0 0

0 0.3750 0 0 0


, (6.19)

The noise power then can be calculated by traversing the binary tree built by

the noise power matrix as

Trv
(
Ñvk

)
. (6.20)

where the Trv(·) stands for the traversal function, which can be explained as

follows.

Postorder traversal algorithm: The propagation of the noise power is

simply the traversal of the weight at each non-zero node in the matrix. Therefore,

instead of using the pro-order traversal method, the following postorder traversal

approach for the noise power matrix is proposed
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1. The starting point of the postorder traversal method is the end node where

the last transmission travels. For example, for the matrix given by (6.19),

the starting point is element Ñv1(4, 2) = 0.3750. A new matrix Nn with

the same dimension is constructed, and element Nn(i, j) represents the

propagation power of the received noise at Nj in time slot i;

2. For the element in the noise power matrix that has only one child node, the

value of the corresponding element in Nn equals the value of its child node

multiplied by its weight. For the element which has two child nodes, the

value equals the summation of the values of its two child nodes multiplied

by its weight; and

3. The postorder traversal runs until it reaches the top element in the char-

acteristic matrix. The final noise power equals the summation of all the

elements of Nn plus σ2 (which is the received noise at the end user node

without propagation).

The Postorder traversal algorithm for the characteristic matrix Ñv1 is de-

scribed as follows

Algorithm: Postorder traversal algorithm for Nvk

Input: Noise power matrix Nvk .

Output: Noise power Nvk .

1.Nn =ZEROS(Ti × L)

2.for i=1 to Ti do

3. for j=1 to L do

4. if Cvi(i, j) = 0 then

5. Nn(i, j)← 0

6. end if

7. if Cvi(i, j) 6= 0 then

8. Nn(i, j)← (Nn(i+ 1, j − 1) + Nn(i+ 1, j + 1))×Cvi(i, j)

9. end if

10. end for

11.end for

12.return Nvk ← SUM(Nn) + 1
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6.5.1.2 Signal Power

Each signal may have different signal powers although they all go through the

same path with I-TI MH-WNC. The similar approach for calculating the noise

characteristic power matrix can be applied to obtain the signal characteristic

power matrix. The signal matrix of message v1 for the 5-node 3-message MH-

TRC with the 2-TI MH-ANC scheme can be obtained as

Sv1 =



0 0 0 4

0 0 1 0

0 3 0 0

3 0 0 0


, (6.21)

where 1, 2 and 3 represent the same transmission events at those in the noise

matrix given by (6.15). The element 4 represents the transmission from the user

node, the weight of which is

W 4
l = Pl, (6.22)

and the corresponding weight vector can be given by

W4 =
[
W 4

1 W 4
2 · · · W 4

L

]
. (6.23)

Therefore, the final signal power matrix can be obtained as

S̃vk =
4∑
i=1

(
Sivk ◦Wi

)
. (6.24)

For example, the signal power matrix for message v1 in the 5-node 3-message

MH-TRC with 2-TI MH-ANC can be obtained as

S̃v1 =



0 0 0 1

0 0 0.7500 0

0 0.6667 0 0

0.3750 0 0 0


. (6.25)

It can be found that the transpose of the signal power matrix is a diagonal

matrix, thus the signal power can be obtained by calculating the determinant of

the transpose of the matrix, shown as

det

([
S̃vk

]T)
. (6.26)
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6.5.1.3 Received SNR

To this end, the received SNR of message vk can be calculated by dividing the

signal power in (6.26) with the noise power in (6.20), given by

γvk =

det

([
S̃vk

]T)
Trv

(
Ñvk

) . (6.27)

For example, the upper bound received SNR of message v1 in the 5-node

3-message MH-TRC with 2-TI MH-ANC can be obtained as

γv1 =
0.19|h|2

6.33σ2
= 0.03γ, (6.28)

where γ = |h|2
σ2 is the average SNR per hop.

It can be further found that the upper bound received SNR for message vk

can be expressed as a scaled version of the average SNR per hop γ, given by

γvk = fkγ, (6.29)

where fk is the scaled factor.

6.5.1.4 Outage Probability

Following the definition, the outage probability of the I-TI MH-ANC can be

derived by

pout
MH-ANC(R) = Pr

[
2K

TMH-ANC

log(1 + γ
MH-ANC

) < R

]
= Pr

[
2K

TMH-ANC

log

(
1 +

1

K

K∑
k=1

fkγ
′

)
< R

]

= Fγ′

γ′ < 2
TMH-ANC

2K
R − 1

1
K

K∑
k=1

fk



= 1− exp

2
TMH-ANC

2K
R − 1

1
K

K∑
k=1

fkγ̄′

 . (6.30)

Given a target rate, the two variables in the outage probability are network

throughput C and average received SNR factor fk.
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6.5.2 Compute-and-Forward

The outage event of each message occurs when any of the transmissions that

affect the transmission of the message is in outage in MH-CPF, which can be

given by

pout
vk

= 1−
∏

fjS,i∈Fvk

(
1− pout

fjS,i

)
︸ ︷︷ ︸

A

∏
fjM,i∈Fvk

(
1− pout

fjM,i

)
︸ ︷︷ ︸

B

. (6.31)

In order to calculate the outage probability for MH-CPF, the number of the

single access events f jS,l and multiple access events f jM,l in set Fvk need to be

obtained, as well as the achievable rate of each single access transmission Rl, and

the computation rate at each multiple access transmission RCOMP,l(hl, âl).

As can be seen from the outage probabilities given by (5.30) and (5.28), the

outage probability is determined by the average SNR γ̄l, which is further deter-

mined by the transmission power Pl, channel gain |h|2 and the noise power σ2.

The two parameters |h|2 and σ2 can be considered as constant values. Therefore,

the only variable in the outage probability of the single access transmission is the

transmission power Pl.

Moreover, it can be seen from (5.5) that the computation rate at relay node

Nl is determined by the channel coefficient vector hl, and the best integer co-

efficient vector âl. It is noted that âl is determined by the transmission power

Pl and channel coefficient vector hl. Therefore, considering that all the channels

are identically distributed and CSI remains constant during the entire exchange

process, the computation rate RCOMP,l(hl, âl) is also determined by Pl = [Pl−1

Pl+1].

6.5.2.1 Single Access Transmission

The single transmission event matrix Svk can be extracted from the transmission

matrix of message vk, by setting the corresponding elements (whose left or right

neighboring element in the transmission matrix Tvk is −1) to 1. For example,

the single access transmission matrix of message v1 for the 5-node 3-message
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MH-TRC with 2-TI MH-CPF scheme can be obtained as

Sv1 =



1 0 0 0 1

0 0 0 0 0

0 0 0 0 0

0 1 0 0 0


. (6.32)

The transmission power vector can be represented as

P = [P1 P2 P3 · · ·Pl · · · PL], (6.33)

where Pl is the power per transmission of node Nl given by (6.1).

Multiplying the single access transmission matrix with the power vector, the

single access transmission power matrix can be obtained as

S̃vk = Svk ◦PT . (6.34)

Given a target rate R, the single access transmission outage probability matrix

(the element of which is the outage probability of each single access transmission)

can then be obtain by

Pout
S,vk

= 1− exp

(
−(2

R
C − 1)

γ̄
. ∗ S̃vk

)
, (6.35)

where C is the network throughput for the I-TI MH-CPF in the L-node K-

message MH-TRC, (.∗) represents element multiplication operation.

The element in Pout
S,vk

is the outage probability for all the single access trans-

mission events given by Tvk . Therefore, term A in (6.31) can then be obtained

as

A = Prod
(
I− Pout

S,vk

)
, (6.36)

where Prod(·) represents the product of all the non-zero elements in the matrix,

and I is the matrix of ones.

6.5.2.2 Multiple Access Transmission

The received signal at relay node Nl can be given by

yjl =
√
Pl−1hl−1v

j−1
l−1 +

√
Pl+1hl+1v

j−1
l+1 + wjl

= Dl

[
vj−1
l−1 vj−1

l+1

]T
+ wjl , (6.37)
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where Dl = [
√
Pl−1hl−1

√
Pl+1hl+1]. The corresponding maximized computation

rate with the coefficient vector âl can be given by

RCOMP,l(Pl,hl, âl) = log+

(
||âl||2 −

|âlD†l |2

n0 + ||Dl||2

)−1

. (6.38)

The computation rate at node Nl is determined by the transmission powers

of the neighboring nodes. Therefore, the power-pair vector can be built as

PM = [PM,1 PM,2 PM,3 · · ·PM,l · · ·PM,L], (6.39)

where each element PM,l = (Pl−1, P1) contains the transmission powers of the two

neighboring nodes of Nl. PM,1 = PM,L = (0, 0) are the power-pairs at the two

user nodes since there is no multiple access transmission on them.

The CPF matrix Cvk can be extracted from the transmission matrix of message

vk, by setting the corresponding elements (whose value in the transmission matrix

Tvk is 2) to 1. Multiplying the CPF matrix Cvk with the power vector, the CPF

power matrix can be obtained as

C̃vk = Cvk ◦PT
M . (6.40)

For a given target rate R, the CPF outage probability matrix (the element of

which is the outage probability of each CPF process) can then be obtain by

Pout
M,vk

= CPF
(
C̃vk

)
, (6.41)

where CPF(·) represents the function that calculates the outage probability of

each non-zero element with the complex lattice reduction method given in Section

5.5.

The element in Pout
M,vk

is the outage probability for all the multiple access trans-

mission events given by Tvk . Therefore, term B in (6.31) can then be obtained

as

B = Prod
(
I− Pout

M,vk

)
. (6.42)

To this end, the outage probability for message vk with the MH-CPF scheme

can be given by

pout
vk

= I−Prod
(
I− Pout

S,vk

)
Prod

(
I− Pout

M,vk

)
. (6.43)
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6.6 Numerical Results

The numerical results for the generalized I-TI MH-WNC are presented in this

section. In order to analyze the relationship between the network throughput,

average received SNR and outage probability, the average received SNR, outage

probability of the I-TI MH-WNC scheme can be plotted using the proposed

algorithms.

6.6.1 Network Throughput

0 10 20 30 40 50 60 70 80 90 100
0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Number of messages

N
et

w
or

k 
T

hr
ou

gh
pu

t

 

 

2−TI
4−TI
6−TI
8−TI

(a) 9-node.

0 10 20 30 40 50 60 70 80 90 100
0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Number of messages

N
et

w
or

k 
T

hr
ou

gh
pu

t

 

 

2−TI
6−TI
10−TI
12−TI

(b) 13-node.

Figure 6.5: Network throughput versus the number of messages for different scale

MH-TRCs.

Figure 6.5 shows the network throughput versus the number of messages for

different scale MH-TRCs. As can be seen from the figure, the network throughput

increases with the increase of the number of messages, and reaches its upper

limit when the number of the messages is far larger than the number of nodes.

Moreover, it can be found that the network throughput of the MH-WNC does

not change with the increase of the number of messages when the number of time

intervals equals the number of hops, i.e., I = L− 1.

Figure 6.6 illustrates the network throughput versus the number of time in-

tervals for different scale MH-TRCs. The network throughput for the MH-WNC

decreases with the increased number of time intervals in all scale MH-TRCs. It
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Figure 6.6: Network throughput versus the number of time intervals for different

scale MH-TRCs.

can be observed that the network throughput of MH-WNC is closer to each other

when the number of messages or the number of time intervals is large.
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Figure 6.7: Network throughput versus the number of nodes for the MH-ANC

schemes with different time intervals.

Figure 6.7 plots the network throughput versus the number of nodes for the

MH-WNC scheme with different time intervals. For the MH-WNC scheme with

large number of time intervals, all the curves remain constant when L−1 6 I. For

example, the network throughput remains unchanged for the 5-node and 7-node

MH-TRCs with the 6-TI MH-WNC scheme disregards the change of the number
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of messages.

6.6.2 Average Received SNR
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Figure 6.8: Average received SNR versus the number of messages for different scale

MH-TRCs.

Figure 6.8 plots the average received SNR for I-TI MH-ANC versus the num-

ber of messages for different scale MH-TRCs. As can be seen from the figure,

the average received SNR decreases with the increase in the number of messages.

Moreover, the curve starts with a very steep drop, and becomes steady when the

number of messages is large. As can be found in the noise power matrix given by

(6.19), the elements are all smaller than 1. The noise power propagation at each

node is the traversal of the binary tree, that is the product of all the non-zero

elements. The number of nodes in the binary tree increases with the increase of

the number of messages. Therefore, when the postorder traversal algorithm runs

up to a certain layer, the value of the noise power propagation becomes trivial

compared to the signal power. Therefore, the received SNR decreases slowly and

remains constant when the number of messages reaches a certain value. More-

over, as can be seen from the figure, when the number of time intervals I = L−1,

the average received SNR remains constant despite the change in the number of

messages. The figure also demonstrates that the average received SNR of the

MH-ANC with larger time intervals is larger than the I-TI MH-ANC scheme
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with a smaller number of time intervals.
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Figure 6.9: Average received SNR versus the number of nodes for the MH-ANC

schemes with different number of time intervals.

Figure 6.9 shows the average received SNR versus the number of nodes for the

MH-ANC schemes with different numbers of time intervals. The average received

SNR decreases with the increase of the number of nodes. It can be found that

when the number of time intervals is larger than the hops, i.e., I > L − 1,

the transmission of later messages is not affected by the transmission of early

messages. As a result, the noise propagation from the early messages does not

affect the received SNR of the later messages. Therefore, it can be seen from

the figure that the average received SNR remains unchanged despite the increase

in the number of messages. Moreover, it can observed from the figure, that the

average received SNR for the large number of messages are almost identical to

each other, which is consistent to the findings in Figure 6.8.

6.6.3 Outage Probability

This section presents the outage probability results for the MH-WNC schemes

with two different relaying strategies. More specifically, the outage probability

of the MH-ANC scheme is determined by the network throughput and average

received SNR. Therefore, with the numerical results presented in the last two

sections, the outage probability of MH-ANC can be plotted readily. For the MH-
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CPF scheme, the outage probability can be calculated by the algorithm proposed

in the Section 6.5.2.

6.6.3.1 Multi-Hop Analog Network Coding
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Figure 6.10: Outage probability versus the number of messages for different scale

MH-TRCs.

Figure 6.10 shows the outage probability versus the number of messages for

different scale MH-TRCs. As can be seen from the figure, for the 5-node MH-

TRC, the outage probability curve of the MH-ANC scheme is similar to that of

the average received SNR. The outage probability for 2-TI MH-ANC decreases

with the increasing number of messages. For 4-TI MH-ANC in the 5-node MH-

TRC, the outage probability remains constant as the outages of early messages

do not affect that of later messages. However, for the 9-node MH-TRC shown

in the figure, the outage probability of the 2-TI MH-ANC scheme drops with

the increase in the number of messages before a certain value, i.e., K = 4, then

reaches the lowest outage probability. The outage probability returns increasing

after this certain value (similar observations can be found in Chapter 4 Section

4.9). It can be found that for the MH-ANC scheme with a larger number of time

intervals, the outage probability keeps decreasing with the increased number of

messages, and reaches a constant value when the number of messages is large.

It can also be found from the figure that the 2-TI MH-ANC scheme has
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significantly better outage performance than the 4-TI MH-ANC scheme in the 5-

node MH-TRC. The I-TI MH-ANC scheme with I > L−1 has the same received

SNR as (L− 1)-TI MH-ANC, but a lower network throughput. Therefore, it can

be deduced that the I-TI MH-ANC scheme with I > L − 1 has poorer outage

performance than the (L − 1)-TI MH-ANC scheme. As a result, it is concluded

that the optimal MH-ANC for the 5-node MH-TRC is the 2-TI MH-ANC scheme.

Similarly, it can be found that the optimal MH-ANC for the 9-node MH-TRC is

the 4-TI MH-ANC scheme.

As can be seen from the figure that the outage probability of the I-TI MH-

ANC with I > 2 decreases with the number of messages, and reaches a stable

value when the number of messages is far larger than the number of nodes, i.e.,

K � L.

In Figure 6.11, the outage probability versus the number of time intervals

when K = 400 is plotted. Figure 6.11 illustrates the relationship between the
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Figure 6.11: Outage probability versus the number of time intervals for different

scale MH-TRCs.

numbers of time intervals and nodes. As can be seen from the figure, all the outage

probability curves follow almost the same distribution. The outage probability
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decreases with the increase in the number of time intervals when the number of

time intervals is below a certain value, and starts to increase when the number

of time intervals keeps increasing. Each curve has a corresponding valley point

with the lowest outage probability. The figure clearly shows that there exists

an optimal MH-ANC scheme that can achieve the best outage performance for

all-scale MH-TRCs. The number of time intervals corresponding to the optimal

MH-CPF scheme for all scale MH-TRCs can be summarized as the following

Table 6.3.

Table 6.3: Optimal MH-ANC for different scale MH-TRCs.

Number of nodes (L) Number of time intervals (I)

5 2

7 4

9 4

11 4

13 6

15 8

17 8

19 6

21 10

Generally, the number of time intervals for the optimal MH-ANC scheme in-

creases with the number of nodes. However, the optimal number of time intervals

has a drop when the number of nodes is 19. It is difficult to generalize a pat-

tern for the optimal MH-ANC from Table 6.3. However, the outage probability

obtained with the optimal MH-ANC can be plotted with the table, as shown in

Figure 6.12. As demonstrated in Chapter 4, the outage performance gain for the

2-TI MH-ANC to the Non-NC scheme disappears when the number of nodes is

large. However, as shown by Figure 6.12, the outage probability of the optimal

MH-ANC scheme is significantly better than that of the Non-NC scheme, and

the gain increases with the increased number of nodes.
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Figure 6.12: Outage probability for the optimal MH-ANC scheme versus the num-

ber of nodes.

6.6.3.2 Multi-Hop Compute-and-Forward

In this section, the outage probability for the MH-CPF schemes with different

time intervals is presented.

Figure 6.13 shows the outage probability versus the number of messages for

different scale MH-TRCs. It can clearly be seen from the figure that the outage

probability for the I-TI MH-CPF with I < L − 1 generally increases with the

number of messages, except some curves might have a drop when the number of

messages is small.

The 2-TI MH-CPF scheme is superior to the other I-TI MH-CPF schemes

with I < L − 1 in outage probability when the number of messages is smaller

than 400 as shown in the figure. It can also be observed that the increased rate

of the outage probability for different I-TI MH-CPF schemes with I < L − 1

gets slower with the increase in the number of messages. Moreover, the larger

the number of time intervals I is, the slower the increase rate will be, as shown

in the four figures.
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Figure 6.13: Outage probability versus the number of messages for different scale

MH-TRCs.

On the other hand, when the number of time intervals is equivalent to the

number of hops I = L − 1, the transmission of each message is independent

to each other. Therefore, the outage probability remains unchanged despite the

increased number of messages. From the first three figures, it can seen that the

outage probability of the (L − 1)-TI MH-CPF scheme is larger than the I-TI

MH-CPF schemes with smaller number of time intervals when the number of

messages is small. However, with the increase in the number of messages, the

outage probability of other I-TI MH-CPF schemes increases quickly. As a result,

the (L − 1)-TI MH-CPF scheme has better outage performance than the other

schemes when the number of messages is large.

On the other hand, as can be observed from Figure 6.13(d), the 2-TI MH-
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CPF scheme is always superior to the 14-TI MH-CPF scheme in the 15-node

MH-TRC when the number of messages is smaller than 400 as shown in the

figure. However, the outage probability of 2-TI MH-CPF keeps increasing when

the number of messages is larger than 400. Therefore, it can be interpreted that

the outage probability of 2-TI MH-CPF will exceed the outage probability of

14-TI MH-CPF when the number of message reaches a certain value (the number

is 620 as the experiment results suggest).

To this end, it can be concluded that when the number of messages is relatively

small (the threshold is different for different scale MH-TRCs, e.g., 9-message for

5-node MH-TRC, 40-message for 9-node MH-TRC, and 250-message for 13-node

MH-TRC), the 2-TI MH-CPF is the optimal MH-CPF scheme for all scales MH-

TRCs. On the other hand, when the number of messages exceeds this threshold,

the optimal MH-CPF scheme the MH-TRC is the (L − 1)-TI MH-CPF scheme,

where the number of time intervals equals to the number of hops.

Optimal MH-CPF scheme at the number of messages 400. When the

number of messages is 400, the outage probability versus the number time inter-

vals, the outage probability versus the number nodes, and the outage probability

of the optimal MH-CPF are plotted in the following Figures.

Figure 6.14 plots the outage probability versus the number of time intervals

for the MH-CPF schemes with different time intervals. As can be seen from the

figure, all the other outage probability curves follow the same distribution except

the outage probability curve for the 5-node. The outage probability decreases

when the number of TIs increases from 2 to 4, and starts to increase when the

number of TIs is larger than 4. However, the outage probabilities of the MH-

TRC with a larger number of nodes increase when then number of TIs is below a

certain value, i.e., 4-TI for the 7-node MH-TRC, and 8-TI for the 11-node MH-

TRC. Then the outage probability curves for these MH-TRCs suddenly drop to

a valley point when I = L− 1, and start to rise again. It can be found that the

valley point move rightwards with an increase of the number of nodes. Moreover,

the figure also suggests that the valley point is not the lowest outage probability

of the MH-TRC when the number of nodes is larger than 13. On the other hand,

the outage probability of the 2-TI MH-CPF has the lowest outage probability in
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Figure 6.14: Outage probability versus the number of time intervals for different

scale MH-TRCs.

the MH-TRC with more than 13 nodes. The figure clearly shows that there exist

an optimal MH-CPF for all scale MH-TRCs that can achieve the best outage

performance.

To demonstrate the optimal MH-CPF for different scale MH-TRCs, the outage

probability versus the number of nodes for the MH-CPF scheme with the different

time intervals is plotted in Figure 6.15. It can be seen from the figure that

the outage probabilities for the MH-CPF schemes with different time intervals

increase with the number of nodes. Moreover, for the 2-TI MH-CPF scheme, the

outage probability increases steadily with the increased number of nodes, which

is consistent with the result shown in the last chapter. However, the outage

probability for the I-TI MH-CPF with larger number of TIs suddenly rises when

L− 1 > I, i.e., for the 6-TI MH-CPF, the outage probability has a sudden jump

when the number of nodes increases from 7 to 9.

Moreover, the figure shows the optimal MH-CPF scheme from another per-

spective. It shows that, when the number of nodes is smaller than 15, the number

of time intervals for the optimal MH-CPF scheme increases with the number of
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Figure 6.15: Outage probability versus the number of nodes for the MH-CPF

schemes with different time intervals.

nodes. However, when the number of nodes is larger than 15, the 2-TI MH-CPF

scheme achieves the best outage probability of all the MH-CPF schemes.

Moreover, Figure 6.16 plots the outage probability comparison between the

Non-NC scheme and the optimal MH-CPF scheme when the number of messages

is 400. The numerical results in the last chapter showed that the 2-TI MH-CPF

scheme can only achieve a better outage performance when the number of nodes

is large. However, the optimal MH-CPF scheme has overcome this issue, as can

be seen from Figure 6.16. The optimal MH-CPF scheme can achieve a significant

improvement in outage performance over Non-NC in all-scale MH-TRCs. It can

also be found that the outage probability of the optimal MH-CPF scheme has

the largest gain to the Non-NC scheme in the 9-node MH-TRC.

6.7 Summary

In this chapter, the original 2-TI MH-WNC scheme is extended to the I-TI MH-

WNC scheme with multiple transmission time intervals. To generalize the perfor-
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Figure 6.16: Outage probability versus the number of nodes for the optimal MH-

CPF scheme.

mance analysis, the transmission model is convert to a special binary tree model,

and build the corresponding characteristic matrices. The postorder traverse algo-

rithm is designed to obtain the received SNR of each message in I-TI MH-ANC.

The outage probability of I-TI MH-CPF is calculated by the corresponding char-

acteristic matrices. The results of network throughput, received SNR and outage

probability are demonstrated to show the relationship between the number of

nodes, messages and time intervals with them.

The numerical results prove that there exists an optimal MH-ANC scheme for

all-scale non-regenerative MH-TRCs. The number of time intervals of the optimal

MH-ANC scheme generally increases with the number of nodes, but drops when

the number of nodes is 19. It is also shown that the outage performance of the

optimal MH-ANC scheme has significantly better outage performance than the

Non-NC scheme in all-scale MH-TRCs. Moreover, the outage probability gain

with the optimal MH-ANC scheme to Non-NC increases with the number of

nodes.

Furthermore, the outage probability results obtained by the proposed algo-



6.7 Summary 129

rithm show that there is also an optimal MH-CPF scheme for all scale regenerative

MH-TRCs. For the MH-TRC with a small number of messages, the optimal MH-

CPF scheme is the 2-TI MH-CPF scheme, while the L−1-TI MH-CPF scheme is

the optimal MH-CPF when the number of messages is large. It is also proven that

the optimal MH-CPF scheme is able to outperform the Non-NC scheme when the

number of messages is large in all scale MH-TRCs.





Chapter 7

Compute-and-Forward for

Generalized Multi-Way Relay

Channels

7.1 Introduction

The two-user two-way relay channel is the simplest and most popular network to

implement WNC. However, when extending the two-user case to the multi-user

case, most exiting WNC schemes are not directly applicable for the mRC (such

as ANC, “standard” PNC and FFNC). Recently, the advent of the CPF scheme

offered an opportunity to apply reliable wireless network coding into multi-user

networks, and the established “computation rate” has been proven to achieve

significant improvements over the traditional relaying strategies. However, as far

as the literature review suggests, there are no published research results on the

implementation of CPF to the TWRC, let alone the mRC.

In this chapter, the research on WNC is moved a step forward, and the original

CPF scheme is extended from TWRC to the mRC. To ensure that all the user

nodes can recover their required messages successfully, the user nodes have to

receive at least L − 1 linear independent equations (assuming that there are L

user nodes in the mRC). In the mean time, the overall computation rate should be

maximized in order to exploit the advantage of CPF. Different from the multi-user

multi-relay network which the original CPF scheme was based on, there is only
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one relay in the mRC. Therefore, to successfully extend the original CPF scheme

to the mRC, one important issue is to ensure the linear independent condition

while maximizing the overall computation rate with the single received signal.

This study tackles the challenges and successfully extends CPF to the mRC.

The contributions can be summarized as follows:

1. The transmission scheme of extended CPF in the mRC is presented, and

it is proven to double the network throughput compared to the Non-NC

scheme.

2. A dominated solution for maximizing the overall computation rate in the

mRC is proposed to ensure that all the user nodes can recover their required

messages successfully.

3. The outage performance of extended CPF for the mRC is analyzed. It

is proven by the numerical results that the extended CPF scheme joint

with the proposed dominated solution, has a significantly better outage

performance than the Non-NC and ANC schemes in the single relay TWRC.

Moreover, it is also demonstrated that the extended CPF scheme has better

outage probability than Non-NC in the mRC with a relatively small number

of users.

7.2 Related Work

It has been widely demonstrated that ANC and “standard” PNC can be applied to

two-way relay channels [14], cooperative relay networks [99,147], user-cooperative

relay networks [99, 148], and multi-hop two-way relay channels [35]. However,

when extending the two-user case to the multi-user case, the conventional ANC

and “standard” PNC are not directly applicable to the multi-user network:

• For the ANC in two-user relay channels, the relay receives an interference

signal with two messages, and then amplifies and forwards it to users or

destinations. The users or destinations can cancel the signals they already

have, and extract the targeted signal. However, multiple signals might col-

lide in the multiple access channel of the mRC, and the interference signal
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is made up of multiple messages. The resulting signal after canceling its

known signal is still a combination of multiple unknown signals. There-

fore, the users or destinations are unable to obtain the desired individual

messages. Moreover, since the cancelation is in an analog field, even if the

users or destinations receive multiple interference signals, they still cannot

extract their required individual messages.

• Relays decode an XOR summation of the messages from two users in the

“standard” PNC for the two-user relay channels, i.e., ma ⊕ mb. In the

broadcast phase, relays broadcast the combination back to the two users.

The users can easily extract its required message from this combination by

performing another XOR addition with its own message. However, for the

multi-user case in the mRC, the combination becomes {ma⊕mb⊕mc⊕ ...}.

Since each user has only the knowledge of its own message, it can recover

the combination of other messages but not the individual messages (e.g.,

user UA owns message mA, it can recover {mb ⊕mc ⊕ ...}).

7.2.1 Finite-Field Network Coding

For the traditional network coding scheme, a simple ⊕ addition in GF(2) field is

applied [19, 149, 150] in the single relay TWRC. However, when this network is

extended to multi-user multi-relay networks, the diversity gain is still 2 [151] if

the GF(2) field network coding is applied. Regarding this, FFNC was proposed

in [104] for a two-user two-relay network. Instead of using binary addition in

GF(2) field, the two relays add the two messages in GF(4) field and generate

different linear independent codewords. A diversity gain of 3 can be achieved in

the two-user two-relay network with FFNC.

In a full data exchange mRC where users want to obtain the messages from all

the other users, each user sends its messages to the relay either through orthogonal

channels or in different time slots. Different from the FFNC in the multi-relay

network, there is only one relay in the mRC. In order to assure that all the users

can recover their required messages from the combinations passed from the relay

successfully, the users have to receive at least L−1 linear independent equations.

Therefore, the relay has to add those messages in GF (2L) and generate L − 1
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linear independent equations, where the L− 1 by L coefficient matrix A built by

these L− 1 equations should satisfy the following Coefficient Matrix Constraint :

A(:, i), i ∈ {1, 2, ..., L} — denoted as the (L-1)×(L-1) submatrix of A after

removing the i-th column from A — should be full rank.

It can be found that L time slots are required for the users to send all the

messages to the relay, and another L− 1 time slots are required for the relay to

broadcast the L− 1 linear independent equations to the users. Therefore, a total

number of 2L− 1 time slots are required for the FFNC in the L-user mRC, while

the number of time slots with the Non-NC scheme is 2L. It can be seen that

the network throughput improvement over Non-NC with FFNC decreases with

the increased number of users. In the numerical results Section 7.6.2, the outage

performance analysis of the FFNC scheme in the mRC will be presented.

7.2.2 Compute-and-Forward for Multi-Way Channels

With the proposed CPF by Nazer and Gastpar [92], the relay can decode succes-

sive linear equations and pass them back to the users. However, the original CPF

was proposed for a cooperative multi-user multi-relay network, where the mul-

tiple users wish to transmit their messages to a destination via multiple relays.

In the proposed CPF, each relay receives the messages from all the users via a

shared MAC, and decodes a linear combination of the messages, then passes it

to the destination. Upon receiving enough linear combinations, the destination

is able to recover all the messages. It should be noted that the success of recov-

ering messages at the destination relies on the fact that the linear equations have

only one unique solution, the condition of which is that the coefficient vectors

of the linear combinations from different relays are mutual linear independent.

In another words, representing the linear equations by AX = B (the row vec-

tors of A is made of the linear combinations from different relays, X is the user

message vector, and B is the decoded codeword at the destination from different

relays), R(A) = R(B) (R(·) represents the rank of the matrix) is the necessary

and sufficient condition.

Moreover, it should be noted that the coefficients chosen by the relays are

based on the observation of the channels. If the channels between users and
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relays are correlated with each other, the chosen coefficients will be correlated to

each other, making the mutual linear independent condition dissatisfied. Different

from the multi-user multi-relay network which the original CPF was based on,

there is only one relay in the mRC. Therefore, in the application with CPF to

mRC, there comes the issue of how to ensure the linear independent condition

while maximizing the overall computation rate with the single received signal.

7.3 System Model

N1

R

N2

1h

N3

NL

3h

2h

ih

. .

..

Ni
.

.

Lh

Figure 7.1: The multi-way relay channel.

Consider a generalized mRC shown in Figure 7.1, where L users, denoted by

Ni ∈ {N1, N2, ..., NL}, communicate via a single relay R. In this model, users

cannot receive the transmission from each other. UserNi requires for the messages

from other L− 1 users ⋃
j∈{1,2,...,L},j 6=i

{sj}. (7.1)

Each user is equipped with a nested lattice encoder [90], which maps message

si over the finite field to a length-n complex-valued codeword, xi = ε(si) [92],

which is subject to a power constraint ||xi||2 6 nP .

In addition, it is assumed that the channels are quasi-static, constant across

time, and reciprocal in both directions, i.e, hR−Ni = hNi−R. The Rayleigh fading
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channel between user Ni and the relay is denoted by hi ∼ CN (0, 2α2
i ), which

is modeled as a zero-mean, independent, circularly symmetric complex Gaussian

random variable with variance α2
i per dimension. Let w be the received noise

at the relay, which is a zero mean, independent, circularly symmetric, complex

Gaussian random variable with a variance of σ2. Denoted by γi = P |hi|2
σ2 the

instantaneous signal-to-noise ratio (SNR) of hi, which is exponentially distributed

with parameter 1/γ̄i, with γ̄i =
2Pα2

i

σ2 denoting the mean SNR of hi.

For the conventional Non-NC scheme, each user transmits its message individ-

ually in different time slots. Two time slots are used for exchanging one message,

and a total number of 2L time slots are required for L messages exchange. The

network throughput is defined as the number of messages transmitted in a time

unit. Thus, the network throughput for Non-NC in this mRC is

CNon-NC =
Number of messages

Number of time slots
=

1

2
(message/time slot). (7.2)

7.4 Computation Rate

The CPF scheme for the mRC is shown in Figure 7.2, where the communication

takes place in two phases, i.e., a multiple-access (MA) phase and a broadcast

phase.

In the MA phase, L users transmit simultaneously. It is assumed that all the

transmission is perfectly synchronized. Thus, the received signal at the relay is

yR = h1x1 + h2x2 + · · ·+ hLxL + w. (7.3)

The relay’s role is to compute linear combinations and forward to the desti-

nation. Given enough linear combinations, the users can recover their required

messages.

In this L-user mRC, to make sure that each user can recover the required L−1

messages, the relay should decode at least L− 1 linearly combined equations

vm=am1x1 + am2x2 + · · ·+ amLxL, (7.4)

where aml ∈ {Z + Zj}, l ∈ {1, 2, ..., L}.
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Figure 7.2: Compute-and-forward for the multi-way relay channel.

In the broadcast phase, the relay broadcasts the L−1 linear combinations to all

the users one at a time slot. With these linearly combined equations and integer

coefficients passed from the relay, the users can recover the required messages.

A total number of L time slots is used for L messages exchange. Thus, the

network throughput for CPF in the mRC

CCPF = 1 (message/time slot). (7.5)

In comparison with the network throughput of Non-NC, CPF doubles the

network throughput.

Nazer and Gastpar show that the relay can recover any set of linear combi-

nations with the coefficient vector am = [am1am2 · · · amL] as long as the message

rates are less than the following computation rate [92]

RCOMP(h, am) = max
a 6=0

log+

(
||a||2 − P |ah†|2

1 + P ||h||2

)−1

, (7.6)
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where log+(x) , max
(

log(x), 0
)

and h = [h1h2 · · ·hL].

For a given h ∈ CL, the maximization of the computation rate in (7.6)

amounts to the following SVP according to Theorem 1 in [32] and Proposition 1

in [34]

am = arg min
a6=0
||aL||, (7.7)

where L is the Cholesky decomposition of

G = I − P

1 + P ||h||2
h†h, (7.8)

where I is an L by L identity matrix.

In original CPF, multiple relays decode multiple linear combinations, then

pass them to the destination. However, there is only one relay in the mRC. It

is noted that the relay is not limited to decode a single combination upon one

reception. It can run the decoding step on its observed signal several times to

extract successive linear combinations. For M linearly combined equations, the

selected network coding coefficient matrix is given by

A =


a1

a2

...

aM

 =


a11 a12 · · · a1L

a21 a22 · · · a2L

...
...

. . .
...

aM,1aM,2· · ·aM,L

 . (7.9)

It is suggested in [92] that the relay can successfully decode the M linear

combinations if and only if the message rates are less than

min
m∈{1,2,...,M}

{
RCOMP(h, am)

}
. (7.10)

In the original CPF scheme, L linearly independent equations are required for

the destination to recover L messages. However, since each user has the knowl-

edge of its own message, they can also obtain the L messages by L − 1 linearly

independent equations, providing that the dominated solution [34, Theorem 8]

• a1 = arg min{||aL|| | a is nonzero}

a2 = arg min{||aL|| | a, a1 are linearly independent}
...

aM = arg min{||aL|| | a, a1, ..., aM−1 are linearly independent};
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satisfies the following Coefficient Matrix Constraint

• A(:, i), i ∈ {1, 2, ..., L} — denoted as the (L-1)×(L-1) submatrix of A after

removing the i-th column from A — should be full rank.

It should be noted that the computation rates corresponding coefficient vectors

{a1, a2, ..., aL−1} are ordered descendingly. Therefore, the minimum computation

rate given by (7.10) is actually the computation rate RCOMP(h, aL−1).

Algorithm for constructing coefficient matrix A: The algorithm for construct-

ing the coefficient matrix A consists of following four steps

1. Use the complex lattice reduction algorithm in [152] to find an array of

shortest non-zero vectors (or reduced basis) {b1,b2, ...,bL} with the min-

imum norm in vector space V , the basis of which are the row vectors of

L;

2. Calculate the corresponding Q = [q1 q2 · · ·qL] with Q = BTL−1, where B

is the matrix constructed with the column vectors {b1,b2, ...,bL} ;

3. Reconstruct the matrix Q with the column vectors ordered descendingly by

their norms; and

4. Take the first L−1 column vectors of Q as the column vectors of coefficient

matrix A.

The table below gives the detailed description of the algorithm.

Algorithm: Construction of coefficient matrix A
Input: Channel coefficient vector h = {h1, h2, .., hL}, transmit power P .
Output: Coefficient matrix A.

1. G = I − P
1+P ||h||2 h†h.

2. L = Cholesky decompositon(G).
3. B = CLLL(LT ) (Complex lattice reduction algorithm, see [152] for detail).
4. Q = BTL−1.
5. A = Q(:, 1 : L− 1).

Figure 7.3 shows the maximized computation rate obtained with the above

algorithm for different scale mRCs. It can be seen from the figures that the

computation rate decreases with the increased number of users. Moreover, the

computation rates corresponding to the coefficient vectors {a1, a2, ..., aL−1} are
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Figure 7.3: Computation rates versus the average SNR in different scale mRCs.

ordered descendingly. However, it can also be observed from the figures that the

gap between the lowest computation rate RCOMP(h, aL−1) and highest computa-

tion rate RCOMP(h, a1) (which is the maximized computation rate given in [92] at

each relay) decreases with the increase of the average SNR per channel. There-

fore, the proposed algorithm can achieve a relatively maximized computation

rate and assure that each user can solve the linear equations for their required

messages successfully.

7.5 Outage Probability

The proposed CPF is able to double the network throughput in comparison with

the traditional Non-NC scheme according to (7.2) and (7.5). Although the overall
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computation rate achieved by the relay decreases with the increase in the number

of users, the computation rates for decoding different linear combinations are close

to each other in high SNR regions. The outage probability of CPF is determined

by both the network throughput and the achievable rate. This section presents

the outage probability analysis of CPF for the mRC.

The transmission between users and the relay in the traditional Non-NC

scheme is the single access transmission, and the broadcast transmission in the

CPF scheme can also be considered as L single access transmission. With the

“good” lattice code proposed by Erez and Zamir [90], the information rate for

each single transmission Ni −R or R−Ni in the L-user mRC is given by

Ri = D log2 (1 + γi) , (7.11)

where D is the normalization factor defined as the number of messages divided

by the number of time slots, which is equivalent to the network throughput.

Denote by pout
i (R) the outage probability of user Ni in the mRC, which is

defined as the probability of the event when Ni cannot successfully receive all the

required L− 1 messages. For simplicity, it is assumed that all the channels hi are

identically distributed, i.e., γ̄i = γ̄. Thus, the outage probability for each user Ni

is identical. The average outage probability for the mRC can be given as

pout(R) =
1

L

L∑
i=1

pout
i (R) = pout

i (R). (7.12)

7.5.1 Non-Network Coding

For the traditional Non-NC scheme, the transmission to user Ni is in outage when

any exchange transmission with the other L− 1 users is in outage, including the

transmission {Nj}j 6=i − R and R − Ni. Therefore, the outage probability for Ni

with Non-NC can be given by

pout
Non-NC,i(R) = 1−

(
1− pout

i

(
R
))L−1 L∏

j=1,j 6=i

(
1− pout

j

(
R
))
, (7.13)

where

pout
i

(
R
)

= Pr
[
Ri < R

]
and pout

j

(
R
)

= Pr
[
Rj < R

]
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denote the outage probabilities of the single point-to-point transmission R→ Ni

and Nj → R, respectively.

Substituting (7.11) into (7.13), the outage probability of Non-NC can be de-

rived as

pout
Non-NC(R)=1− exp

(
−22R − 1

γ̄

)
︸ ︷︷ ︸

A

2L−2

. (7.14)

At high SNR regions, the above outage probability can be approximated ac-

cording to [105, Eq. (2)] as

pout
Non-NC(R) ≈ (2L− 2)(22R − 1)

γ̄
. (7.15)

7.5.2 Compute-and-Forward

The outage event for Ni with CPF occurs when either the MA phase or any single

transmission R → Ni in the broadcast phase is in outage. Thus, given a target

end-to-end rate R, the outage probability for user Ni with CPF is

pout
CPF,i(R) = 1−

(
1− pout

CPF

(
R
))(

1− pout
i (R)

)L−1

, (7.16)

where pout
CPF

(
R
)

is the outage probability of CPF in the MA phase, which is defined

as the probability when the computation rate given by (7.10) is below the target

message rate R. Thus, the outage probability of CPF in the MA phase can be

given as

pout
CPF(R) = Pr

[
DCPF min

m∈{1,2,...,L−1}

{
RCOMP(h,am)

}
< R

]
. (7.17)

The maximization of the computation rate RCOMP(h, am) is an SVP problem,

which has no closed-form solutions. Thus, the closed-form outage probability

expression of pout
CPF(R) is unattainable. However, the complex lattice reduction

algorithms proposed in [152] can be applied to numerically calculate the outage

probability.

For the broadcast phase, the outage probability for Ni can be given by

pout
BR,i(R)= 1− exp

(
−2R − 1

γ̄

)L−1

. (7.18)
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Substituting (7.18) and (7.17) into (7.16), the outage probability of CPF for

the generalized mRC can be derived as

pout
CPF(R) =1− exp

(
−2R − 1

γ̄

)
︸ ︷︷ ︸

B

L−1

Pr

[
min

m∈{1,2,...,L−1}

{
RCOMP(h, am)

}
> R

]
︸ ︷︷ ︸

C

.(7.19)

7.6 Numerical Results

This section presents the numerical result of the outage probability of the two

schemes for the mRC. As mentioned earlier in Section 7.2, the FFNC scheme

proposed in [104] is also applicable for the mRC. Before presenting the numerical

analysis of the proposed scheme, the outage probability of the FFNC scheme

in the mRC and the comparison with the traditional Non-NC scheme are first

presented.

7.6.1 Finite-Field Network Coding

A total number of 2L − 1 time slots are required for the FFNC scheme in the

L-user mRC. Therefore, given a target end-to-end rate R, the outage probability

for user Nl with FFNC can be given by

pout
FFNC(R)=1−

(
1− Pr

[ L

2L− 1
log2 (1 + γ) < R

])2L−1

=1− exp

(
−2

2L−1
L

R − 1

γ̄

)
︸ ︷︷ ︸

D

2L−1

. (7.20)

As can be observed from the above two equations, term D of (7.20) is smaller

than term A in (7.14). On the other hand, the exponent of term D is slightly

bigger than that of term A. It is difficult to determine which outage probability

is analytically superior. The outage probability comparison between these two

schemes is plotted in the following Figure 7.4 and Figure 7.5.

The success of FFNC at one of the users in the single relay TWRC depends on

the successful transmission of the three phases over the entire exchange process,

i.e., N1 − R, N2 − R, and R − N1 or R − N2. However, in the Non-NC scheme,

only two phases affect the transmission of one message exchange. On one hand,

FFNC has a 50% improvement over Non-NC in the network throughput. On
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Figure 7.4: Outage probability versus the average SNR for the single relay TWRC.
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Figure 7.5: Outage probability versus the number of users for the mRC.
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the other hand, the number of transmission events that affect the outage of one

message exchange increases from 2 to 3. It can be seen from Figure 7.4, the

outage performance improvement of FFNC over Non-NC is less than 1 dB in the

single relay TWRC. Moreover, this outage probability improvement diminishes

with the increase in the number of users as shown in Figure 7.5.

In summary, although the FFNC scheme is applicable to the mRC, it can-

not provide a markedly increased outage performance compared to the Non-NC

scheme. In the following sections, the outage performance comparison between

the proposed extended CPF and Non-NC schemes is shown to demonstrate the

superiority of the CPF scheme in outage performance.

7.6.2 Compute-and-Forward
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Figure 7.6: Outage probability versus the target end-to-end rate for the single

relays TWRC.

The outage probability versus the target end-to-end rate for the 2-user mRC

(also known as single relay TWRC) is shown in Figure 7.6. It can be observed

from the figure that the outage improvement of CPF over Non-NC increases with
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the increase of the target end-to-end rate and average SNR of the single relay

TWRC. However, when the target rate reaches certain values, e.g., 4 bit/s/Hz

at 10 dB, the outage probabilities of both schemes become poor, and there is no

outage performance gain for CPF over Non-NC.
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Figure 7.7: Outage probability versus the target end-to-end rate for the 5-user

mRC.

Figure 7.7 shows the outage probability versus the target end-to-end rate for

the 5-user mRC. It can be found that in the mRC with relatively large number of

users, the outage performance gain of the CPF scheme over the Non-NC scheme

collapses in the low SNR and high target rate regions.

As can be seen from these two figures, the CPF scheme has a significantly

better outage performance than the Non-NC scheme in the single relay TWRC,

and the gain improves with the increase of the average SNR. However, the CPF

scheme is poorer in outage probability than the Non-NC scheme in high rate re-

gions when the number of users in the mRC is larger. The following parts present

the comparison between their outage probabilities from a different perspective.

The target rate is set to 1 bit/sec/Hz in the following comparisons.

The outage probabilities for CPF, Non-NC and ANC for the single relay
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Figure 7.8: Outage probability versus the average SNR for the single relay TWRC.

TWRC are plotted in Figure 7.8. From the figure, it can be seen that CPF can

achieve a 7 dB gain in comparison with Non-NC at the outage probability of

10−2. Moreover, it is also demonstrated that CPF is superior to ANC in outage

performance, and a 5 dB gain can be achieved by CPF at the outage probability

of 10−2.

For the generalized mRC, the outage probability versus average SNR γ̄ for

2-user, 4-user and 5-user mRCs are plotted in Figure 7.9. As shown in the figure,

CPF has the largest SNR gain in comparison with Non-NC in the 2-user mRC.

The SNR gain for the 4-user mRC is 6 dB at the outage probability of 2× 10−2,

and 4 dB for the 5-user mRC at the outage probability of 2.5 × 10−2. It is

demonstrated that the outage probability improvement of CPF decreases with

the increased number of users.

The outage probability versus the number of users is plotted in Figure 7.10.

The average SNR γ̄ is set to 10, 20, and 30 dB. The outage probabilities for

both schemes increase with the number of users. In addition, term A in (7.14)

is determined by the target rate R and average SNR γ̄, and not affected by the

number of users L. Thus, the outage probability of Non-NC given by (7.14)
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Figure 7.9: Outage probability versus the average SNR for the mRC.
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Figure 7.10: Outage probability versus the number of users for the mRC.
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increases with the number of users L exponentially. Similarly, term B in (7.19) is

also determined only by R and γ̄. However, the computation rate RCOMP(h, am)

decreases with the increase of L as can be observed from the proposed algorithm

for A, thus making term C in (7.19) decrease with the increase of L. As a result,

the outage probability of CPF in (7.19) deteriorates faster than that of Non-NC

in (7.14). It can be observed from Figure 7.10 that the intersection point of the

two outage curves shifts rightward with the increase of the number of users. It

is demonstrated that CPF has better outage performance than Non-NC in the

mRCs with a relatively small number of users.

Finally, a 3-dimension figure shown in Figure 7.11 visually represents the

outage performance comparison between CPF and Non-NC versus the number

of users and average SNR γ̄, and demonstrates the results demonstrated in the

previous figures.

Figure 7.11: Outage probabilities versus the number of users and mean SNR for

the mRC.
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Figure 7.12: Effective network throughput versus the number of users for the mRC.

Figure 7.12 plots the effective network throughput versus the number of users

for the mRC. The average SNR γ̄ is set to 10, 20, and 30 dB. The outage prob-

abilities for both schemes decrease with the number of users. When the number

of users is small, CPF have better effective network throughput than Non-NC.

However, the effective network throughput of CPF deteriorates rapidly with the

increase of the number of users. It is demonstrated that CPF has better effective

network throughput than Non-NC in the mRCs with a relatively small number

of users.

7.7 Summary

The study presented in this chapter moves the research a step forward and ex-

tends the WNC scheme to the mRC. Due to the presence of multiple users in the

mRC, most exiting WNC schemes are either not directly applicable (such as the

traditional ANC and “standard” PNC schemes), or cannot provide a markedly

increased network throughput and outage performance (such as FFNC). Inspired

by the advantage of CPF, the transmission scheme of extended CPF for the mRC
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is designed. It is proven to double the network throughput in comparison with the

traditional Non-NC scheme. Moreover, the single relay case in the mRC is differ-

ent from the multi-relay network where the original CPF scheme was proposed.

Therefore, in order to solve the issue of how to ensure the linear independent

condition while maximizing the overall computation rate upon one reception, a

dominated solution is proposed to calculate the coefficient matrix. The obtained

coefficient matrix is able to meet the linear independent requirement to ensure

that all users can solve the L− 1 linear equations for their required messages. In

the mean time, the overall computation rate obtained by the proposed dominated

solution is close to the maximized computation rate obtained with the original

CPF in high SNR regions.

The outage probability of both CPF and Non-NC schemes is also derived in

this study. As demonstrated by the numerical results, the CPF scheme has sig-

nificantly better outage performance compared to the Non-NC and ANC schemes

in the single relay TWRC. It is also demonstrated that CPF has a better outage

probability over Non-NC in the mRC with a relatively small number of users.

However, in the mRC with a relatively large number of users, CPF can only

achieve a better outage performance over the Non-NC scheme in high SNR re-

gions, while the outage performance gain of the CPF scheme over the Non-NC

scheme collapses in the low SNR and high target rate regions in large scale mRCs.

To summarize, while most of the exiting network coding scheme is not di-

rectly applicable, the extended CPF scheme joined with the proposed dominated

solution can be applied to the mRC. Not only does the extended CPF scheme

provides a doubled network throughput improvement, it also provides a better

outage performance over Non-NC in small scale mRCs.





Chapter 8

Conclusion

This thesis focuses on exploiting WNC in multi-hop two-way relay channels,

and further mRCs. The transmission scheme along with the performance analysis

are presented for the proposed schemes. The proposed WNC scheme for the MH-

TRC and mRC is proven to be superior to the Non-NC scheme not only in the

network throughput, but also in the outage performance.

Particularly, a generalized MH-WNC scheme is designed, and the transmis-

sion pattern is presented in grid charts with the built simulation platform. The

proposed MH-WNC is proven to have a significant network throughput and com-

munication delay improvement in comparison with the traditional hop-by-hop

straightforward relaying schemes.

For the non-regenerative and regenerative MH-TRC, the outage performance

for both MH-ANC and MH-CPF schemes are analyzed. Specifically, to circum-

vent the exponentially increased complexity with the increase of the numbers

of nodes and messages, two recursive approaches are proposed to derive the re-

ceived SNR for MH-ANC and the received linear combinations at the user nodes

for MH-CPF. Moreover, a complex lattice reduction method is designed to find

the best integer coefficients to maximize the computation rate.

The outage probability results demonstrate that the proposed MH-ANC has

better outage performance over the traditional Non-NC scheme when the number

of nodes is relatively small. Due to the noise propagation in the ANC scheme, the

outage performance of MH-ANC deteriorates quickly with the increased number

of nodes. Therefore, the MH-ANC scheme cannot outperform Non-NC schemes
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in large-scale MH-TRCs. On the other hand, the re-mapping process at the relay

node eliminates the noise propagation with the MH-CPF scheme. As a result,

MH-CPF can outperform Non-NC in outage performance for the MH-TRC with

large number of nodes.

Due to the fact that the proposed MH-WNC with fixed two time intervals

cannot always provide better outage performance than Non-NC in all scale MH-

TRCs, a Multi-TI MH-WNC is further proposed to investigate the relationship

between the outage probability and number of time intervals. The MH-WNC

with larger numbers of time intervals has less interference, thus less noise prop-

agation for MH-ANC and less CPF processes for MH-CPF. By converting the

transmission pattern to a binary-tree structure and building the corresponding

characteristic matrices, the optimal MH-WNC which can achieve the best outage

performance for all scale MH-TRCs is determined. The optimal MH-ANC and

MH-CPF scheme are proven to have better outage performance over Non-NC in

all scale MH-TRCs.

Finally, this project moves the research on WNC a step forward and extend

the original CPF to the mRC. A dominated solution to maximize the overall

computation rate and ensure all the users can successfully recover the required

messages is proposed. The CPF joined with the proposed dominated solution is

proven to double the network throughput and has better outage probability than

the Non-NC scheme in the mRC with a relatively small number of users.

8.1 Future Work

This discussion concludes with recommendations of future works that are natural

extensions of the problems considered in this thesis:

• Adaptive Wireless Network Coding for Rate-Mismatch Multi-

Hop Relay Networks: The performance of WNC is limited by several

factors such as packet length mismatch, traffic rate mismatch and transmit

rate mismatch. The last factor is always neglected in most previous works,

the network-coded packet is intended to be received by all the nodes in the

multi-hop network, thus the minimal rate is chosen for the transmission. In
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this way, the transmission at a low rate on the link supporting a high rate

wastes its channel bandwidth. While network coding is applied to multi-

hop networks, the effect of rate mismatch becomes more obvious, which is

a crucial factor limiting the throughput of wireless networks. There has

been some work on network coding modulation to solve the rate-mismatch

issue [102, 103]. However, the work is limited to the three-phase network

coding [24]. In view of this fact, an adaptive MH-WNC integrated with

network-coded modulation could be an effective solution to overcome the

rate-mismatch problem in the MH-TRC;

• Optimal Compute-and-Forward for Multi-Way Relay Channels:

It is pointed out that the CPF scheme cannot be superior to Non-NC in all

scale mRCs for all target rate and average SNR settings. However, similar to

the optimal MH-WNC obtained in Chapter 6, there should exist an optimal

CPF scheme for the mRC, which can achieve better outage performance in

all scale mRCs. The optimal CPF scheme for the mRC can be realized

by optimizing the transmission scheme or computation rate, which is an

interesting topic and opened for further research; and

• Wireless Network Coding for Multi-User Multi-Hop Relay Chan-

nels: The work presented in Chapter 7 is a step forward in the network cod-

ing application from two-user to multi-user networks. In practical wireless

communication networks, multiple users may communicate with each other

through multiple relays and multiple hops, such as Mobile ad hoc networks

(MANETS). This kind of network is usually classified as multi-user multi-

hop relay channels or multi-user multi-relay channels. The improvement of

spectrum efficiency in this network is in high demand. In this dissertation

and some previous work, wireless network coding has been proven to be

able to improve the spectrum efficiency significantly in multi-hop network,

multi-user network, and multi-relay network [137]. It is quite natural to

consider the case of WNC being applied to more complicated and random

networks to improve the spectrum efficiency. The application of WNC to

this kind of network is more than the combination of the existing schemes.

However, with the pioneering work in this dissertation, it is quite possible



156 Conclusion

to find a solution for applying WNC to multi-user multi-hop relay channels

or multi-user multi-relay channels.

Overall, the aim of this project has been implementing the wireless network

coding to multi-hop two-way relay networks. The generalized MH-WNC scheme

is designed for the MH-TRC, and the results demonstrate that the proposed MH-

WNC can not only achieve a significantly better network throughput, it can also

outperform Non-NC in outage performance. Furthermore, the extended work to

the mRC provides a glimpse of the application of CPF in multi-user single relay

networks. Last but not least, there still exists much work to be investigated, such

as adaptive WNC for rate-mismatch multi-hop networks, WNC for multi-user

multi-hop relay channels.
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Appendix A

Proofs

A.1 End-to-End SNR of Non-NC in the Non-

Regenerative MH-TRC

The end-to-end SNR for the Non-NC scheme is

γyv̂k =

L−1∏
l=1

|hl|2
L−1∏
i=2

G2
l

L−1∑
l=1

σ2
l−1∏
z=1

|hz|2
l∏

z=2

G2
z

. (A.1)

Dividing both the numerator and denominator by

L−1∏
l=1

σ2

L−1∏
i=2

G2
l ,

the numerator (signal power) is now given by

Syv̂k =
L−1∏
l=1

γ′l, (A.2)

where γ′l = |hl|2/σ2 is the SNR of hop l. The denominator (noise power) can be

derived as
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Nyv̂k=
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Therefore, the received SNR of yv̂k with the Non-NC scheme can be derived
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as

γ
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=

[
L−1∑
l=1

1

γ′l
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j=i+1

(
1 +

1

γ′j

)]−1

,

which then can be rewritten to

γ
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=

[
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1 +

1

γ′l

)
− 1

]−1

. (A.5)
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A.2 CDF of the End-to-End SNR of Non-NC in

the Non-Regenerative MH-TRC

A new random variable Z is defined as

Z =
1

X
=

L−1∏
l=1

µl
γ′l

(A.6)

where X is defined as

[
L−1∏
l=1

µl
γ′l

]−1

. Due to the independence between γ′l, the

moment generating function (MGF) of X can be written just simply the product

of the MGF of Y = µl/γ
′
l. The MGF of Y can be evaluated with the aid of [153,

eq. (3.471.9)] and the modified Bessel function given in [153, eq. (8.486.16)] as

MY (s) = 2

√
µls

γ̄′l
K1

(
2

√
µls

γ̄′l

)
. (A.7)

Hence, the MGF of Z can be given by

MZ(s) =
L−1∏
l=1

2

√
µls

γ′l
K1

(
2

√
µls

γ′l

)
. (A.8)

The CDF of X is given by

FX(x) = Pr(X < x) = Pr

(
1

Z
< x

)
= Pr

(
Z >

1

x

)
= 1− Pr

(
Z <

1

x

)
= 1− FZ

(
1

x

) (A.9)

where FZ(·) is the CDF of Z. Using the differentiation property of Laplace

transform, FZ(·) can be written as

FZ(z) = L−1

(
MZ(s)

s

)
. (A.10)

where K1(·) is the first order modified Bessel function of the second kind
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defined in [154, eq. (9.6.22)]. The derivation of the CDF of X can be shown as
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where L−1(·) denotes the inverse Laplace transform and ~ represents convolution.

fi(τ) is defined as

fi(τ) = L−1

(√
sK1

(
2

√
µls

γ̄′l

))
. (A.12)

It follows from (A.12) with the help of [155, eq. (13.42)] that

fi(τ) = 2

√
µl
γ̄′l

(2t)−2exp

(
−µl
γ̄′lt

)
. (A.13)

The CDF given by (4.49) can be obtained by substituting µl = 1 into (A.11).
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A.3 Received Linear Combinations at the User

Node N1 for MH-CPF

The transmission scheme of the MH-CPF is the same as the MH-WNC scheme

described in Chapter 3. To solve the final linear combination for the required

messages, the user nodes have to know the coefficients of each variable in the

combination.

The forward recursive approach is quite straightforward, following the same

procedure of deriving the received linear combinations in the 5-node 2-message

MH-TRC given by (5.11) and (5.12), the received linear combinations for the

MH-TRCs with small numbers of nodes and messages can be intuitively obtained.

However, the complexities of the polynomials φjl and ϕjl increase with the numbers

of nodes and messages. In order to circumvent the complexity issue, the backward

recursive approach was proposed in Chapter 4 to solve the noise power. The same

approach can be applied here to derive the received linear combination tj1.

First, denote by N j
i the relay Ni in time slot j. Let wi[j] be the received linear

combination at N j
i , which can be derived as

w1[j]=tj+1
1 , (A.14)

w2[j]=
w1[j + 1]− ~a1û j+2

2

~a1

, (A.15)

wi[j]=
wi−1[j + 1]− ~ai−1wi−2[j]

~ai−1

, ∀i 6= 1, 2,∀j (A.16)

and tj1 can be obtained using wi[j] as

tj1=~a1û j
2

+ w1[j − 3]~a2 ~a1 + w2[j − 4]~a3 ~a2 ~a1 + ...+ w j−2
2

[
j − 2

2

]
~a j

2
~a j
2
−1 ~a j

2
−2... ~a1

=~a1û j
2

+

j−2
2∑
i=1

wi[j − (i+ 2)]~ai+1

i∏
l=1

~al. (A.17)
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For instance, the received linear combination t10
1 can be given by

t10
1 = ~a1û5 +

4∑
i=1

wi[10− (i+ 2)]~ai+1

i∏
l=1

~al

= ~a1û5 + w1[7]~a2 ~a1 + w2[6]~a3 ~a2 ~a1 + w3[5]~a4 ~a3 ~a2 ~a1 + w4[4]~a5 ~a4 ~a3 ~a2 ~a1

= ~a1û5 + t81~a2 ~a1 +
t81 − ~a1û4

~a1

~a3 ~a2 ~a1

+
w2[6]− ~a2w1[5]

~a2

~a4 ~a3 ~a2 ~a1 +

w2[6]−~a2w1[5]

~a2
− ~a3w2[4]

~a3

~a5 ~a4 ~a3 ~a2 ~a1

= ~a1û5 + t81~a2 ~a1 + (t81 − ~a1û4)~a3 ~a2

+

t81−~a1û4

~a1
− ~a2û1[6]

~a2

~a4 ~a3 ~a2 ~a1 +

t81−~a1û4

~a1

−~a2û1[6]

~a2
− ~a3

t61−~a1û3

~a1

~a3

~a5 ~a4 ~a3 ~a2 ~a1

= ~a1û5 + t81~a2 ~a1 + (t81 − ~a1û4)~a3 ~a2 + (t81 − ~a1û4)~a4 ~a3

−t61~a4 ~a3~a2 ~a1 + (t81 − ~a1û4)~a5 ~a4 − t61~a5 ~a4~a2 ~a1 − (t61 − ~a1û3)~a5 ~a4~a3 ~a2

= ~a1û5 + t81a
2
2 + (t81 − ~a1û4)a2

3 + (t81 − ~a1û4)a2
4

−t61a2
4a

2
2 + (t81 − ~a1û4)a2

5 − t61a2
5a

2
2 − (t61 − ~a1û3)a2

5a
2
3,

which consists of the linear combinations of t61 and t81, where a2
i = ~ai ~ai−1. The

number of the linear combinations used for deriving tj1 is b j
4
c, where bxc is the

largest integer no more than x.

Furthermore, t10
1 in (A.18) can be simplified to

t10
1 =~a1û5 + t81a

2
2 − t61(a2

2a
2
4 + a2

2a
2
5) + (t81 − ~a1û4)

5∑
i=3

a2
i − (t61 − ~a1û3)a2

3a
2
5

=~a1û5 +
2∑
i=1

[
(−1)i−1

(
i



K=1,l1=2
Φ(5)

)
t10−2i
1

]

+
2∑
i=1

[
(−1)i−1

(
i



K=1,l1=3
Φ(5)

)(
t10−2i
1 − ~a1û 10−2i

2

)]
, (A.18)

where
i



K=1,l1=m
Φ (lK) ,

l∑
l1=m

a2
l1

(
l∑

l2=l1+2

a2
l2

(
...

((
...

l∑
lK=lK−1+2

a2
lK

))))
.

Following this approach, the received linear combinations tj1 can be obtained

as given by (5.16) and (5.17).
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