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Machine learning-based segmentation of aerial LiDAR point cloud data on 
building roof
Emon Kumar Dey a, Mohammad Awrangjeba, Fayez Tarsha Kurdib and Bela Stantica

aSchool of Information and Communication Technology, Griffith University, Nathan, QLD, Australia; bSchool of Civil Engineering & 
Surveying, Faculty of Health, Engineering and Sciences, University of Southern Queensland, Springfield, QLD, Australia

ABSTRACT
Three-dimensional (3D) reconstruction of a building can be facilitated by correctly segmenting 
different feature points (e.g. in the form of boundary, fold edge, and planar points) over the 
building roof, and then, establishing relationships among the constructed feature lines and 
planar patches using the segmented points. Present machine learning-based segmentation 
approaches of Light Detection and Ranging (LiDAR) point cloud data are confined only to 
different object classes or semantic labelling. In the context of fine-grained feature point 
classification over the extracted building roof, machine learning approaches have not yet 
been explored. In this paper, after generating the ground truth data for the extracted building 
roofs from three different datasets, we apply machine learning methods to segment the roof 
point cloud based on seven different effective geometric features. The goal is not to semanti
cally enhance the point cloud, but rather to facilitate the application of 3D building reconstruc
tion algorithms, making them easier to use. The calculated F1-scores for each class confirm the 
competitive performances over the state-of-the-art techniques, which are more than 95% 
almost in each area of the used datasets.
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Introduction

Three-dimensional (3D) building reconstruction from 
Light Detection and Ranging (LiDAR) point cloud 
data is an emerging research topic as it has a broad 
range of applications, such as urban planning, solar 
potential estimation, building type classification, 
change detection, virtual tours, and gaming (Sanchez 
et al., 2020; Tarsha Kurdi & Awrangjeb, 2020; Dey 
et al. 2020; Y. Yang et al., 2021). LiDAR data consist 
of three independent parameters X, Y, and 
Z coordinates along with other retro-reflective proper
ties in the form of intensities describing the topo
graphic profile of any specific earth’s surface area 
and/or objects in that location. Thus, it can provide 
more accurate geometric information than images 
which are more suitable to extract-specific features to 
describe any object accurately. In the case of 3D build
ing reconstruction, properly extracted feature lines 
constructed from the calculated feature points (e.g. 
boundary, intersection, and planar points) can facil
itate an accurate illustration of the building structure, 
where the feature lines can be defined as the borders of 
surfaces and can be categorised into the boundary and 
fold edge lines (Ni et al., 2016; Y. Zhang et al., 2016). 
Although there are various definitions of boundary 
and fold edges in the literature (Mérigot et al., 2010; 

Y. Zhang et al., 2016), in the area of 3D building 
reconstruction, the boundary edge mainly represents 
the roof contour or facade outline (X. Chen & Yu,  
2019), and the fold edge in a building roof is the line 
that belongs to the intersection of planes (Sampath & 
Shan, 2009; X. Chen & Yu, 2019). To find the proper 
feature lines, accurate and precise extraction of the 
feature points that belong to the boundary or fold 
area is the main challenge in this case (Dey et al.,  
2021; X. Chen & Yu, 2019).

Existing feature point extraction can be categorised 
into indirect and direct approaches. The indirect 
approaches first convert the point cloud data into 2D 
images and, then, apply the traditional image proces
sing algorithm to extract the boundary and fold fea
ture lines (Awrangjeb, 2016; Dai et al., 2017; R. Wang 
et al., 2018). The extracted feature lines are then pro
jected back to 3D to get the corresponding feature 
points from the input LiDAR data. The direct 
approaches can be divided into two sub-categories: 
the segmentation-based approach and the geometric 
property-based approach. The former sub-category 
first segments or clusters the point clouds into planes 
and then extracts the feature outline points for each 
individual plane (Awrangjeb & Fraser, 2014a, 2014b; 
Sampath & Shan, 2009). The latter sub-category 
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considers the geometric properties of individual 
points such as angle, normal, corner, curvature, and 
shape to make a decision about the classes: edge, plane, 
or fold feature point (Ni et al., 2016; Sterri, 2021; 
X. Chen & Yu, 2019; Xia et al., 2020). Moreover, 
some authors detected buildings using the photogram
metric point cloud (Acar et al., 2019; Becker et al.,  
2018; Pamungkas & Suwardi, 2015; Xie et al., 2018; Xu 
et al., 2018). In these cases, high-density point clouds 
were generated by processing high-resolution images. 
Becker et al. (2018) used several geometric and color 
features for each point to classify the photogrammetric 
point cloud into different objects. Boundary points of 
the buildings were separated from the extracted roof 
planes based on a best-fit geometrical shape-fitting 
approach (Acar et al., 2019). Xie et al. (2018) used 
a hierarchical regularisation method to detect the 
boundary points from the extracted planar building 
structures. The extracted feature outline points using 
both direct and indirect approaches are then finally 
used for the automatic detection and reconstruction of 
individual buildings (Awrangjeb et al., 2010; Gilani 
et al., 2016, 2018).

The direct approaches of existing feature point 
extraction techniques based on the geometric proper
ties are highly dependent on the selection of different 
parameters (e.g. distance, angle, and direction) and 
thresholds (Dey et al., 2021). According to literature 
(Bazazian et al., 2015; Dos Santos et al., 2018; X. Chen 
& Yu, 2019; Zhao et al., 2019), selecting a proper 
neighbourhood to estimate the local geometric prop
erties is the major challenge in this case due to the 
unknown local geometry of the object. Most of the 
existing approaches use the traditional k or 
r neighbourhood (also known as k-nearest neighbour
hood or nearest neighbourhood within radius r, 
respectively). Furthermore, different thresholds for 
the chosen geometric parameters (e.g. angle, curva
ture, and normal) had to be set empirically previously. 
For different datasets, the thresholds and parameters 
may vary due to the abrupt LiDAR point density and 
the heterogeneous point distribution (Sanchez et al.,  
2020). Thus, setting the thresholds globally is difficult. 
The wrong selection of the threshold can produce 
wrong outputs.

A machine learning-based classification is free from 
selecting different threshold values. If a system is 
trained with properly selected attributes of the training 
data, effective results can be observed on the test data. 

Currently, there exist several approaches to classify the 
point cloud data using machine learning techniques 
(Gharineiat et al., 2022; Niemeyer et al., 2014; Wen 
et al., 2020; Y. Yang et al., 2021; Yousefhussien et al.,  
2018). Both handcrafted feature-based machine learn
ing, and deep learning-based classification approaches 
can be found in the literature. However, all of these 
techniques classify the point cloud data into different 
objects, such as buildings, roads, trees, and ground. 
Thus, is also known as semantic classification, seman
tic labelling, or semantic segmentation (Özdemir et al.,  
2019). We did not find any research in the literature 
which specifically segments the points over a building 
roof for the purpose of 3D building reconstruction 
using machine learning. However, to establish the 
relationship between the extracted roof planes in the 
data-driven 3D reconstruction techniques, the classi
fication of the roof point cloud to find the planar 
points is an essential stage. Moreover, due to the 
unavailability of properly labelled ground truth data, 
the segmentation of the extracted building roof feature 
points using machine learning is still an unexplored 
research area.

Considering the above issues and to explore the 
new area of point cloud segmentation over the 
extracted building roof using machine learning tech
niques for the purpose of 3D building reconstruction, 
we select some appropriate feature attributes and then 
classify the building roof point cloud into three major 
classes: boundary, fold, and planar points (e.g. see 
Figure 7). We show the effectiveness of the selected 
feature attributes using two different traditional 
machine learning classifiers. Figure 1 shows the basic 
workflow of this research.

The following are the highlights of the research 
presented in this paper:

● To segment the building roof point cloud data 
using machine learning techniques, we calculate 
and propose some effective feature attributes for 
each point in the extracted building roof point 
cloud data.

● Three major classes such as fold points, boundary 
points, and planar points are segmented using 
two traditional machine learning classifiers 
(Support Vector Machine, SVM, and Random 
Forest, RF). Additionally, a fourth class (vertical 
roof points) is also considered for some selected 
datasets (e.g. see Figure 8).

Figure 1. General workflow of the proposed research.
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● To train and test the machine learning classifiers, 
we have manually generated labelled ground 
truths considering different classes (e.g. fold, 
boundary, planar, and vertical points) for the 
selected datasets we have used for the 
experiments.

The rest of the paper is organised as follows. 
Section 2 presents a review of the existing 
approaches to the classification of point cloud 
regarding building extraction and reconstruction. 
Proposed selected features attributes for the pur
pose of classification of roof point cloud along with 
the classifiers described in Section 3. Section 4 
represents the extensive experimental results and 
discussion. Finally, Section 5 exposes the 
conclusion.

Review

To describe a building roof using feature lines, three 
major steps need to be followed: identifying the 
edges (fold and boundary), tracing the feature points 
and then generating 3D feature lines from the 
extracted feature points (Awrangjeb, 2016). The gen
eration of accurate feature lines is highly dependent 
on the accurate extraction of boundary and fold 
feature points of a building roof. Xiong et al. 
(2014) considered a graph edit roof topology to 
describe a building roof. They used the extracted 
roof segments and intersecting edge feature lines to 
describe the graph. The edge feature lines were 
hypothesised for each pair of extracted nearby roof 
plane segments. Eigenvalue-based geometric proper
ties (features) derived from a 3D-covariance matrix 
have been used by many authors to classify the edge 
and non-edge feature points (Dos Santos et al., 2018; 
Y. He et al., 2012). Other geometric properties, such 
as angle, normal, direction, distance, and azimuth 
distribution, can also be seen in literature to classify 
the roof points (Ni et al., 2016, 2017; X. Chen & Yu,  
2019). Selecting a proper neighbourhood to calculate 
the geometric properties is important in all these 
cases (Dey et al., 2021). Although many authors 
used supervised machine learning, deep learning, 
and weakly supervised, or unsupervised machine 
learning to classify the LiDAR point cloud into dif
ferent object classes, such as buildings, trees, roofs, 
facades, and roads (J. Zhang et al., 2013; Maltezos 
et al., 2018; Weinmann, Jutzi, et al., 2015; Y. Chen 
et al., 2021; Y. Lin et al., 2022; Yousefhussien et al.,  
2018), we did not find any machine learning-based 
approach in the literature able to segment the build
ing roof point cloud into different classes such as 
fold, boundary, planar, or vertical points.

In this section, we first discuss the existing methods 
for selecting a neighbourhood in the context of 

features selection, and then we discuss the existing 
geometric features used for the classification of 
LiDAR point cloud data into different objects along 
with the classification of roof point cloud into the edge 
and non-edge classes.

Neighbourhood for roof feature extraction

To select neighbouring points for the purpose of 
extracting the feature points along with several geo
metric features, k-nearest neighbourhood and neigh
bourhood around radius r (fixed radius method) are 
two frequently used algorithms in literature (E. He 
et al., 2017). For example, several authors used the 
Principal Component Analysis (PCA) to calculate the 
geometric features by collecting k neighbourhood or 
neighbouring points around radius r (Rutzinger, 
Rottensteiner, et al., 2009; Y. He et al., 2012; 
Z. Wang & Prisacariu, 2020). But the performance of 
these methods degraded when the densities in a point 
cloud data varied. Moreover, selecting an appropriate 
value for k or r was challenging since, a smaller value 
of k was sensitive to the outliers, whereas, a larger 
value could over-smooth the sharp feature points 
(Ben-Shabat et al., 2019; Dey et al., 2021).

To avoid these problems, adaptive neighbourhood 
selection approaches had been used by many authors 
(E. He et al., 2017; Weinmann, Jutzi, et al., 2015; Y. He 
et al., 2012). Y. He et al. (2012) proposed an adaptive 
search range approach to consider only a limited num
ber of points among the initially selected large 
k number of neighbours for point Pi. To ensure the 
uniformity of neighbourhood distribution and opti
mal search range, they adaptively calculated a fixed 
distance r for each point Pi, and then considered only 
those points as neighbours of point Pi with a distance 
less than r. E. He et al. (2017) used different adaptive 
values of k and r considering scattered and regular 
regions in the input point cloud. Based on the curva
ture value of each point they found the scattered and 
regular region areas.

Multiscale neighbourhood selection approaches 
had been used by some authors for the purpose of 
LiDAR point classification (Leichter et al., 2020; 
Weinmann et al., 2013; Weinmann, Schmidt, et al.,  
2015). Different scales of k and r values were 
selected to improve the classification accuracy in 
this case. For varying values of k (k = 10 to 100), 
entropy values (e.g. Shannon entropy) were calcu
lated by various authors and value yielding minimal 
entropy was selected to define the optimal neigh
bourhood for individual points (Weinmann et al.,  
2013). However, it costs a high computational com
plexity because of different neighbouring points for 
each point. It also suffered from the Hughes 
Phenomenon, where the growing feature space 
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dimensionality decreased the classification accuracy 
(Pauly et al., 2002).

Existing features for roof point classification

As mentioned earlier, a point cloud mainly containsX, 
Y , and Z coordinates values for each point. Thus, 
a calculated covariance matrix contains three rows 
and three columns, and can be calculated using 
Eq. 1. Geometric features, based on a different combi
nation of the calculated eigenvalues (λ1 � λ2 � λ3) 
and eigenvectors from the covariance matrix 
Cov P; P½ � had been widely used to classify the LiDAR 
point cloud in both rule-based and machine learning- 
based approaches (Becker et al., 2018; Belton & Lichti,  
2006; Nurunnabi et al., 2015; Sampath & Shan, 2009; 
Xia & Wang, 2017). 

Cov P; Pð Þ ¼
1
k

Xk

i¼1
Pi � μ Pð Þ½ �½Pi � μ Pð Þ�T; (1) 

wherePi is any point among k neighbours of P and 
μ Pð Þ is the mean vector of its neighbours.

Belton and Lichti (2006) used the variance of cur
vature in a local neighbourhood using the calculated 
eigenvalues. They considered the corresponding 
eigenvectors of Cov P; Pð Þ as directions and the eigen
values as the variance in the directions of the corre
sponding eigenvectors, respectively. Dos Santos et al. 
(2018) classified the edge and non-edge LiDAR points 
using different groups of measurement calculated 
based on the eigenvalues and eigenvectors. Points 
with one or two large eigenvalues among the calcu
lated three eigenvalues are considered the edge candi
dates by Xia and Wang (2017). To define the threshold 
for large eigenvalues, they used a ratio between eigen
values used by Lowe (2004). Azimuth angles, the 
direction of normal, and angular gap were also used 
as important features to extract the boundary and fold 
edge feature points by several authors (Gumhold et al.,  
2001; Ni et al., 2016; X. Chen & Yu, 2019). Delaunay 
triangulation-based approaches were used by many 
authors to separate the building boundary points 
(Awrangjeb, 2016; Boulaassal et al., 2009). For exam
ple, Awrangjeb (2016) claimed that triangles along the 
periphery have one side which is associated with only 
one triangle. Considering this fact, they divided that 
point cloud of a building roof into the boundary and 
non-boundary points. Convex hull-based approaches 
were used by several authors to detect the boundary 
points (J. Wang & Shan, 2009; Sampath & Shan, 2009).

In the supervised machine learning approach, 
a label is assigned to each point in the input point 
cloud (Becker et al., 2018). Existing literature used 
this approach in point cloud data to classify different 
objects, such as tree, building, road, car, grass, and 
other man-made infrastructure (Bassier et al., 2019; 
Becker et al., 2018; Hackel et al., 2016; Niemeyer 

et al., 2014; Park & Guldmann, 2019; Serna & 
Marcotegui, 2014; Z. Li et al., 2016). It requires 
some labelled data to train a classification model. 
The supervised learning model learns from the train
ing data, and can predict a new unseen point. 
Different geometric features along with the raw 
point cloud of different objects can be used to train 
the classifiers. In the context of calculated features, 
we observed three major categories in the machine 
learning-based approach of point cloud data classifi
cation (Wen et al., 2020). The first category was the 
point feature-based classification, where local geo
metric features of each point were extracted, and 
a conventional machine learning classifier was used 
for the classification purpose (Chehata et al., 2009; 
J. Zhang et al., 2013; Niemeyer et al., 2014; 
Weinmann, Jutzi, et al., 2015). Eigenvalue-based fea
tures along with some additional features such as: 
point density, intensity, number of return, standard 
deviation, and variance of normal vector were com
monly used in this case. For example, Niemeyer et al. 
(2014) considered seven different classes, and calcu
lated features for each point considering a sphere of 
radiusr. To improve the performance and to generate 
reliable eigen-features, C. H. Lin et al. (2014) ana
lysed the local geometric characteristics using 
a weighted covariance matrix with a geometric med
ian. Hackel et al. (2016) introduced 17 different 
features to classify 6 different semantic classes based 
on covariance, moments, height, and color of each 
point.

The second category was the context feature-based 
classification, which introduced the multi-level contex
tual information of the point cloud (Niemeyer et al.,  
2014). However, it failed to detect both large and small 
objects due to over-smoothing problems, thus, leading 
to an incorrect classification result (Zhao et al., 2018).

The third category was the deep learning-based 
classification approaches which could be sub-divided 
into feature image-based classification and direct 
point cloud-based classification. The feature image- 
based approaches firstly converted the point cloud 
into feature images, and then applied a convolutional 
neural network (CNN) to classify the objects (Z. Yang 
et al., 2018; Zhao et al., 2018). Considering the unor
dered and unstructured nature of the point cloud, 
the second sub-category directly applied deep learning 
frameworks to the unstructured data (Pohle-Fröhlich 
et al., 2019; Qi, Su, et al., 2017; Qi, Yi, et al., 2017; X. Li 
et al., 2018). PointNet architecture proposed by Qi, Su, 
et al. (2017) was the very first method in this category.

Feature line extraction from 3D point cloud was 
a sub-step of a 3D building modelling and has been 
a major research area for years (Ni et al., 2016). Apart 
from machine learning, a variety of techniques have 
been used to extract feature points and/or feature lines 
for 3D building modelling. However, the machine 
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learning approaches are confined to the semantic clas
sification of LiDAR point cloud data as discussed 
above in this section.

In this paper, to describe the point cloud of an 
extracted building roof using machine learning tech
niques, we mainly propose seven effective machine 
learning features to segment three major feature 
points over the extracted building roof. We have 
used a variable point neighbourhood selection method 
to solve the problems of the existing fixed number of 
neighbouring point selection techniques. In the next 
section, we describe our proposed machine learning 
approaches for the purpose of feature point classifica
tion over a building roof.

Methodology

To segment the points over the building roof, non- 
building and ground points were initially separated, 
and building roofs were extracted using our previously 
developed methods (Dey & Awrangjeb, 2020; Dey 
et al., 2020, 2021). The separated building roof point 
clouds were evaluated by our robust performance eva
luation metric (Dey & Awrangjeb, 2020). In this 
research, we considered the specific scanline pattern 
of aerial point cloud data over a building roof, and 
selected an appropriate neighbourhood for each point 
using our recently proposed neighbourhood selection 
technique (Dey et al., 2021). After that, a minimal 
number of geometric features to classify the point 
cloud over a building roof were calculated. We chose 
SVM and RF classifiers as representatives of conven
tional machine learning classifiers because of their 
reliable performance and extensive adoption in var
ious applications of point cloud data classification (Liu 
et al., 2018).

Study sites and ground truth generation

We used three different datasets containing six dif
ferent sites with different point densities and build
ing structures to evaluate the proposed machine 
learning approaches. The first datasets were the 
high-density (12 to 40 points/m2) Australian data
sets containing three different sites (Awrangjeb & 
Fraser 2014a). The first (AV1) and second (AV2) 
sites contained 5 and 63 different residential build
ings from the Aitkenvale area, respectively. The 
densities of these first two sites vary between 29 
and 40 points/m2. The third site (AV3) had 28 
different buildings from the Hervey Bay (HB) area 
with a density of 12 points/m2. The next two data
sets were from the ISPRS benchmark datasets which 
included the buildings from Vaihingen (Germany) 
and Toronto (Canada). Vaihingen area contained 
residential buildings, historical buildings, and small- 

detached houses (Cramer, 2010). It had a point den
sity of 2.5 to 3.9 points/m2, and a total of 107 
buildings larger than 2.5 m2. The Toronto datasets 
contained buildings from a modern megacity in 
Canada with a point density of 6 to 7 points/m2) 
(Cramer, 2010). It included both low- and high- 
story buildings with a variety of roof structures. 
The last datasets (Hermanni) contained large multi- 
story residential buildings from the Helsinki area 
(Finland), and belonged to the building extraction 
project of EuroSDR (Tarsha Kurdi et al., 2021). The 
point densities of these datasets were between 7 and 
9 points/m2). Figure 2 shows six different sites of 
our used datasets.

Our main target was to segment the building roof 
point cloud points into three major classes: such as 
planar, boundary, and fold points. To train and test 
the machine learning classifiers, we manually labelled 
the point cloud of the extracted building roofs into the 
planar, boundary, and fold classes for each datasets. 
However, most of the building roofs in the Toronto 
datasets were flat and did not have fold or intersection 
edges. Moreover, almost each building roof in this 
dataset contained several vertical planes as there 
were different planar parts of the roof on different 
height levels.

In this case, we considered vertical planar points 
instead of fold point for the Toronto buildings. Due to 
a large number of buildings in the AV2, Vaihingen, 
and Toronto sites, we chose and labelled some selected 
complex buildings (e.g. 25 from AV2, 30 from 
Vaihingen, and 30 from Toronto) from these sites, 
and all buildings from the AV1, HB, and Hermanni 
sites for generating the ground truth data. It was hard 
to decide the label of each point manually. To label the 
fold edge points of a roof, we considered the point 
density of the specific site and kept the points within 
a specific maximum distance Tf from the intersection 
of two different planes. Tf was calculated using equa
tion Eq. 2 following the method used by Tarsha-Kurdi 
et al. (2006), where # represents the point density, 
because, if we assume a regularly distributed point 
cloud data, the mean area occupied by a single 
LiDAR point is in a square form, and the area of the 
square is equal to the inverse of the point density. We 
can consider the side length of the square as the mean 
distance between two neighbouring points which 
satisfies Eq. 2. 

Tf ¼
1
ffiffiffi
#
p (2) 

The approximate distribution of the generated pla
nar, boundary, and fold labelled points are 73%, 18%, 
and 9%, respectively, for the Vaihingen, Aitkenvale, 
and Hervey Bay areas, whereas the Toronto datasets 
have 77% planar, 16% boundary, and 7% vertical 
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points. The Harmanni datasets contain 74% planar 
points, 10% boundary points, 12% fold points, and 
4% vertical points of the generated labelled data.

Neighbourhood selection

Calculating normal vectors to find the accurate fea
tures for segmentation were necessary in our method. 
An inappropriate neighbourhood of a point could 
estimate a wrong normal direction. Instead of a fixed 
number of neighbouring points (k or r neighbour
hood), we selected a variable point minimum neigh
bourhood, which led to minimise the error during the 
estimation of normal and other roof features for clas
sification in our method.

The approach we selected for neighbourhood calcu
lation was introduced by Dey et al. (2021), which con
sidered the scanline property of aerial building point 
cloud data. An initial minimal number of neighbouring 
points (e.g. 3) were selected for each point using the k- 
NN algorithm. Using the selected neighbourhood and 
the point itself a 3D line was fitted. The standard devia
tion of the distance from each point of the neighbour
hood to the 3D line was calculated. The value of 
standard deviation indicated the number of scanlines 

that included the selected neighbouring points. If the 
value represented only one scanline, then the number of 
neighbouring points (k value) were increased iteratively 
until two or more different scanlines were observed. 
Because, neighbouring points selected from at least 
two different scanlines guarantee the accurate normal 
of a point in the context of the aerial roof point cloud. 
Figure 3 describes the scenario. The neighbouring 
points of P3 were selected using the k-NN algorithm. 
Due to the small value ofk, the neighbouring points 
were selected from the same scanline, thus P3 might 
offer an unstable normal estimation. Using 
a comparatively large k value, this problem could be 
avoided forP2. However, P1 and P4 could attract neigh
bouring points from other planes or objects. Thus, 
selecting a higher value of k could also produce 
a faulty normal estimation. The neighbourhood selec
tion method we chose (Dey et al., 2021) in this paper 
avoided this issue by avoiding a higher number of 
neighbourhood from multiple scanlines. Each point 
chose a variable number of neighbours instead of 
a fixed value. In addition, the algorithm also solved the 
problem of selecting neighbouring points in the situa
tion of an abrupt density variation over a roof point 
cloud, which was common in aerial point cloud data.

Figure 2. Datasets used in this research. (a) and (b) are two different sites from the Aitkenvale area. (c) Hervey bay area, (d) 
Hermanni datasets, (e) Toronto and (f) Vaihingen area from ISPRS datasets.
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Selected features for machine learning

We considered seven different features based on azi
muth angle, direction of the normal, distances 
between the points, curvature value, and eigenvalues 
of points to classify the roof point cloud. Below we 
detail these features.

Maximum Azimuths (Mτ): Considering boundary 
and non-boundary points have distinguishable azi
muth angles, we selected the maximum of azimuth 
angle differences of the projected neighbouring points 
of a point Pi as the first feature for classification. We 
first estimated the neighbourhood (Np) of each point 
Pi using the method of Dey et al. (2021) described in 
Section 3.2. After that, the azimuth angle τj for each 
point within Np was calculated according to X. Chen 
and Yu (2019). In this approach, the normal vector of 
Pi was calculated using the weighted principal compo
nent analysis (WPCA) algorithm (Cochran & Horne,  
1977), and the selected neighbouring points (Np) were 
projected onto a 2D projected plane. For each pro
jected neighbourPj, Pi was set as an origin of a 2D 
coordinate system. The X-axis was formed by 

extending a line segment from Pi toPj. The Y-axis 
was formed by following the right-hand rule among 
the X-axis and the normal vector ofPi. The azimuth 
(τj) of each point Pj was calculated using the following 
Eq. 3, where, yj and xj were calculated 2D coordinates 
ofPj. After calculating the differences of all adjacent 
azimuth angles using Eq. 4, max (Δτj) was taken as 
a feature forPi.

Figure 4 shows the azimuth angles for non-boundary 
and boundary points. It is clearly visible that the bound
ary and non-boundary points have different maximum 
azimuth angles among their adjacent neighbouring 
points. Thus, we considered the maximum difference 
among the azimuth angles denoted as Mτ as a feature to 
classify the roof point cloud.

τj ¼ arctan
yj

xj

� �

; (3) 

Δτj ¼ τj � τj� 1; (4) 

Maximum Normal Angle (θmax): For any point Pi 
in a roof point cloud, angle differences between its 

Figure 3. LiDAR points over a building roof with scanning direction (red arrows).

Figure 4. Azimuths (τj) of vectors on the 2D plane. (a) Azimuths for inside planar point, (b) Azimuths for boundary edge point.
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normal and the normals of its selected neighbouring 
points were calculated. After estimating the neigh
bourhood (Np) of each pointPi, the maximum differ
ence θmax among the normal angles was taken as 
the second feature for classification. Figure 5 demon
strates this feature clearly. For a point Pi in a fold edge 
or intersecting roof planes, the normal of its selected 
neighbouring points are distributed mainly into two 
different directions. Contrariwise, if a point belongs to 
a planar part, the normal directions of its neighbour
ing points are almost similar. Thus, if we consider the 
angle differences of the normals between Pi and its 
selected neighbouring points, and take the maximum 
difference valueθmax, a fold edge point will have 
a much larger value than an inside planar point.

Vertical angle (Vθ): Angle Vθ between the Z-axis 
and the direction of the calculated normal for each 
point was considered as another feature. The direction 
of the normal of any point Pi was calculated based on 
the selected neighbouring points and the WPCA algo
rithm (Cochran & Horne, 1977). A fold or planar roof 

point have smallerVθ; however, points in a vertical 
plane have a larger value ofVθ. This is an important 
feature for classifying the vertically planar points on 
building roofs.

Distance (dm): Let the set of neighbouring points 
including Pi beNp. In practice, for a regularly distrib
uted point cloud, the calculated mean point of Np will 
be very close to the inner pointPi. However, if Pi is 
a boundary point then the mean will be away fromPi. 
Let the mean be �M. Euclidean distance dm from Pi to �M 
was calculated and considered as the third feature for 
each point in the input point cloud. Figure 6 demon
strates the distance featuredm. Pink points in the mag
nified area represent the mean of the selected 
neighbours Np of any pointPi.

Curvature (κf ): Curvature of any point is the 
amount of deviation from being a straight line while 
it is a part of a curve, or it is the amount of deviation 
from being a plane. Thus, it is an effective feature of 
point cloud classification. Once the neighbouring 
points were determined for each pointPi, we calculated 

Figure 5. Direction of normals. Green points indicate the selected neighbours of red pointPi. (a) Direction of normal of a planar 
surface, (b) Direction of normals in a gable roof.

Figure 6. Distance from the mean of neighbouring points �M to any pointPi.
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the covariance matrix using Eq. 1. This matrix showed 
how neighbourhoods of points locally disperse from 
their centre of gravity. Corresponding eigenvalues 
(λ1; λ2; λ3) were calculated from the covariance matrix, 

where λ1 � λ2 � λ3 � 0 (Weinmann, Jutzi, et al.,  
2015) and λ3 represented the direction of the least 
dispersion. Thus, we calculated the change of curva
ture factor for each point based on the calculated 

Figure 7. Qualitative performances of different methods. The first, second, and third rows indicate three representative building 
roofs from Vaihingen, Aitkenvale, and Hervey Bay areas, respectively. The first and second columns represent the extraction results 
using the methods proposed by X. Chen and Yu (2019) and Dey et al. (2021), respectively. The third and fourth columns represent 
the qualitative performances of the proposed approaches using the SVM and RF, respectively.

Figure 8. A sample building from Hermanni datasets with four classes of points classified using RF. Black crosses represent the 
vertical planar points. Red, blue and cyan dots represent the classified boundary, fold and planar points, respectively.
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eigenvalues using Eq. 5 (Thomas et al., 2018; 
Weinmann, Jutzi, et al., 2015). 

κf ¼
λ3

λ1 þ λ2 þ λ3
(5) 

Linearity and Planarity: Linearity (L) and planar
ity (P) of a point were frequently used features for 
point cloud classification and calculated using Eqs. 6 
and 7, respectively (Thomas et al., 2018). The calcu
lated value of each of these two features was a number 
between 0 and 1, where a higher value indicated the 
higher linearity or planarity and vice versa. The high
est possible measure of linearity corresponds to 
a perfectly linear shape (i.e. points belonging to 
a straight boundary line) and the highest possible 
measure of planarity corresponds to a perfectly planar 
shape (i.e. points belonging to an inside roof plane). 

L ¼
λ1 � λ2

λ1
: (6) 

P ¼
λ2 � λ3

λ1
: (7) 

Classifiers

Using these above-selected features, we trained and 
tested our datasets using machine learning classifiers. 
Random Forest (RF) and Support Vector Machine 
(SVM) were selected as representatives of conven
tional classifiers because of their feasible and compre
hensive adoption in the field of point cloud 
classification as mentioned earlier.

Random forest
The Random Forest (RF) is a supervised ensemble 
classifier (Breiman, 2001; Park & Guldmann, 2019). 
It grows multiple decision trees. Each individual tree 
in the RF can predict a class for each individual point. 
The calculated selected features (Mτ ,θmax,Vθ, dm, κf , L, 
P) for each point were given as input to the RF 
classifier. The most popular class with a majority of 
votes became the final predicted class of each indivi
dual point in the input point cloud. We adopted the 
iterative random sampling to avoid the over and 
under-representation of certain classes (Belgiu & 
Drăguţ, 2016). The manually generated ground truths 
(see Section 3.1) were randomly divided into two sets: 
training and testing. We use 80% of labelled data from 
each class as training and the rest of the labelled data 
as testing. Most of the existing semantic point cloud 
classification used 10 to 20 times random partitioning 
approaches and then took the average to find the best 
classification results (Park & Guldmann, 2019). We 
initially used 5, 10, 15 and 20 times random partition
ing for our datasets and finally chose 10 as in most of 
the cases we found the best classification results for 10- 

time random partitioning. We used MATLAB 2020 to 
implement and used the RF classifier.

Support vector machine
The Support Vector Machine (SVM) tries to find 
a hyperplane in high-dimensional feature space to 
solve some linearly inseparable problems. It had been 
widely used to classify point cloud objects, such as 
buildings, roads and trees (Karsli et al., 2016; Lodha 
et al., 2006). To classify the roof feature points for the 
purpose of 3D building reconstruction, we used the 
selected features (Mτ , θmax, Vθ, dm, κf , L, P) along 
with the coordinates of raw point cloud to train the 
classifier. The modified version of LIBSVM (Chang & 
Lin, 2011) was used to test the performance of the 
probabilistic multiclass extension of the SVM classifier 
on our data. To avoid the over- and under- 
representation of certain classes, the generated train
ing and testing sets (see Section 3.1) were randomly 
divided into 80% and 20%, respectively. After iterating 
the random process for 10 times, we took the average. 
To select the best iteration number of the random 
process, like RF, we initially tried with 5, 10, 15, and 
20 random iterations and finally chose 10 because of 
getting the best results for our datasets.

Results and discussion

In this section, we present the extensive experimental 
results of the point cloud segmentation over the build
ing roof using conventional machine learning techni
ques based on the selected features extracted in 
Section 3.

Using both SVM and RF, we tested our datasets. 
Moreover, we also considered state-of-the-art roof 
feature point extraction techniques proposed by Dey 
et al. (2021) and X. Chen and Yu (2019) to compare 
the performances. Both quantitative and qualitative 
performances were evaluated over the datasets. The 
datasets we used in this research are not balanced (see 
Section 3.1), hence, we abstain from the simple accu
racy measure to avoid the accuracy paradox. In Tables 
1-3, the quantitative classification results considering 
three different classes (boundary, fold, and planar 
points) in terms of precision, recall, and F1-scores 
for Vaihingen, Aikenvale, and Hervey Bay areas, 
respectively, are presented. To demonstrate the quali
tative performances of four different methods, three 
sample buildings from the Vaihingen, Aitkenvale, and 
Hervey Bay areas are selected, respectively. The results 
of the methods are demonstrated in Figure 7, 
where, second (Figure 7b-j), third (Figure 7c-k), and 
fourth ((Figure 7d-i) columns represent correspond
ing results of Dey et al. (2021), proposed SVM, and RF 
classifiers, respectively. The methods proposed by 
X. Chen and Yu (2019) did not extract the planar 
point separately. They only considered boundary and 
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fold points in the input data. Thus, in Figure 7a-i, we 
only extracted boundary (red) and fold (blue) points 
using their method and presented the rest of the unla
belled points using cyan color to keep consistency. We 
implemented the boundary and fold point extraction 
methods of X. Chen and Yu (2019) using Matlab 2020 
platform. It is noticeable from Tables 1 and 2 , and 
Table 3 that machine learning approaches performed 
relevantly better for these datasets using the proposed 
selected features.

The Toronto dataset was mainly from an urban city 
area, the roofs of the buildings were flat, and no build
ings with intersecting roof planes (e.g. gable, cross 
gable or hip shape roof, see Figure 2(e)). However, 
almost every building in this dataset contained multi
ple planar parts on different levels, which introduced 
one or more vertically planar parts in each building 

roof. Also, in Hermanni datasets we noticed similar 
vertical planes in some building roofs. Due to the 
direction of the aircraft, some points could be captured 
from the vertical planes in a building roof point cloud 
data. In these cases, we considered a separate class 
“Vertical points” instead of “Fold point” for the 
Toronto datasets as there were several vertical planes 
on almost every roof. For the Hermanni datasets we 
considered four classes (fold, boundary, vertical, and 
planar) as some buildings contain vertical planes. We 
trained and tested using the SVM and RF according to 
the new class for the corresponding datasets. Figure 8 
shows the classification results of a sample building 
containing four different classes from Hermanni data
sets. The black cross indicates the classified vertical 
planar points. Red, blue, and cyan dots indicate the 
boundary, fold, and planar roof points, respectively.

Table 1. Summary of classification using different methods for the Vaihingen area of ISPRS 
benchmark datasets. Results are indicated by the mean values of 10 different runs with their 
standard deviations.

Method Class Precision Recall F1-score

X. Chen and Yu (2019) Boundary 0.84 ± 0.01 0.72 ± 0.02 0.78 ± 0.02
Fold 0.74 ± 0.01 0.79 ± 0.01 0.77 ± 0.01
Planar - - -

Dey et al. (2021) Boundary 0.83 ± 0.01 0.82 ± 0.01 0.83 ± 0.01
Fold 0.79 ± 0.01 0.87 ± 0.01 0.83 ± 0.01
Planar 0.91 ± 0.01 0.92 ± 0.01 0.92 ± 0.01

Proposed (SVM) Boundary 0.92 ± 0.02 0.94 ± 0.01 0.93 ± 0.02
Fold 0.91 ± 0.01 0.92 ± 0.01 0.91 ± 0.01
Planar 0.95 ± 0.01 0.96 ± 0.02 0.96 ± 0.02

Proposed (RF) Boundary 0.95 ± 0.01 0.97 ± 0.01 0.96 ± 0.01
Fold 0.99 ± 0.01 0.96 ± 0.01 0.97 ± 0.01
Planar 0.96 ± 0.03 0.96 ± 0.01 0.96 ± 0.02

Table 2. Summary of classification using different methods for Aitkenvale areas of Australian 
datasets. Results are indicated by the mean values of 10 different runs ± standard deviations.

Method Class Precision Recall F1-score

X. Chen and Yu (2019) Boundary 0.86 ± 0.01 0.75 ± 0.01 0.80 ± 0.01
Fold 0.75 ± 0.01 0.73 ± 0.01 0.74 ± 0.01
Planar - - -

Dey et al. (2021) Boundary 0.90 ± 0.02 0.85 ± 0.01 0.87 ± 0.01
Fold 0.84 ± 0.01 0.85 ± 0.01 0.84 ± 0.01
Planar 0.93 ± 0.02 0.91 ± 0.02 0.92 ± 0.02

Proposed (SVM) Boundary 0.83 ± 0.01 0.92 ± 0.01 0.87 ± 0.01
Fold 0.82 ± 0.01 0.83 ± 0.02 0.83 ± 0.01
Planar 0.98 ± 0.01 0.98 ± 0.01 0.98 ± 0.01

Proposed (RF) Boundary 0.91 ± 0.02 0.94 ± 0.02 0.93 ± 0.02
Fold 0.88 ± 0.02 0.86 ± 0.01 0.87 ± 0.01
Planar 0.98 ± 0.01 0.99 ± 0.01 0.98 ± 0.01

Table 3. Summary of classification of different methods for the Hervey Bay area of Australian 
datasets. Results are indicated by the mean values of 10 different runs ± standard deviations.

Method Class Precision Recall F1-score

X. Chen and Yu (2019) Boundary 0.81 ± 0.01 0.79 ± 0.01 0.79 ± 0.01
Fold 0.78 ± 0.01 0.80 ± 0.01 0.79 ± 0.01
Planar - - -

Dey et al. (2021) Boundary 0.87 ± 0.01 0.84 ± 0.02 0.85 ± 0.01
Fold 0.89 ± 0.01 0.90 ± 0.01 0.89 ± 0.01
Planar 0.91 ± 0.01 0.92 ± 0.02 0.91 ± 0.02

Proposed (SVM) Boundary 0.94 ± 0.01 0.91 ± 0.01 0.92 ± 0.01
Fold 0.89 ± 0.02 0.81 ± 0.02 0.85 ± 0.02
Planar 0.95 ± 0.01 0.94 ± 0.01 0.93 ± 0.01

Proposed (RF) Boundary 0.96 ± 0.01 0.94 ± 0.01 0.95 ± 0.01
Fold 0.94 ± 0.01 0.92 ± 0.02 0.93 ± 0.01
Planar 0.99 ± 0.01 0.98 ± 0.01 0.98 ± 0.01
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Table 4 shows the quantitative classification results 
for Toronto and Hermanni sites together in terms of 
precision, recall, and F1-score. Figure 9 shows the 
qualitative classification performance of two state-of- 
the-art techniques along with the proposed SVM, and 
RF classifiers, respectively, using two sample buildings 
from Toronto and Hermanni datasets. Blue points 
represent the classified vertical points in Toronto data
sets and fold points in Hermanni datasets.

It is clearly noticeable from Figure 9, and also from 
Table 4 that, conventional classifiers SVM and RF per
formed very well in terms of precision, recall, and F1- 
scores for both Toronto and Hermanni datasets. 
However, the performance of RF is better than SVM. 
The F1-score using RF is always more than 0.98 for any 
class. Precision, recall, and F1-scores for boundary points 
in Toronto datasets and Vertical points in Hermanni 

datasets are 1.00 using the RF classifier. Figures 10 and 
Figure 11, show the qualitative results of the classification 
for some selected buildings from the Toronto and 
Hermanni datasets, respectively, using the RF classifier.

We generated the confusion matrix for each data
set and based on the generated ground truth we 
found the number of correctly classified instances 
and calculated the accuracy based on the correctly 
classified instances and the total number of points in 
the ground truth data for each datasets. Using 
Figure 12, we presented the calculated accuracies to 
compare different methods. The accuracy of the 
individual method for different datasets indicates 
the mean values of 10 different runs. The standard 
deviation in each case is±0.03. It is noticeable that 
using the proposed features the RF classifier per
forms best among the other approaches.

Table 4. Summary of classification using different methods for Toronto and Hermanni datasets. Results are indicated by the mean 
values of 10 different runs ± standard deviations.

Toronto Hermanni

Method Metric Vertical Boundary Planar Fold Vertical Boundary Planar

X. Chen and Yu (2019) Precision - 0.82 ± 0.02 - 0.80 ± 0.01 - 0.82 ± 0.02 -
Recall - 0.81 ± 0.02 - 0.83 ± 0.02 - 0.88 ± 0.02 -

F1-score - 0.82 ± 0.02 - 0.81 ± 0.01 - 0.85 ± 0.02 -
Dey et al. (2021) Precision - 0.89 ± 0.01 0.94 ± 0.01 0.93 ± 0.02 - 0.90 ± 0.01 

0
0.94 ± 0.01

Recall - 0.85 ± 0.01 0.90 ± 0.01 0.90 ± 0.01 - 0.89 ± 0.01 0.94 ± 0.01
F1-score - 0.87 ± 0.01 0.92 ± 0.01 0.92 ± 0.02 - 0.90 ± 0.01 0.94 ± 0.01

Proposed (SVM) Precision 0.95 ± 0.01 0.99 ± 0.01 0.98 ± 0.01 0.95 ± 0.01 1.00 ± 0.00 0.96 ± 0.01 0.99 ± 0.01
Recall 0.94 ± 0.01 1.00 ± 0.00 0.98 ± 0.01 0.99 ± 0.01 1.00 ± 0.00 0.99 ± 0.01 0.97 ± 0.01

F1-score 0.94 ± 0.01 0.99 ± 0.01 0.98 ± 0.01 0.97 ± 0.01 1.00 ± 0.00 0.97 ± 0.01 0.98 ± 0.01
Proposed (RF) Precision 0.99 ± 0.01 1.00 ± 0.00 0.99 ± 0.01 0.99 ± 0.01 1.00 ± 0.00 0.96 ± 0.01 1.00 ± 0.00

Recall 0.99 ± 0.01 1.00 ± 0.00 0.99 ± 0.01 0.99 ± 0.01 1.00 ± 0.00 0.99 ± 0.01 0.98 ± 0.01
F1-score 0.99 ± 0.01 1.00 ± 0.00 0.99 ± 0.01 0.99 ± 0.01 1.00 ± 0.00 0.98 ± 0.01 0.99 ± 0.01

Figure 9. Comparison of the classification using different methods on two sample buildings from Toronto (first row) and Hermanni 
(second row) datasets. Blue points represent the vertical edge points in the Toronto building and fold edge points in the 
representative Hermanni building. (a) and (e) represent the results of Chen’s methods where cyan points represent unclassified 
points, (b) and (f) represent the results of Dey et al. (2021), (c) and (g) represent results using the proposed SVM classification, (d) 
and (h) represent results using the proposed RF classification.
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This is due to the fact that, in most cases, the 
selected features have some clearly distinguishable 
characteristics for the points across the selected 
classes. For example, the boundary points have very 
different azimuth angles and distances from the centre 
point of the selected neighbourhood, which corre
spond to the features Mτand dm, respectively, we 
used. In addition, planar points exhibit 
a distinguishable normal angle than the points over 
the intersection line, which corresponds to the selected 
feature θmax we used for the classification. Moreover, 
the RF classifier uses decision tree partitioning which 

divides the training set into small subsets until subsets 
are class uniform. As our training datasets are not 
balanced, RF performs better than SVM in this case.

To examine the universality of the extracted fea
tures irrespective of datasets in machine learning, we 
performed cross-database training and testing using 
the RF classifier. In this situation, two cases were 
considered. Firstly, training and testing using the fea
tures from the same datasets. Secondly, testing build
ing roofs from datasets while training using a different 
one. Tables 5 and Tables 6 show the calculated F1- 
scores on these two cases for each class considering RF 

Figure 10. Qualitative classification results of some selected building roofs from Toronto datasets using the RF classifier. Red 
points indicate classified boundary points. Cyan and blue dots indicate classified planar and vertically planar points, respectively.

Figure 11. Qualitative classification results of some selected building roofs from Hermanni datasets using the RF classifier. Red 
points indicate classified boundary points. Cyan and blue dots indicate classified planar and fold points, respectively.
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classifiers. As we were considering similar classes 
(boundary, fold, and planar) for Vaihingen, 
Aikenvale, and Hervey Bay areas, we used Table 5 to 
show their performances together. For the same rea
son, we separated Toronto and Hermanni datasets 
into Table 6 as they had a different class (Vertical 
points). We found from these two tables that training 
and testing a machine learning classifier using the 
representative features from the same datasets pro
vided the maximum results in terms of F1-scores. 
However, training and testing using different datasets 
also showed good results but they did not outperform 
the first case. This was because of different parameters 
in different datasets such as point density, aircraft 
velocity, and direction.

Conclusion

In the context of 3D building reconstruction, we have 
introduced the applicability of machine learning 

approaches to an unexplored area of fine-grained 
point cloud segmentation over the extracted building 
roof. We have identified seven different features of the 
input point cloud and showed the classification results 
using two different conventional machine learning 
classifiers. The novelty and effectiveness of the selected 
features were demonstrated using the experimental 
results. Four major classes of building roof point 
clouds were considered and promising results have 
been found for each of the classes which confirmed 
the competitive performance over the state-of-the-art 
techniques. Using the RF classifier, the selected fea
tures demonstrated the maximum classification per
formances for each dataset. However, the 
performances of the machine learning classifiers are 
highly dependent on the training datasets.

Deep learning approaches to classify the feature 
points can be also applied in this area; however, the 
major limitation, in this case, is the absence of ade
quate and reliable ground truth data. We used 

Figure 12. Summary of calculated accuracies using different methods for different datasets. Accuracies for each method indicate 
the mean of 10 different runs with a standard deviation of ±0.03.

Table 5. Classification performances in terms of F1-score for Vaihingen, Aitkenvale, and Hervey Bay datasets using cross-database 
training and testing. Results are indicated by the mean values of 10 different runs ± standard deviations.

Datasets

Vaihingen Aitkenvale Hervey Bay

Fold Boundary Planar Fold Boundary Planar Fold Boundary Planar

Vaihingen 0.97 ± 0.02 0.96 ± 0.02 0.96 ± 0.02 0.87 ± 0.01 0.69 ± 0.01 0.84 ± 0.01 0.83 ± 0.01 0.82 ± 0.01 0.86 ± 0.01
Aitkenvale 0.73 ± 0.01 0.77 ± 0.01 0.84 ± 0.01 0.87 ± 0.02 0.93 ± 0.02 0.98 ± 0.01 0.81 ± 0.01 0.86 ± 0.01 0.88 ± 0.01
Hervey Bay 0.78 ± 0.01 0.75 ± 0.01 0.89 ± 0.01 0.79 ± 0.01 0.81 ± 0.01 0.87 ± 0.01 0.88 ± 0.02 0.90 ± 0.02 0.95 ± 0.02

Table 6. Classification performance in terms of F1-score for different Toronto and Hermanni datasets using cross-database 
training and testing. Results are indicated by the mean values of 10 different runs ± standard deviations.

Datasets

Toronto Hermanni

Boundary Planar Vertical Boundary Planar Vertical

Toronto 1.00 ± 0.00 0.99 ± 0.01 0.98 ± 0.01 0.92 ± 0.01 0.94 ± 0.01 0.91 ± 0.01
Hermanni 0.92 ± 0.01 0.93 ± 0.01 0.89 ± 0.01 0.96 ± 0.01 1.00 ± 0.00 1.00 ± 0.00
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a manual process to generate the ground truth for our 
experiment. Thus, we can ensure the quality of the 
generated ground truth; however, the quantity of the 
generated ground truth may not be sufficient for 
a deep learning approach to be implemented. The self- 
supervised approaches of deep learning can be effec
tive to generate adequate ground truth data in this 
case. It is a comparatively recent strategy and can be 
an effective alternative to supervised classification 
where generating ground truth is time-consuming 
and/or difficult.

Tracing feature lines from the classified fold and 
boundary feature points and construction of planar 
patches from the classified planar and/or vertical 
points are the next steps of 3D building reconstruc
tion. In future, we will investigate the self-supervised 
approaches for feature point classification to avoid the 
manual human effort of data labelling and also an 
effective feature line tracing algorithm for regularisa
tion purposes considering relationships among the 
constructed planar patches. Moreover, the applicabil
ity of the machine learning approaches will also be 
investigated in different application areas, such as 3D 
modelling of indoor objects from point cloud data.
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