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Abstract

The problem of crystal ice formation inside aircraft turbine engines is well-documented,
and poses a significant risk to safety. The problem is not only one of power loss in flight,
but the very real possibility that a flame-out event could occur due to ice accretion on
compressor stators, with potentially catastrophic outcomes. Although many instrumenta-
tion systems have been developed for wing ice detection, incipient formation of crystal
ice is somewhat more difficult to detect. This is compounded by the need for a noncon-
tact sensor which is robust to in-flight conditions. This paper proposes an approach to the
detection of ice formation based on microwave transmission characteristics across the first
and possibly the second stage of the compressor stator. It is shown that noncontact detec-
tion is feasible under realistic conditions. The contribution of this paper is twofold. First,
the microwave transmission approach is motivated using wind tunnel measurements, and
appropriate frequency bands are determined. Next, a signal processing approach involving
higher-order analysis of time-frequency distribution characteristics is then put forward.
Experimental results are presented to support the hypothesis that multiband detection
offers a workable approach to the incipient crystal-ice detection problem.

1 INTRODUCTION

It has been known for some time that crystal ice particles
form a significant threat to turbofan aircraft engines [1]. The
formation of ice on compressor stators, and the subsequent
accretion of ice, may happen relatively quickly in conditions
which are not fully understood. This continues to cause signifi-
cant danger to aircraft in flight, with many events reported (for
example, [2]). In this section, we place the research problem in
context.

An earlier, comprehensive report on the problem [3] docu-
mented many conditions where ice accretion resulted in aircraft
flight events, and suggested a detailed hypothesis of the envi-
ronment which caused engine problems. A careful distinction
was made between “icing” as the accretion of supercooled liq-
uid water on aircraft surfaces, “icing conditions” meaning the
environment where supercooled liquid water exists, and “ice
crystal icing” to denote the accretion caused by ice particles
on aircraft/engine surfaces. Such icing was found to occur near
convective clouds, and aircraft had not flown through a region
of high radar reflectivity. Furthermore, Rosemount ice detectors
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(RID), which operate on a mechanical resonance principle, did
not detect ice formation.

Pilots often reported deviating around convective clouds or
strong radar returns at altitude, and post-event review of satel-
lite imagery indicated that the probable location of the aircraft
was in the vicinity of a convective storm. Engine events were
found to initiate within about 30 miles of the area of maxi-
mum radar reflectivity associated with a major thunderstorm,
normally associated with the area of maximum precipitation.
In order to mitigate the effects of ice on engine components,
air-bleed systems may be employed at the inlet guide vanes [4].

1.1 Ice accretion & detection

Conventional techniques to measure ice water content in
airborne environments are conveniently summarized in [5] as:

(i) Ice particle evaporation techniques;
(ii) Indirect power measurement approaches using hot-wire

sensors;
(iii) Determination of ice particle size distribution.

IET Sci. Meas. Technol. 2024;1–9. wileyonlinelibrary.com/iet-smt 1

https://orcid.org/0000-0001-5930-8139
mailto:john.leis@usq.edu.au
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://wileyonlinelibrary.com/iet-smt
http://crossmark.crossref.org/dialog/?doi=10.1049%2Fsmt2.12191&domain=pdf&date_stamp=2024-03-26


2 SALEH ET AL.

To support sensing and measurement of volumetric ice con-
tent, theoretical models have been under development so as to
inform the sensor designs. However, it is recognized that the
physical basis of ice accretion is still not fully understood, espe-
cially under the physical conditions at high altitude [6]. Two
main methods of formation have been identified in the liter-
ature: supercooled droplet icing (SDI) or supercooled water
icing (SWI), and ice crystal icing (ICI) [7]. Ice accretion typi-
cally occurs on the exterior of the aircraft, whereas crystal ice
accretion can only occur inside the aircraft engine. Addition-
ally, crystal ice accretion is not simply a matter of cold water
droplets sticking to an aircraft’s surface; it requires some thermal
energy for the particles to partially melt. Since solid ice parti-
cles generally do not adhere to cold surfaces, glaciated clouds
present little or no danger of wing and fuselage icing [7]. Liquid
droplets, however, have been described as thermodynamically
metastable, with a phase change from the solid state initiated by
local mechanical disturbances [7]. Conditions conducive to ice
accretion have been extensively studied, and a hypothesis for
accretion due to crystal ice ingestion in mixed-phase conditions
was put forward in [3], wherein the presence of liquid water was
suggested as a necessary condition for ice accretion. The ratio
of liquid water content (LWC) to total water content (TWC) and
its effects on ice accretion was studied in [8]. Mixed-phase icing
studies are reported in [9]; there appears to be a critical range
of LWC/TWC for optimum icing [10]. Particle size effects are
further studied in [11] and [12]. More recently, a comprehen-
sive ice crystal accretion model in the so-called glaciated icing
regime was put forward in [13]. Experimental and numerical
characterizations as detailed in [7], and theoretical models such
as those described in [13], serve to inform the understanding
of expected icing conditions in the presence of certain ambient
conditions (possibly with additional physical constraints), such
as temperatures and temperature gradients. This paper inves-
tigates a novel proposal for ICI detection in turbine stators,
given that ICI is a significant and likely under-reported phe-
nomenon. Although high concentrations of small ice crystals
are difficult to detect by current on-board radar technology [7],
the measurement modality of microwave transmission, rather
than reflection, appears to offer promise if the frequency bands
are carefully chosen, especially when combined with appropriate
processing algorithms.

1.2 Conventional ice detection approaches

For aircraft, Rosemount ice detectors are utilized as a warning
system for ice accretion [14, 15]. The principle of operation is
based on the resonant frequency of a physical probe, and this is
augmented with periodic heating cycles. The change in the res-
onant frequency is used to indicate the presence of ice, using
a calibrated model. However, since this requires the physical
accretion of ice, it is not suitable for the problem of detecting
the possible onset of crystal ice formation.

Detection and measurement of ice after formation has been
reported using various novel metrological approaches, such as
counting alpha particles [16] and optical fibre measurements in

the near-infrared [17]. These approaches, however, depend on
actual ice accretion. The determination of ice within flows is a
related but distinct problem. Different types of probe arrange-
ment have been the subject of in-flight tests [18]. The Nevzorev
probe is a hot-wire probe for measuring total water content
(TWC) and liquid water content (LWC). It is based on thermo-
dynamic models, and consists of a heater wire for each type of
measurement, together with a reference wire which is shielded
from direct contact with ice particles. The heating power neces-
sary to maintain a constant temperature is determined by means
of feedback [19, 20]. Although such probes are able to esti-
mate TWC and LWC, and thus infer possible ice formation
conditions, they are more suited to atmospheric research than
in hostile environments such as compressor flows.

Icing probes continue to be an area of research, utilizing
wind tunnel experiments [21]. As reported in [22], capture of
very small ice particles using isokinetic probes may under-report
actual ice content. The accretion process appears to be depen-
dent on spongy ice accretion, for which a model was proposed
in [23].

1.3 The crystal ice detection problem

None of these approaches are entirely suited to the detection
of incipient crystal ice formation, before actual accretion, espe-
cially in proximity to engine intakes where accretion may result
in catastrophic failure modes.

Ideally, a noncontact sensor is desired. An infrared approach
was reported in [24], although this requires ice accretion to have
occurred. A point-source laser approach is reported in [25], uti-
lizing 660 nm radiation and a non-collimated image. However,
this approach is focussed on static structures. A video-based
approach was reported in [26], although once again this required
ice to have accreted.

Infrared reflectance in the band 880–920 nm with heat-
ing/cooling cycles was reported in [27]; a blue LED light
transmission system was studied in [28] Microwave snow and
ice sensing systems are reported extensively in the literature,
with [29] demonstrating that ultra wideband (UWB) radar in
the 10 GHz region could determine changes in the dielectric
conditions over a range due to changes in spectral components.

Electromagnetic approaches have recently been reported,
with a passive approach in [30] and [31], and resonant cavity
approaches [32]. Fundamentally, these depend on the differ-
ences in dielectric permittivity between water and ice, which is
not insignificant.

1.4 Microwave sensing

In order to successfully develop a reliable incipient ice crystal
formation detector based on microwave absorption, two poten-
tial obstacles need to be addressed. First and most importantly,
the range of frequencies which potentially provide adequate
discrimination between ice and non-ice conditions need to be
determined. Without these fundamental measurements, the
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SALEH ET AL. 3

system is unworkable. Secondly, once band(s) have been iden-
tified, an appropriate post-processing algorithm is needed to
provide reliable detection, coupled with a low false-positive
alert rate. The following sections describe each of these aspects
in turn.

The use of microwaves to probe physical quantities has a
long history [33–35], and more recently in [36]. Measurement of
microwave propagation characteristics in a furnace is reported
in [37]. A microwave measurement method reported in [38]
employs a novel optical modulator to detect phases changes for
the purpose of modulation detection and analysis.

Specific measurements of refractive indices ice and water are
discussed in [39], with application to relative moisture content
discussed in [40]. A useful compilation of physical constants
appears in [41], with temperature effects [42]. The permit-
tivity of ice is investigated in [43] and [44]. This has led to
numerous practical techniques, such as for the dielectric spec-
troscopy of biological specimens [45] and natural gas water
vapour estimation [46]. Utilization of microwave transmission
active measurements has been applied to grain moisture mea-
surement in [47] and [48]. Other allied applications in practice
include the measurement of ice fraction in water [49] and steam
quality [50].

2 PROPOSED APPROACH

A limited number of test facilities have been constructed by
various research groups for studying the crystal icing problem.
Examples include [51–53] and [54].

The original experimental setup employed in the work pre-
sented here was initially described in detail in [55]. This was
an early prototype of the icing wind tunnel, and significant
enhancements to the ice generation, as well as instrumenta-
tion, were required for this investigation. In-flow temperature
and humidity sensors were incorporated as described in [56].
Subsequent enhancements to the data acquisition and process-
ing were undertaken, and microwave instrumentation able to
capture real-time VNA (vector network analyzer) scans was
designed and implemented. Improved liquid nitrogen injection
for constant flow and temperature was also incorporated.

The icing wind tunnel is an open system tunnel, with two
main parts: the icing jet generator and an open circuit wind
tunnel, which operate in harmony. Figure 1 depicts the exper-
imental setup from an overall perspective. The flow is from
left to right, with water injected into the far left, with a liquid
nitrogen (LN2) evaporation cup where ambient air is ingested
to produce cooling. The portion where measurements are taken
is shown in Figure 2, during an active run.

The ice generator has multiple nozzles which can produce
water droplets less than 40 μm in diameter. The quantity of
water droplets is determined by the number of nozzles and
the water pressure. These droplets move through a chamber
of mixed cold air with liquid nitrogen vapour at −100 ◦C for
sufficient time for ice crystals to form.

Subsequently, the crystal particles travel through a perforated
chamber where warm air forces the particles to stay in the mid-

dle of the chamber and become partially melted. The mix then
travels through a nozzle to accelerate the ice particle to the wind
tunnel speed that can be controlled up to 50 m s−1. The test
section of the wind tunnel is accessible from all sides, and is
instrumented to record temperature, pressure, and live videos
of the initial stages of the icing on a real engine aerofoil or clus-
ter of engine blades. The flow in the test section is a co-flow
system, wherein the core of diameter 170 mm is the cold stream
containing, the second stream is the warm air drawn in to accel-
erate the cold stream even further, to reach to the desired speed.
The aerofoil is mounted near the icing jet generator nozzle exit
in the wind tunnel test section, and is illustrated in Figure 3.

2.1 Microwave sensing & data capture

The microwave sweep transmits at a power level of +6 dBm
over the range 5.6–5.8 GHz, and takes approximately 3.5 s. The
Python code which configures the VNA is shown in Figure 4.
The microwave antenna has a diameter of 70 mm, length
110 mm, and open stub of length 40 mm. Identical transmit
and receive units are used across the measurement volume, with
a separation of 350 mm.

The vector network analyzer (VNA) employed was a
PicoVNA programmed using Python via the Pico API (Appli-
cations Programming Interface). A Python script was employed
for data communications, data collection, logging and real-time
graphical display of measurements. The frequency bandwidth,
measurement points, and other parameters were set up as
described in the Results section. The power level employed was
6 dBm, and all S parameters reported, though only the trans-
mission parameter S12 is recorded and utilized here. MATLAB
was utilized for post-processing and preparing analysis graphs.

2.2 In-flow sensors

In order to fully instrument the system, a number of addi-
tional sensors were designed and added in order to augment
the primary microwave sensor system. A carbon fibre blade
was 3D printed with internal wiring cavities to accommodate
on-blade sensors, which were parallel to the flow direction. A
number of SHT85 combined temperature and humidity sensors
were utilized, and mounted as illustrated in Figure 5. One addi-
tional SHT85 sensor was also mounted out of the flow, to sense
ambient conditions. These sensors use the I2C communication
protocol to return a binary representation of both temperature
and humidity. The data from all of these sensors was collected
by an Arduino system, with a data communications protocol
reporting the sensor results in real-time to a Python script and
logged to a file. The sensor address is hardwired within the sen-
sor itself, which precluded direct connection to a processor bus.
To overcome this limitation, an I2C library was developed to
perform the synchronization and data transfer in software on
the Arduino. A calibration algorithm is also used according to
the manufacturer’s data to transform the raw binary integers
into usable temperature and relative humidity values.
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4 SALEH ET AL.

FIGURE 1 A block diagram of the overall experimental wind tunnel facility, depicting the main components of both functional operation and instrumentation
& measurement.

FIGURE 2 Mounting of sensors for in-flow temperature and humidity
sensors. The design goal is to have no stagnation points where ice can
accumulate. Disruption of the flow is also minimized.

FIGURE 3 A closeup view of the stator and instrumentation blades while
ice formation is occurring.

FIGURE 4 Code used to initialize the VNA parameters for microwave
measurement sweeps.

FIGURE 5 SHT85 I2C sensors mounted on a carbon fibre blade.

3 EXPERIMENTAL RESULTS

In order to place the results in context, we first describe the
humidity and temperature results from a typical run. Figure 6
shows the recorded results using the on-blade SHT85 sensors.
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SALEH ET AL. 5

FIGURE 6 On-blade temperature and humidity using
software-multiplexed SHT85 sensors. Each trace represents one sensor output.
Closer to the core of the flow, a more dramatic change in temperature and
humidity is evident, as expected. The outer sensors, further away from the
mixing layer, exhibit relatively less departure from the external ambient
conditions.

The temperature of the wind tunnel begins at the ambient
temperature. As the main wind tunnel fan is started, a small
drop in temperature is evident between ∼ 180–210 s. After the
ice generator fan started at ∼ 220 s, the temperature of the wind
tunnel core started to rise by around ∼ 2 ◦C above the room
temperature due to compression in the ice generator. This con-
tinues until the liquid nitrogen injection starts, around 280 s.
Steady-state injection of liquid nitrogen was reached at 340 s
and from there, the wind tunnel core temperature dropped to
5 ◦C. The temperature variation due to the location of the sen-
sor in the core of the wind tunnel flow is evident. The test
section temperature was steady from ∼ 350–450 s. As the liq-
uid nitrogen is depleted, the wind tunnel temperature starts to
rise again, to reach ambient temperature at∼ 600 s. Figure 7 has
been annotated to show the various experimental phases.

The relative humidity starts at the ambient level, and as the
wind tunnel temperature slightly decreases between∼180–210 s
the humidity increases. When the ice generator fan increases the
wind tunnel core temperature, the relative humidity is affected
as can be seen near 220 s. As the icing wind tunnel core tempera-
ture continues to decrease due to the injection of the refrigerant,
the relative humidity rises significantly.

One of the humidity sensors was placed facing the core wind
tunnel flow in order to run a wet test before the liquid nitrogen
test, and it was observed that water droplets were lodged in the
tubes leading to the sensor.

Using the abovementioned microwave sweep (VNA)
approach, the same experimental run was instrumented with
transmit and receive antennas across the compressor throat

FIGURE 7 Transmission parameter S12 for comparison to on-blade
temperature and humidity profiles. The annotations refer broadly to the flow
conditions at each stage: static refers to initial quiescent conditions; flow is
when airflow is effected but no other conditions have changed; LN2 denotes
the region where liquid nitrogen is injected; spray is when the water droplet
spray is running; transition region denotes the transition to ice particles within
the flow; finally, static is the gradual return to quiescent conditions (note that
this is not immediate, due to cooling and residual water within the flow
chambers).

FIGURE 8 Variation of pressure below atmospheric pressure as flow
speed is increased and then decreased.

region, in the vicinity of the instrumented carbon-fibre blade.
The corresponding results for microwave absorption are shown
in Figure 7. This false-colour plot shows the relative log magni-
tude of the received signal, the S12 parameter. The annotations
on this figure are derived from video recording and observation
of the chamber, together with the thermodynamic expectations
for ice formation.

3.1 Pressure-related effects

In order to account for pressure variations, an experimental run
with pressure variation only was conducted. Neither water spray
nor cooling are employed for these results. The tunnel coupling
was initially open, then the threaded coupling was slowly closed
to obtain maximum flow speed within the core. Subsequently,
the coupling was reopened.

Figure 8 shows the measured pressure variation profile over
time. For reference, the ambient pressure was also recorded.
The test location is 690 m above sea level.
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6 SALEH ET AL.

FIGURE 9 Transmission parameter S12 as pressure only is varied, with
temperature and humidity kept constant.

FIGURE 10 Transmission parameter S12 as compressor flow is switched
on, and water spray injected.

Figure 9 shows the VNA scan results for the pressure
variation experiment. It is performed over the range 5.645–
5.844 GHz since this is the approximate area where significant
variations were found. The figure employs a false-colour ren-
dition of the received S12 parameter. It is evident that certain
bands exhibit measurable changes as a result of pressure
variation, whereas some bands remain constant.

3.2 Liquid water related effects

In order to ascertain whether water alone affects the microwave
transmission, as would be expected, an experimental run
recorded the S12 parameter when no nitrogen cooling was
applied. The results are depicted in Figure 10. This figure shows
the core flow times and water injection ranges.

As a result of the independent pressure and water exper-
iments, it is clear that some variation in the microwave
region is measurable. This is a complex interplay of physi-
cal parameters—for example, pressure increases also manifest
temperature variations and humidity changes. It is clear that
raw measurements alone are not sufficient to discriminate
these conditions.

FIGURE 11 Frequency sweep power changes over the range of interest.
Narrowing the band enables a reduced sweep time, and thus faster detection.

3.3 Icing onset experiments

In this section, we present the results for the microwave
instrumentation which are also measured with the in-flow tem-
perature and humidity sensors. This is done in order to more
accurately determine the icing onset conditions.

From this, we can infer the most useful frequency bands
for detection of ice formation. Figure 11 shows the changes
across all measured frequency bands for a subsequent exper-
imental run. It is evident that the most active region is
5.720–5.740 GHz. The narrower band is useful in practice, not
only to detect the regions exhibiting the most activity, but also to
reduce the measurement sweep time. A narrower sweep range
enables a shorter update time for the VNA parameters.

4 ICING ONSET DETECTION

In order to provide a forward estimate of the possibility of
the onset of icing, it is necessary to utilize only the prior mea-
surements. As observed in the previous discussion, although
transmission parameters are affected by temperature, humid-
ity, and pressure, it is the unique combination of these variables
which provides the desired onset likelihood. More specifically,
we note that the relative activity in the frequency bands as
indicated precedes the formation of ice crystals.

Thus, we require an estimation regime based on signal energy
characteristics over the energetic frequency bands. Define the
received parameter data for each VNA measurement sweep as
S12(k, n), where S12 represents the transmission parameter, with
k the frequency band index, and n is the time block index.
Since the received power (and phase) are computing using an
FFT approach, K = 210 FFT spectrum points were utilized with
k = 0, 1, …K − 1. The sweep time index is n = 0, 1, … with the
time interval between sample blocks approximately 4 s. This is
governed by the VNA sweep time, data transfer time, and data
recording time—although the later are done partially in parallel.

Since we wish to use the current and past measure-
ments to predict ice onset potential, the magnitude of the
frequency-domain differences are calculated using

ΔS12(k, n) = ||S12(k, n) − S12(k − 1, n)|| (1)
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SALEH ET AL. 7

FIGURE 12 The frequency-domain derivatives: first (top) and second
(lower) differences. The blue trace shows the derivative signal, with the red
trace showing the median-filtered derivative. At t ≈ 300 s, icing is beginning,
and this is evident by the uptick in the red trace in the lower panel. At
t ≈ 400 s, liquid nitrogen flow ceases and so the relative icing activity begins to
reduce. From t ≈ 600 s onwards, the level of activity substantially declines,
corresponding to a gradual return to ambient conditions.

The sum over all frequency bands

𝜓(n) =
K−1∑
k=0

ΔS12(k, n) (2)

is shown in Figure 12, together with the corresponding second-
difference estimate

Δ𝜓(n) = ||𝜓(n) − 𝜓(n − 1)|| (3)

Due to the inherent highpass nature of the simple-difference
estimates, the underlying trend is difficult to observe. To derive
a smoother estimate, either an improved highpass filter is pos-
sible, or correspondingly, lowpass filtering of the derivatives.
However, the median filter is known to produce good results
for impulsive noise in other contexts such as image processing.

The ability of image filters to preserve edges in images, in the
presence of impulsive noise, is an important motivator in the
present context. Just as the sample mean is the maximum like-
lihood (ML) estimator of independent, identically distributed
(iid) samples with an underlying Gaussian distribution, the sam-
ple median is the ML estimaor for iid Laplacian samples. In the
former case, the mean minimizes the mean-square error of the
estimator, whereas in the latter case the median minimizes the
absolute error [57].

Median filtering is applied to both the first and second order
difference signals, with a window size of W = 17, as shown in
Figure 12. The ice formation regions are indicated by a combi-
nation of both median-filtered components. The first derivative
alone is not able to discriminate the ice formation stage, how-
ever the median-filtered second derivative is able to provide a
useful indictor of the ice formation conditions occurring.

5 DISCUSSION

Figure 12 indicates that the first-order difference is a reasonable
proxy for many conditions which may, independently, indicate
incipient ice formation. However, the second-order differences
are a more reliable indicator of incipient ice formation. This is
evident when comparing Figure 12 with the annotated time-bar
shown in Figure 7.

Both first second derivatives show evidence of the start of
the flow at ∼100 s. Subsequently, when the liquid nitrogen is
injected, both the VNA sweep and the filtered second derivative
indicate the change in conditions. Crystal ice particles start to
travel in the test section at ∼300 s, and the first derivative shows
some sensitives to the flow in the test section. However, the
second derivative of the signal shows significant sensitivities to
the particles. Beyond ∼450 s, only the residual crystal particles
in the icing jet generator remain, slowly decaying over time.

6 CONCLUSION

This paper has introduced the notion of a non-contact incipient
ice detection sensor based on microwave absorption mea-
surements. The rates of change of power transmission in the
frequency domain were observed to be somewhat related to the
formation of ice. Furthermore, the relative change of the second
derivative was found to be a useful indicator of the desired tar-
get parameter. Due to the small signal levels employed, and the
considerable reflections in the frequency bands utilized, filtering
of the estimates was found to be essential in order to produce
meaningful results. The resulting system shows good agreement
both with in-flow measurements and expectations derived from
thermodynamic considerations.
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