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ABSTRACT

During the last 27 years, the banking industryrinL&nka has undergone a series of
changes through financial reforms, advancemenbwfnocunication and information
technologies, globalisation of financial servicasd economic development. Those
changes should have had a considerable effectfmmerty, productivity change,
market structure and performance in the bankingistrg. The motivation of this
study is to investigate empirically the impact bbse changes on the banking
industry. Thus, this study aims to address threm messearch issues related to the

banking industry in Sri Lanka, namely:

1. Whether deregulation of the financial servicesaeleas led to improvement in
efficiency and productivity gains.

2. Whether banks’ inefficiency in the banking industnySri Lanka is determined
by a set of microeconomic and macroeconomic vagabl

3.  Whether the changes in efficiency or changes inkatastructure have

influenced the overall operational performanceariks in Sri Lanka.

This study adopts a non-parametric Data EnvelopmE&malysis (DEA) and
Malmquist Productivity Index (MPI) to measure efficcy and productivity gains of
banks in Sri Lanka using financial and other infation representing all local banks
over a sixteen year period from 1989 to 2004. Irgnd output variables are refined
to represent the intermediation and assets transtayn roles of banks. Window
analysis of mean estimated efficiency scores i laspects indicates a negative
trend in estimated efficiency during the study periHowever, the analysis of
efficiency scores (intermediation) of differentriws of banks shows a negative trend
during the first half of the study period and alstipositive trend during the end of
the second half. These results imply that dereguanay have failed to improve
the efficiency of the Sri Lankan banking industnythe short-term. However, the
expected benefits of deregulation can be achiavélde long-term. Interestingly, the

two state-owned banks have responded poorly tanitiel phase of Sri Lankan



financial reforms. However, the improved autononweg to boards of management
under the commercialisation process has led not ttnimproved efficiency, but

also to the reduction of the efficiency gap betwdlea state-owned banks and
privately-owned banks. The analysis of efficiencpres (asset transformation) of
different forms of banks records a stable trendstimated efficiency. On the other
hand, estimated MPIs show that Sri Lankan banks Haeused on improving

productivity in the asset transformation procestheaia than the intermediation

process.

Analysis of determinants of technical efficiencyosls that technical efficiency in

intermediation has positive relationships with sbles such as profitability,

operational risk, purchased funds, liquidity andckt market capitalization; and

negative relationships with variables such as prodwality and line of business
(commercial bank). Further, results show that &fficy in the asset transformation
process has positive relationships with capitarsgth, operational risk, and market
capitalisation; and negative relationships witle lof business ownership (privately-
owned banks) and old banks. The investigation fiieémce of market structure and
efficiency on operational performance finds thabksa relative market power and
technical efficiency have a significant influenae tbeir return on assets (ROA). No
evidence supports any relationship of net intematgin with variables such as

market power, concentration and efficiency.
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Chapter One Introduction

CHAPTER ONE

INTRODUCTION

1.1 Introduction

Efficient intermediation of funds from savers tortmavers enables the allocation of
resources to their most productive uses. The mificdeat a financial system is in
such resource generation and in its allocation, gheater its contribution to
productivity and economic growth (McKinnon 1973)ertte, an efficient financial
intermediation system is a prime requirement for cauntry’s economic
development. Consequently, improvement in realrnstin the economy may result
in higher savings which would presumably, in tuprpduce higher resource
generation. Thus, development of the financial aysts essential for the general

enhancement of productivity and economic growth obuntry.

This thesis will focus on the banking industry in Sanka. The banking industry in
Sri Lanka, which holds approximately 60% of theatotinancial assets of the
country (World Bank 2003), is the main intermediaryhe financial services sector
in Sri Lanka. Therefore, efficiency and productvdf the banking industry is an
important requirement for the development of tmarficial services sector. Prior to
1977, Sri Lankan policy makers relied on a planeednomic system in which the
markets were dominated by government institutidbignpam & Kelegama 1996).
After nearly 30 years of inward-looking economidigies and financial repression,
the newly-elected Sri Lankan government (elected 18/7) introduced an
economic-policy reforms package that paved the feagtructural transformation of

the overall economy (Dunham & Kelegama 1996). Téferm package included
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some drastic policy changes in relation to derdgraof the financial services

sector, together with other economic reforms.

In response to the reforms, the financial servesedor in Sri Lanka and the banking
sector, in particular, have undergone substantiahges which may have impacted
on efficiency and productivity changeand competition and market structure. The
main driving forces behind these changes were tiahieregulation, development
in information and communication technologies am@ tglobalization of the
financial services industry in general. The congeflwchanges were observable in
areas such as the scope of banking operations, erunhitbanks and bank branches,
technologies used and quality of human resourcefdanbanking industry. These
changes might ultimately be reflected in efficierexyd productivity gains. Even
though there is a growing body of literature thatuses on efficiency and
productivity gains, market structure and the peramce of banking industries in
other countries (see Casu & Molyneux 2003; Chaktab& Chawla 2002;
Girardone, Molyneux & Gardener 1997; Hondroyianh@los & Papapetrou 1999;
Maudos & Pastor 2002), no major study has beenwsiad in Sri Lanka. This study
empirically explores the impact of all these fordescribed above on efficiency and
productivity gains, and market structure and openat performance of the banking

industry in Sri Lanka.

1.2 Conceptual Framework

As mentioned previously, the banking industry inl%mka has been influenced by
the deregulation of the financial services sectimyelopment in information and
communication technologies (ICT) and globalisatdrinancial services industries.
Figure 1.1 illustrates the way these forces hafl@enced the performance of the
banking industry. The deregulation process, whielgan in 1977, is aimed at

making structural changes in the financial servideslustries to enhance

! Productivity is defined as a ratio of output mput in a given production situation. However,

efficiency relates the input and output in a gidetision making unit with the best practice in
the industry.
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competition. Structural changes in the overallricial services sector have affected

the banking industry greatly.

Policy reforms Microeconomic
in theyfinancial Changes in variables [Size, ROE,
) . capital ratio, loan to
services sector - — total assets ratio, non
~Size Ownership »| performing loans, and
AN fixed assets to total
Smél "~ State assets]
. \
Cocal-
Priveite. Increased
N Competition
—' R TR - :
) I
Large Foreigr Higher eﬁiaency and
Macroeconomic > productivity gains
variables [GDP bank market structure
growth,
inflation, stock A 4
market Higher performance in

capitalisation] the banking industry

Figure 1.1 Financial reform, market structure, efficiencylgmoductivity gains of
the banking industry in Sri Lanka

The entry of new banks, as well as an expansiorahch networks in both
privately-owned and state-owned banks, appeardthve increased the degree of
competition in the market. Further, globalisatioh the sector, together with
developments in ICT, has improved the quality andntity of products and services
which are offered by banks. On the other hand,ctienges in overall economic
policies have improved microeconomic variables Whitay be directly or indirectly
related to bank performance. Therefore, this sprégicts that the recorded changes
in the financial services industry may have affdcteverall bank performance
through improved efficiency, productivity gains amtructural changes in the
banking market which enhanced the degree of cotipeti Based on this

background, the study identifies three researakess

1. Whether deregulation of the financial services aebts affected efficiency

and productivity gains in the banking industry m lSanka.
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2. Whether inefficiency in the banking industry in &anka is determined by a
set of microeconomic and macroeconomic variables.
3. Whether the changes in efficiency or changes inkatastructure have

influenced the overall performance of the bankSnnLanka and, if so, how.

1.3 Rationale for the Research

As explained above, efficiency and productivity rgaiof the banks, as well as
market structure of the banking industry, have bemgarded as crucial areas in
contemporary public policy concerned with a coustrgconomic development.

Empirical analysis of efficiency, productivity chgey and market structure is a vital
requirement for further policy changes. Accordingdudies in these areas are

important in the following aspects.

First, improvements in efficiency and productivggins in financial institutions are
a vital requirement for providing a more efficiesystem of asset allocation in the
financial services sector. Since Sri Lanka has rekdbed financial services sector,
efficiency and productivity gains in firms in tharkking industry are more important
for providing supportive financial infrastructureorf economic development.
Improvements in efficiency and productivity gainsaynreduce the cost of

intermediation, which directly affects the interrreggbn margin in the market.

Secondly, this study addresses a contemporaryyp@gue in relation to market
structure. It examines how the banking structungprovement in efficiency and
productivity change affect bank performance (meaupy profitability and net
interest margins). This type of analysis is esséimi providing evidence for policy

changes related to market competition.

It should be noted that there are large humbertuafies of economic liberalisation
in Sri Lanka. However, only a few studies have &srlion financial liberalisation in
Sri Lanka. To the best of the author's knowledge, imdepth study has been
conducted to investigate the impact of financiatedelation on efficiency and

productivity changes in the banking industry in &dnka. Thus, this research
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intends tofill a gap in research as the first in-depth studyto efficiency,

productivity, and market structure of the bankindustry in Sri Lanka.

1.4 Objectives of the Research

The main objective of the research is to examine tilkanges which occurred in the
financial services sector during the 16 year per{@889-2004) affected the
efficiency, productivity change, and market struetof the banking industry in Sri
Lanka. Furthermore, this research is aimed at arigethe following specific

objectives:

1. To investigate the banks’ efficiency and produtyivmprovements gained
during the post-liberalisation era by focusing dficiency and productivity
gains as a primary method for creating a more eo®a and efficient
banking industry in Sri Lanka.

2. To undertake a comprehensive review of financidrms and their impact

on the banking industry.

3. To investigate determinants of efficiency of bamksSri Lanka and their
significance.
4. To conduct a complementary analysis using the tstrelconduct-

performance literature to understand the interactdd market structure,

efficiency and banks’ operational performance.

1.5 Propositions and Hypotheses

Since 1977, the banking industry in Sri Lanka hagewugone a transition period in
response to the regulatory reforms introduced aesultant changes in the
operational environment of the industr¥he regulatory reforms aimed at enhancing
the efficiency and productivity gains of the indystThose reforms also led to
changes in the structure of the banking industggéether with financial reforms,

globalisation and developments in ICT have alsotéedhanges in the operational

2 More detailed discussion on regulatory and emvirental changes in the financial services

sector is presented in Chapter Two.
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environment of the banking industry in Sri Lank&e$e changes have been used as

the rationale for the development of the followthgee propositions.

Proposition I. Financial reforms have improved the efficiency and
productivity gains of the banking industry in Sarka.

Proposition Il. The efficiency of banks in Sri Lanka is affected dyange of
microeconomic and macroeconomic factors, togethath winancial
deregulation.

Proposition lll. Improvements in efficiency have influenced the [sank

operational performance than changes in the streictiuthe market.

The study hypothesises that financial reforms heygoved the banks’ efficiency
in Sri Lanka. The above mentioned proposition aadysed in Chapter Four to Five.
Chapter Four addresses the first proposition tHraggsessing and analysing banks’
efficiency and productivity change. Chapter Fivelradses the second proposition.
A range of macroeconomic and microeconomic fachas been traced as factors
which may influence bank efficiency. The hypothediselationships for each factor,
with estimated efficiency scores and evidence foumdthe study, have been
recorded in the chapter. Chapter Six addressethittieproposition using four joint
hypotheses. These hypotheses investigate the mo#u®f market structure and
technical efficiency on banks’ operational perfomoa (measured in profitability

and net interest margin).

1.6 Methodology

The study uses a research framework which compttises phases to examine three
research propositions. Methodologies, results amsdudsion in each phase are

separately presented in three of the following tdap

The first phase—Estimation and decomposition of banefficiency (Chapter 4):
The first study phase examines Proposition |. Rat, tefficiency of individual banks
for each year during the sample period is estimatdg a non-parametric frontier

approach called data envelopment analysis (DEA)ndJsonstant and variable
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return to scale DEA models, technical efficien@ale efficiency and pure technical
efficiency are estimated. Furthermore, descripstatistics, together with Mann-
Whitney test scores, are used to identify the iefficy differences in different forms
of banks. In addition, Malmquist productivity ind& (MPI) are used to examine the

productivity improvements recorded from differeatisces during the study period.

The second phase—Determinants of bank efficiency iBri Lanka (Chapter 5):
The second phase is used to empirically investigiterminants of technical
efficiency (Proposition Il). Since dependent valésbare estimated and limited this

phase uses a truncated Tobit regression model.

The third phase—Market structure and efficiency (Chapter 6): This phase is

based on Proposition Ill. It investigates the iaflue of market structure and
efficiency on banks’ operational performance measuny return on total assets and
net interest margin. The research framework prapbogeBerger and Hannan (1993)
has been used as an appropriate empirical framewdsdst influences of the market

structure and the estimated efficiency on bankstrafonal performance.

1.7 Contribution of the Study

There are studies of financial reforms and theiuence on banks’ efficiency and
productivity change which have been conducted enldhnking industries in other
countries. However, despite financial services@etforms first being introduced
almost 27 years ago, no such study has been cauwtncthe banking industry in Sri
Lanka. Thus, this study attempts to fill the gapiterature by providing empirical
evidence to the existing body of knowledge in éfficy and productivity change,
market structure and performance in the bankingstrgl in a developing country.

Accordingly, the research contributes to knowleddgereforms in the financial
services sector and their influence on the bankmystry in Sri Lanka in four
respects. Firstly, the study contributes to govesnimpolicy with an empirical
evaluation of the impact of deregulation and subsat|changes in the financial

services sector and their influences on the banikidgstry. Secondly, it contributes
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to the existing literature on banking efficiencydgsroductivity change by providing
evidence from the banking industry in Sri Lankairdly, the study contributes to
the existing literature in ‘structure conduct penance’ by empirically
investigating the influence of market structure affttiency on banks’ operational
performance from a developing country perspectiugther, the findings of this
study may assist policy makers and bankers in staleling the way the regulatory
changes might affect banks’ efficiency, producyivihange, market structure and

operational performance.

1.8 Organisation of the Thesis

This dissertation contains seven chapters, of wthebe chapters are empirical by
design. The first chapter presents an introductmrthe study and provides the

background, rationale, objectives, hypotheses, ogetlogy and study outline.

Chapter Two reviews literature related to the fmahreforms. The aim of this
chapter is to highlight the operational environmehthe banking industry of Sri
Lanka during the pre and post-deregulation perildte issues highlighted in this
chapter are used to explain the trends in estineffezdency scores in Chapter Four.
Chapter Two contains three sections which coverditire related to motives,
modes and outcomes of financial deregulation psEesfinancial reforms in Sri
Lanka and the impact of financial reforms on thekiag industry in Sri Lanka.

Chapter Three reviews literature on efficiency gamdductivity change and their
application in the banking industry. The aim ofstiparticular chapter is to form a
theoretical framework for assessment of efficieaog productivity chanage of the
banking industry in Sri Lanka. Findings in this ptex have been used to formulate

the analytical framework for Chapter Four.

The next three chapters of this dissertation aexl ue present the details of the
empirical analyses conducted in the study. Theyswamprises three stages, as
explained in section 1.6 of this chapter. Methodme used in empirical analyses,

results, discussions and conclusions in each pdrasgresented in these chapters.
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Accordingly, the Chapter Four presents an analgtisfficiency and productivity

change of the banking industry in Sri Lanka. Itastigates the trends in estimated
efficiency scores and the possible reasons for thgased on the findings of that
chapter, Chapter Five investigates the impact ef ather macroeconomic and

microeconomic factors on banks’ efficiency.

The aim of Chapter Six is to investigate the relahip between market structure
and the bank efficiency. It uses structure-conghectormance (SCP) literature to
investigate the influence of efficiency and marlsttucture on the operational

performance of banks.

The seventh and final chapter presents overalirfgedand policy implications of
the study. It also discusses limitations faced ime tstudy and makes

recommendations for further research.
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CHAPTER TWO

DEREGULATION, MARKET STRUCTURE AND THE
BANKING INDUSTRY IN SRI LANKA

2.1 Introduction

Currently, and in the recent past, the privateeseict Sri Lanka has been seen as
vital to economic development. Governments throughedvanced nations have
introduced economic policies to promote privateigemvolvement in economic
decision making (Fu and Heffernan, 2005; Harper laeslie, 1993; Hogan, 1992;
Maghyereh, 2004). Following the global trend, Sanka also commenced economic
reforms in 1977. These reforms have changed matkattures and the degree of
market competition in the banking industry. Thisapter aims to present a
comprehensive review of financial reforms and thaftuences on the banking

industry in Sri Lanka.

The chapter consists of four sections. The next@emtroduces means and modes
of financial sector deregulation in general. Thedtlsection presents the sequence of
financial services sector reforms in Sri Lanka. Ttnvarth section evaluates how the
reforms in the financial services sector have grilced the banking industry. The
last section summarises the findings of initiallgsia of financial reforms and their

influence on the banking industry.
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2.2 Deregulation in the Financial Services Sector

This section reviews the available literature tbansiders deregulation and related
issues. The processes, modes and influences ajudatien are discussed. Evidence
and accompanying analyses from previous empiritadiss of Sri Lanka’s and

other nations’ deregulation processes and thenleewi consequences are outlined

and briefly compared.

2.2.1 Deregulation

The financial services sector's circumstances erfte a nation’s capital
accumulation and allocation processes throughowtcamomy (McKinnon, 1973).
These circumstances fundamentally influence théomat social, economic and
political environments. Since a nation’s financgdctor is the major source of
capital accumulation, both the government and thafe-sectors play a significant
role. However, economists typically have emphasigesl necessity of reducing
government intervention in the financial servicestsr through deregulation. By
this political process, policy makers have focussedmproving the private-sector

operations throughout their nation’s financial $ezg industry.

Deregulation does not merely mean removing allllegstrictions imposed on the
market. The existence of a comprehensive and stablef laws and procedures is
necessary for more secure, stable and efficienantiml markets. Pertinent
legislation allows parties to undertake financiednsactions with a degree of
certainty (Hogan, 1992). Pertinent and well definegulations are ‘legislative and
administrative arrangements where the activitiemarket participants are subject to
the direction of and scrutiny by various authostiHogan 1992, p1). Appropriate
regulation should specify both the qualitative eimstances of business activities
conducted by banks and the quantitative consideraitof asset portfolios (Hogan,
1992). Hence, the term deregulation should be pré¢ed strictly in terms of the
context of the social environment previously fosteby the prior regulation of the

gualitative and quantitative aspects of bankingfarahcial activities.

-11-
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Dunham and Kelegama (1996, p. 254) defined econbb@talisation as a ‘process
of transition from an inward looking, heavily proted and highly regulated
economic regime toward an open economy that strieesefficiency through
competition in the market’. Accordingly, liberaltgan of financial sectors aimed to
improve the allocation of resources to lead to wgreafficiency, to expand output
and to accelerate growth.

McKinnon (1973) and Shaw (1973) advocate finandexegulation to free banking

from financial repression, to increase deposit sratedd to enhance financial
deepening. Their analyses inferred that financibérélisation may encourage
greater competition among financial institutionsilelenhancing the efficiency and
productivity gains of the sector’s financial ingtibns. McKinnon (1973) and Shaw
(1973) also noted that removal of interest ratérg®™ may encourage savings in the
household sector. In their view, liberalisationaohation’s financial services sector
may lead to an increase in the volume and the tyuaiioverall national investment

(McKinnon, 1973; Shaw, 1973). However, many of tdoeintries that deregulated
their financial services industries were unableré¢ap the anticipated benefits
because of other fundamental factors such as t&eaijing social, political and

economic environments (Arestis, Nissanke and SE€I03).

2.2.2 Reasons for the regulation of the financial s ervices industry

Stigler (1971) noted that the need for regulatioraiparticular industry may stem
from different sources. In some industries, regotatmay be formulated and
implemented primarily for the industries’ benefiin some other industries,
regulation has been enforced for some other reafsingler, 1971). Moreover,
Stigler (1971) showed that private interest themng public interest theory can be
used to explain motives of regulation. The ‘prevéiterest theory' proposes that
well organized groups use the coercive power ofdfa¢e to capture rents at the
expense of less privileged groups. Consequentlyulagion is instituted for the
protection of these groups (Stigler, 1971). Theblmuinterest theory’ posits that

government intervention is necessary to avert mddikires and maximise social
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welfare (Kroszner and Strahan, 1999). The publierast theory sees need for
welfare-enhancing regulation but not for regulatidmt reduces competition
(Kroszner and Strahan, 1999).

Many studies have supported the private interestrithas the theory which best
describes regulation of the financial services stdu Using the event of the
elimination of restrictions on bank branching inffetient states in the USA,
Kroszner and Strahan (1999) examined the explanatowver of these two theories.
Their study noted that the beneficiaries of thenbhing regulation had supported a
coalition favouring geographical restrictions désjiis cost to consumers in terms of

financial services.

La-Porta, Lopez-de-Silanes and Shleifer (2002) iplexi two competing views
regarding government intervention in the bankindustry. The ‘development view’
emphasises the necessity of government intervemidmancial development for
economic growth. It notes that privately-owned cameial banks were the key
institutions for channelling savings into indussrien industrial countries in the
nineteenth century. Since privately-owned bank¢egs-developed countries were
not able to provide the basic borrowing needs efdbciety, governments actively
intervened in the banking sector (La-Porta, LogezSilanes and Shleifer, 2002).
The second view, the ‘political view’, argues tlggtvernment intervention in the
banking industry has resulted from the determimata$ politicians to control

investment.

This viewpoint is best illustrated by the financiahvironments in developing
countries (especially in Sri Lanka). In such cowstr governments intervene in the
banking industry in different ways, for example, drgating subsidiaries, imposing
regulations, and by owning banking firms. Incorpioig information from 92
countries, La-Porta, Lopez-de-Silanes and Shlei@002) concluded that
government ownership in banking is commonplace pevasive throughout the
world. Government ownership of banks is greatecaantries with low per-capita

incomes, under-developed financial systems, intgrorist and inefficient
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governments and poor protection of property righiseir research revealed the
countries that have higher government interventiave characteristically relatively

low economic growth.

2.2.3 Modes of deregulation

As explained by Dunham and Kelegama (1996), modleei@gulation cover three
aspects; (1) the speed of deregulation, (2) thgeestaf deregulation and (3) the order
of deregulation of various segments in the markiae first, speed of deregulation,
considers whether the process of deregulation dhbelgradual or ‘all at once’.
Dunham and Kelegama (1996) pointed out that if gidegion led to a regime with a
more superior, less distorted market system,pte$erable to introduce new policies
as rapidly as possible. However, in reality, fast@uch as the social cost of
adjustment which may create political consequencgisroeconomic situations,
income distributions and protection of local indiest may limit the speed of
reforms. The second, stages of deregulation, imighat an economic system may
progress into a fully liberalised economic systessda on a few stages, depending
on the structure of the economy. The third indisale order of liberalising different

markets such as commaodity, labour and financiaketar

Different financial reform measures have been imaleted in different countries.
Hogan (1992) identified three main areas of finahform: namely, relaxation of
operating constraints; lifting barriers to entryfofeign banks; and strengthening of
prudential standards. Abiad and Mody (2000) idesdifsix modes of financial
reforms: namely, policies related to credit contialerest rate controls, entry norms,
prudential regulations and security markets, asl vesl policies relating to
privatization and international financial transan8. Their research noted that the
nature, extent and timing of financial reforms elifffrom country to country.
Different countries have used different approactoesfinancial reforms, ranging
from minor modification to complete overhauls. Abiand Mody’s (2000) findings
suggested that:
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» countries whose financial sectors are fully reprdsare the ones with the
strongest tendency to maintain their policy staand hence to stay fully
repressed;

» the direction of the chosen actions is not predatezd;

» different types of crises have systematically ddfe effects on financial
sector policy;

» political cycles and political orientation mattardaexternal influence has a

moderate, but not statistically significant, effeatreform.

However, reforms need not be all-or-nothing. Ifipcdl conditions are such that
large-scale reforms are not feasible, then it nidlybe worth implementing the few
readily-feasible reforms (Abiad and Mody, 2000)nce the reform process tends to
create its own momentum, even a small reform matemally constitute a
considerable victory for the policy makers. Secgndhere is scope for taking
advantage of certain circumstances in which poladyanges become more

acceptable:

» Big economic crises are generally found to havede@cilitate reforms. For
example, governments have used currency crisegaiticular, to push
through reforms (Abiad and Mody, 2000; Hoj et 2006).

» Reforms in trading partners tend to go along witbrgyer domestic product
market reforms (whereas the association with lalbearket reforms is more
ambiguous) (Abiad and Mody, 2000; Hoj et al., 2006)

» The longer the period that the governments in efiontributed to further
reforms but, on average, left -of- centre governsi¢end to undertake less
reform (Hoj et al., 2006).

» The beginning of a new political term is a circuamste where policy

changes are more acceptable (Abiad and Mody, 2000).

Various countries have experienced different ouE®ms a consequence of the
introduction of financial services sector refor@gancial reforms in Spain started

with the removal of interest rate ceilings in 19Hobwever, the banking crises
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during 1978-1984 reduced the momentum of dereguidtcrifell-Tatje and Lovell,
1996). It was not until 25 years later that branghrestrictions on saving banks
were removed in 1995. In 1997, investment and vesexquirements were relaxed.
Deregulation in the Australian context has involvadcontrolled removal of
restrictions on the quantity, quality and pricintarglards of financial services
offered by banks (Hogan, 1992). To harmonise bankiegulation with the
European Monetary Union (EMU) the Turkish governmé@nposed structural
changes in the financial services sector (Isik &ta$san, 2003). Those changes
focussed on freeing foreign exchange and interegésr from government
intervention, thereby allowing foreign exchange aks for residents and non-
residents; permitting new forms of financial instibns; and granting more freedom

for operational activities.

In the United Kingdom (UK), deregulation enhanceadetkification and merger
activities and the de-mutualization of segmentsath life assurance companies and
the building society industry (Drake, 2001). Dedatjon and its consequences in
Greece were similar to those of Spain - both wdreed at harmonising the
regulatory system with the EMU by freeing inteneges; abolition of various credit
controls; development of capital market; enhancéneéncompetition from non-
bank institutions; and relaxation of entry-exit mgt These examples demonstrate
that the expectation, nature and extent of deréiguldhave differed significantly

from country to country.

2.2.4 Impact of deregulation

The impact of deregulation is highly dependent mevailing social factors, such as
economic freedom and ‘property rights’ protectiddefnirguc-Kunt, Laeven and
Levine, 2003). The regulatory system in a well-elsthed economic system, which
provides adequate economic freedom, facilitatesaembnious operation of a
nation’s banking activities. Demirguc-Kunt, Laevand Levine (2003) examined
the consequences of bank regulation, bank condmmtrand institutional setting on

bank margins. Their extensive research incorpordéegd from 1,400 banks across
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72 countries. Their findings were that tighter dagons on bank entry and bank
activities, together with the rate of inflationcreased net interest margins. Banks in
countries which have strict entry controls, operai barriers on off-balance-sheet
activities, high reserve requirements and greafsgrational restrictions have a
relatively high interest rate margin. They also omgd that greater economic

freedom had reduced the unfavourable consequehbtesk regulation.

Regulation by the government can restrict operatiaativities in the commercial
banking sector. There are two types of entry resins, namely, expansion
restrictions on existing banks’ branch networks dredprevention or limiting of the
entry of new banks. Restricting bank branchingtsnai bank’s ability to diversify its
portfolio risk. Both restrictions may adverselyef the free entry to and exit from
the banking industry and thereby diminish marketngetition. Jayeratne and
Strahan (1996) examined the outcomes of the remoWantry restrictions on
banking efficiency in the United States of Amer{tiSA). Their research identified
a sharp reduction in banks’ operating costs and losses after states removed the
bank branching restriction within and between statéey concluded that branching
restrictions reduced the performance of typical ke activities by passing

economic rents to bank borrowers.

The preceding section presented a brief discussidhe meaning of deregulation,
reasons for regulating the financial services sectmde of reforms and expected
outcome of financial reforms. The main objective dd@regulation is enhancing
efficiency and productivity gains by reinforcing nopetitiveness in the financial
services sector. There are a limited number ofissudhich evaluate the financial
reforms and their influence. These studies focusddferent issues related to
deregulation, for example, improvement in efficig@and productivity gains and the
changes in market competition; only a few studiagehfocused on less-developed

countries such as Sri Lanka.

-17-



Chapter Two Deregulation, market structure ane tanking industry in Sri Lanka

2.3 Financial Reforms in Sri Lanka

This section presents a review of the banking itrgiusnd its significance in the
financial system in Sri Lanka. It begins by pregsent brief review of the historical
background and follows with the deregulation precasd its influences on the
banking industry in Sri Lanka. The reforms and rthesipected consequences are
discussed. The institutional structure of Sri Ldakamancial services industry and
the significance of the banking industry in theafigial system are outlined. This
section also shows that the microeconomic envirorina#rectly influences the
performance of the financial system. It ends withliscussion of the impact of

financial reforms on the banking industry in Srnka.

2.3.1 Historical background

Banking in Sri Lanka was introduced by British gls in the country’s Central
Province at the beginning of the nineteenth cent®y Lanka had a liberal
economic system with little direct government invghent in economic activities
until the early 1950s. For example, there was eeitjovernment intervention in
international trade nor exchange controls (Karumasel999). Subsidiaries of
foreign banks dominated the banking sector whichinipamet the financial
requirements of international trade and the workaagpital requirements of Sri

Lanka’s plantation sector.

Direct intervention by the government in the bagkimdustry began after the
country gained its independence from Britain in 8.9%he goal of a self-sufficient
economic system led the government to set pri@iigas for development, namely
to control the allocation of loan funds; to intemeein setting interest rates; and to
introduce strict foreign exchange regulations. §beernment resolved to use banks
as the main vehicles for mobilizing financial re®s in the process of economic
development and for providing the most fundamefitancial intermediary and

payment functions.
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The government of Sri Lanka legislated to develog & expand financial services
to remote areas by setting up the Central Bank rofL&8ka (CBSL) in 1950
(Fernando, 1991). In 1961, the Bank of Ceyloms nationalised and the Peoples’
Bank was established, thus increasing the govertinenosition in the financial
services sector (Fernando, 1991). The state bamke @allowed to increase their
share of the banking sector gradually. This wadeaeld by legislating to allow
these banks to expand their services into new asael as specialized lending
facilities, international trade finance and as Hute bankers for the government
(Karunasena, 1999). The private-sector was notvallioto establish new banks or to
expand existing operations. Thus, as with manyratbantries, the banking sector
in Sri Lanka is led by the state banks, which hiaken the role of assigning funds
from savers to borrowers. Today, the banking seistdhe main provider of the

funding needs of both the corporate sector asagahe household sector.

2.3.2 Objectives of deregulation 2

In 1977, the newly-elected government introducee@no@conomic policies to
encourage the private-sector to lead economic ideemmaking in the country
(Karunasena, 1999). At the beginning, economicrneéo mainly targeted trade
liberalisation. Jayesundara and Indrarathna (1881)ned five main issues which

the financial reforms in Sri Lanka were intendecdalress:

1. Development of an effective financial system conaglosf efficient banking
and financial institutions for the mobilisationadmestic resources;

2. Elimination of institutional barriers and removal ather policy-imposed
distortions to encourage competition in the finahgector and thereby
reduce intermediation costs;

3. Strengthening of the regulatory environment infthancial services sector;
Introduction of a market-based interest rates sirecand

Liberalisation of financial transactions.

Bank of Ceylon commenced its operations in 183 h private bank. Currently, both the Bank
of Ceylon and the Peoples’ Bank are functioningtate-owned banks.

Discussion in this section is mainly based ont@¢®Bank of Sri Lanka (CBSL) annual reports
in various years.
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Financial reforms in Sri Lanka were designed tald&h a finance environment
favourable to rapid and sustainable economic grawtbugh greater savings and
investment. Specific government legislation focused the private-sector, while
coordinating monetary and financial policies foe tlevelopment of the financial
sector. As an example, CBSL (1999) identified 13omareas to be considered in
future economic reforms in Sri Lanka. Among theoyrfareaare directly related

to the financial services sector.

However, the Sri Lankan government relied on ‘geddeforms’ rather than ‘all at
once reforms’. This seemed appropriate becausbeofack of experience in open
economic policies and a lack of the skilled humasources required. The

circumstances dictated the legislation that slod@dn the reform process.

2.3.3 Main phases in deregulation

Three phases are evident in the deregulation ofitlaacial services sector in Sri
Lanka (i.e. 1977-1988; 1988-1995 and after 199%ldte). The sequence of the
reform process is outlined in Table 2.1. Initiaforens from 1977 to 1988 were
intended to expand the institutional structure feé financial services sector. The
financial reforms introduced since then focusediwo main issues: promotion of
financial intermediation through the establishmamd promotion of sound financial
infrastructure and the deregulation of interesesatThe remaining part of this

section highlights the major reform measures intoed in each phase.

The CBSL Annual Report (1999) recognised 12 isdoebe included in the future economic
reform agendas in Sri Lanka. Among them, there vieue issues which may be directly or
indirectly related to the financial services secidrey are (1) improvement of efficiency of the
state banks, (2) further development of the dommettbt and capital market by permitting
foreign investor participation, (3) gradual relagatof all exchange controls and (4) gradual
move towards a complete free float of the exchaagesystem.
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Table 2.1: Financial services sector reforms from477-2003

Year Action

1977 » Abandonment of the former exchange control regardy introducing a unified
exchange system under a floating exchange ratmeegi

1979 » Relaxation of operational restrictions by:

— Opening the banking market to foreign participants
— Granting new banking licences to the private-sector
— Allowing existing banks to expand their branch reates

» National Development Bank was incorporated to mtevong-term funds for the
development of industrial, agricultural and comniaractivities

» Banks were allowed to establish foreign currenaykbay units to promote offshore
banking services and international money marketstiations

1980 « M,°and broad monetary aggregate was introduced totaranbney supply in the
economy

» The export credit refinance facility was increabgdl5% to Rs.30 million

* The bank rate was increased from 10% to 12%

» Commercial banks’ lending and savings ratios wecesiased

1981  Statutory reserve requirements (SRR) were increastbdespect to:
— demand deposit from 12% t014%
— savings deposit from 5% to 6%

» For the first time, CBSL used quantitative meassresh as open market operations
and the variation of SRR to control money supply

» The American Express Bank introduced CDs to thalloarket. CBSL encouraged
other institutions to use such instruments to ettioéack money to the market.

» CBSL incorporated a secondary market for treasilils/ (I B) and offered TBs at
discounted rates between 15% to 16%

» Government incorporated the Employee Trust FundsNational Insurance
Corporations

» CBSL granted licences to establish several newfie&ompanies

1982 » Two merchant banks were established by Bank of@eghd Peoples’ Bank
 Credit ceilings on bank credit to residents or canies registered in Sri Lanka for the

purchase of estates or immovable property werednathin
» Colombo Stock Exchange Ltd was established

1983  Credit ceilings on selected non-priority sectorsememoved

1984 » National Saving Bank (NSB) was allowed to set iisaleposit rates
 State Mortgage and Investment Bank was reorgamisedspecialised housing bank
and was authorised to accept deposits

1985 » CBSL established 17 regional rural development bgRIRDB) to enhance savings
mobilisation in rural areas

1987 » Securities Council was established for regulatimg@olombo stock market

» Two new private-sector commercial banks (SampatikBad Seylan Bank) were
incorporated and commenced business

» CBSL removed the limits placed on commercial banekihe issue of CDs

This table was compiled using information in Aigthna (1993), Athukorala and Rajapatirana
(2000), Bandara (1998), Cooray (2000), Dunham amfie¢glama (1997), Fernando (1991),

Karunasena (1999) Karunasena and Jayatissa (1R8W)natilaka (1986; 1988), Yapa (2003)

and various issues of CBSL annual reports.

® M, includes currency in use and time and savingssiepo
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Table 2.1: Financial services sector reforms fr@77:2003 (Continued)
Year Action
1988 » The Banking Act 1988 gave more power to the CBSLlrégulation and control

of banking in Sri Lanka

1990

CBSL established the Credit Information Bureau (QtBfunction as a resources
base for banks in screening borrowers to avoid tiEaults

1991

Two state-owned commercial banks have asked to sw#keient provisions for
non-performed loans

1992

Disclosure requirements and loan recovery mechanigene introduced

1993

CBSL established a market (REPO-market) for remsitty treasury bills with &
view to establishing the lower end of the call morearket

The private-sector started to issue commercial pfpeovering short-term
funding needs

1994

Acceptance of article VIII of the International Metary Fund (IMF) agreement
allowed external ‘liberalisation’
Commercial banks started to issue internationalicoards

1998

CBSL introduced bidding through electronic meangdmernment bond market

1999

The CBSL:

— further strengthened its supervising role by imp@<si0% minimum capital
requirements, specific areas which should be covierauditors’ reports and
measures which were to be taken on non-perfornaiagd

- introduced specified disclosure requirements tbaflks as a means of
promoting a sound and efficient banking system

— set the single borrower limits to 30% of the cdpfahe banks as of the end
of its preceding financial year

The CBSL started to publish Sri Lanka’s inter baffier rate (SLIBOR) from

June

The stock market was opened to foreign individual mstitutional investors

2000

Limits on foreign ownership of local commercial Barand insurance companigs
were raised to 60% and 90% respectively
CBSL allowed independent floating of the excharagje r

2002

The financial sector reform committee was estabtish

The lower limit on Statutory Reserve Requiremeras vemoved
Minimum required maturity period of deposits inditce companies was reduced
to one month from three months

Prudential norms applicable to the domestic bankinits were extended to the
offshore banking units

Stamp duty and the national security levy on fin@rcansactions were remove(
Debit tax on all withdrawals from checking accountss introduced

2003

CBSL reduced the ‘repurchase rate’ and the ‘reseperchase rate’ by 225
basis points

Daily determination of SRR on commercial banks’@fs was introduced
The risk-weighted capital-adequacy ratio (CAR)ldanks was raised by 10%
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During the first phase of reforms, the banking stdyiwas opened to new entrants,
having been closed for more than 30 years. Theagaisector was allowed to
establish new banks subject to minimum capital irequents. At the same time, the
banking industry was opened to foreign banks. Hgoractical purposes, domestic
banks were permitted to open new branches afterimgpipermission from the
CBSL. Accordingly, the government was directly itweml in expanding branch
networks of state-owned banks throughout the cguktowever, the expansion of
the branch networks of state-owned banks was aahedhancing the popularity of
the governing political party. (Moreover, the gavaent used state banks to provide
employment opportunities to political supportersuténg in excess employment in
the banks).

Initial steps to let market forces determine indémates were taken by creating an
open market for government treasury bills and band$993. Restrictions on the
foreign exchange market were relaxed. Banks wéoevatl to open foreign currency
banking units. However, a reversal of economicrma®occurred in the middle of
the 1980s. During the initial period, Sri Lankatgdign exchange rate appreciated
noticeably due to the huge foreign currency inflfmw three major foreign-funded
development projects (Dunham and Kelegama, 199%)s had the effect of
decreasing the export income of the country anceasing the trade account deficit.
Hence, in the mid 1980s, the government reintrodymeferential credit facilities
for some sectors. On the other hand, the reforrogswas further undermined by
the escalated ethnic crises after 1983 and thagasuaies during the 1987-1989
periods. Furthermore, as indicated by Dunham anegdéena, (1996), consequent
high interest rates, high inflation and the greaepense of welfare and defence

reduced the speed of reform processes.

The second phase of deregulation commenced afeeretelection of the ruling
party for the third term, though under a new lesdgr. The new leadership
managed to crush the insurgents in the south i® 398 earned an opportunity for
accelerating the economic reforms (Yapa, 2003).eAglained by Dunham and

Kelegama (1996), the second stage of liberalisatieforms was aimed at
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stabilisation of the economy and further liberdl@a to promote the private-sector
as an effective ‘engine of growth’. Accordingly,etlgovernment’s fiscal policy
aimed to reduce the budget deficit. The privatsaprocess was expedited using a
popular term ‘Peoplisation’ (Salih,1999). Duringisthperiod many of the
government corporations were privatised. The gawemnt made some unsuccessful
attempts to privatise the two state banks whichtéellequent work stoppages in the
banking sector (CBSL, 2000).

In 1994, a third regime of reforms commenced adtéeft-wing alliance came into

power. The alliance did not approve the economregldation mechanism of the
previous government. However, in the political camp, they pledged to continue
economic reforms even though they believed that sfta¢e should intervene in
priority sectors to provide better services. Pdditilobbying against the privatisation
of state banks by the strong labour unions in theking sector also affected the
reforms. In 1996, the government created the Pibiterprise Reform Commission
(PERC). PERC was entrusted to find alternative waysnhance the performance of
government-owned-business-undertakings (GOBU) andstém growing public

criticism.

As an alternative to the privatisation of state Ksarthe government decided to
reorganize two state-owned banks using a procdkesi @ammmercialization. State-
owned banks were converted into limited public cames giving some freedom to
bank management to take radical decisions on th&shbaperations. Further, the
government forced a write-off of non-performingetssn state-owned banks (Bank
of Ceylon, 1999; People’s Bank, 1999). The statekbamanagement were given
authority to recruit consultants with internatiomeputations for the reorganization.
The main aim of these initiatives was to improve llanking services offered by the

state banks.

During the last three decades, various governmien&ri Lanka have introduced

different policies to liberalise the financial sems sector. The major reforms (see
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Table 2.1) in the financial services sector wer¢him following areas (Karunasena
and Jayatissa, 1987):

» Deregulation of the financial industry (relaxatiaf entry/exit norms,
reduction in public ownership in banking industry);

* Reforms of institutions and instruments;

» Allowing interest rates to respond to market forces

» Allowing credit to be allocated according to maréatates;

* Reducing the cost of financial intermediation;

» Strengthening the legal, accounting and regulai@meworks for financial
institutions;

» Development of money, capital and debt markets; and

» Giving operational flexibility to banks in the magenent of their assets and
liabilities.

These reforms, which were very similar to those enadAustralia, facilitated the
entry of new financial services providers includingit trusts, funds managers,
venture capitalists and investment bankers. Remavaéntry restrictions also
allowed the entry of foreign banks and the expansiothe activities of the existing
foreign banks. The government privatised the twgomdevelopment banks, the
National Development Bank and the Development FRaanCorporation.

Commercial banks were encouraged to offer new fasfmBnancial products and
facilities such as credit cards, automatic telleachines (ATM), non-residence
foreign-currency accounts and branded depositsnsefieln 1987, Sampath Bank
and Seylan Bank entered the market as privatelyedwoommercial banks.
However, the government continued to function as thmajor participant in the
commercial banking industry by retaining the twoggacommercial banks, namely
the Bank of Ceylon and the Peoples’ Bank.

The previous section summarised the major reforrasmes introduced during the
last 23-year period. As explained above, Sri Lamks opted to use gradual reforms

rather than ‘all at once’. However, measures hasenhbtaken for liberalising the
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financial services sector at the initial stage ajreomic deregulation. Moreover, the
reform process has taken a relatively long timeweleer, even today, policy makers
are not able to introduce sufficient measures tegldate the banking industry from
government intervention. Previous researchers lsaggested that introduction of
economic reforms at the most appropriate time mmagor factor underlying the

success of deregulation.

2.3.4 Setbacks to deregulation

As explained previously, beginning in 1977, the gyowmnent introduced various
measures to deregulate the financial services iséd¢tavever, some measures have
given greater freedom to the market forces and doawe not. Some reforms have
been reversed in subsequent policy changes. Assegaence, not all the expected
benefits from economic reform have been realise¢er &7 years of reforms. As
pointed out by Dunham and Kelegama (1997), inittanditions, economic
circumstances, and the nature of the political esystadversely affected the
government’s attempts at reform. Further, the polformulation conflict in
stabilization and adjustment slowed the speed ef ébonomic reform process.
Similarly, Karunatilaka (1986) indicated that shtmtm political objectives also

undermined the economic reforms.

The World Bank (2003) indicated that the state cemumal banks accounted for
49% of banking sector assets, while the private eftim banks accounted for 39%
of the assets (with the rest apparently held bgifor banks) in Sri Lanka. This
indicates that two state banks have a significafitience on the financial system.
The government mainly uses domestic loans to fieamedget deficits (CBSL,

2002). The use of commercial banks to fund govenrdeficits at high short-term
interest rates leads to high windfall profits whistay mask inefficiency in the

banking system. Bandara (1998) stated that thergmant intervenes in fixing the
nominal rate of interest on treasury bills. It alsncouragesieposits with the

National Savings Bank which ultimately determinasib deposit and lending rates.

Politically-driven lending decisions in the sta@nks have increased intermediation
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costs as a consequence of non-performing loangd@an1998). Further, the under-
developed financial system and the rigid finandiadtitutional structure have
constrained the speed and effectiveness of finareirm (Karunasena and
Jayatissa, 1987).

2.4 Impact of Financial Reforms on the Banking Indu  stry

The previous section of this chapter briefly disadsthe major financial reforms
implemented after 1977 and the consequent strucfutiee banking industry in Sri

Lanka. These reforms have affected the financialices sector in different ways.

Edey and Gray (1996) identified three areas whedbrms can influence. These are:
(1) the role of financial regulatory policies, (@provements in technology used in
institutions and (3) changes in the cost and pgi@tiuctures of the intermediation
process. In the Sri Lankan context, the reformsh&rr changed the institutional

structure of the financial services sector in gaher

Financial deregulation in Sri Lanka began in th&e 14970s and is still being
undertaken to this date. One of the main goalfi@fpblicy makers was to increase
the efficiency and productivity gains of the entiieancial services sector by
promoting competition among the different formsfiofancial intermediaries. The
Sri Lankan financial services sector is still doated by the banking industry. The
deregulation process which commenced in 1977 atlowere freedom to local
banks. Foreign banks were encouraged to entercaexipand banking operations in
Sri Lanka. From 1977 to today, the government af l%mka has introduced
different measures to free the market from govemimetervention. Table 2.1
highlighted major reform measures introduced. Téraining part of this chapter

discusses how those reforms affected the bankimgahi general.
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2.4.1 Organization of the financial services sector in Sri Lanka

after reforms

Figure 2.1 and Table 2.2 illustrate the compositibthe financial services industry

in Sri Lanka. It is composed of the organised geatml an unorganised sector. The
organised sector includes a diverse institutiogaiesn. In contrast, the unorganised
sector does not have a formal institutional framdwand is based on short-term,
small-scale lending markets. Even after the refottms banking sector dominates
the financial services sector in Sri Lanka. Theiteamarket was not able to reach
the anticipated level of development. As a conseceiethe debt and the stock
markets have made a very low contribution to theitahaccumulation process in

the corporate sector.

The banking sector in Sri Lanka comprises fulletised banks and specialised
banks. Fully-licensed banks, which are also catlecthmercial banks, have been
permitted to provide all of the banking servicehefie are different types of

specialised banks which provide specific serviaedndustry. These specialised
banks are also allowed limited freedom to accepbdigs. There are three savings
banks, namely, National Savings Bank (N$BJanasa Bank and Seylan Saving
Bank. NSB leads the deposits market in Sri Lankevirfys banks can accept both
long-term and short-term deposits. However, thes&®$ are not allowed to accept
demand deposits. Before 1997, NSB invested itsngavimainly in government

treasury bills and it had very limited autonomy det interest rates. However,
financial reforms have permitted NSB to set intemedes and to determine its
lending portfolio. There are two main developmeabhks which are authorised to
accept long-term deposits and to grant long-terrd amedium-term loans to

entrepreneurs. By divesting, the government, irctffgave full control of the

development banks to the private-sector in thel889s.

Financial reforms also increased the number ofnfieacompanies in the sector at

the beginning. However, the formalisation of thgulatory structure of financial

® NSBis legally required to invest 60% of its dsj®in government securities.

- 28 -



Chapter Two Deregulation, market structure ane tanking industry in Sri Lanka

companies has reduced the number of finance coemantCurrently there are 25
finance companies registered with the CBSL. Theemse in finance companies

may enhance the competition for medium- and longrgavings in the market.

Financial Companies

Credit Unions
| NON- | |
ORGANISED BANKING Provident Funds
SECTOR ||
Other Institutions
Foreign

FINANCIAL e T
SERVICES - Commercial :
SECTOR | ;
E Local :
| BANKING -| Saving ;

UNORGANTSED T I |
SECTOR

Figure 2.1: Composition of the financial servicester in Sri Lanka

The reforms introduced new forms of financial ingtons. In the 1980s, three
merchant banks were incorporated by the leadingnoential banks to satisfy
demands of entrepreneurs and to deal with capiakets. Providing consultancies,
underwriting of share issues and helping to findrses of capital are the main tasks
of the merchant banks. CBSL promotes venture dapsgétutions as a medium of
providing seed capital for emerging entreprenetistther, to enhance capital
market operations, CBSL promoted the creation ofuadufunds. Consequently, a
number of fund management companies have entegeshdhket during the last two
decades. These fund management firms have es&dblishunit trusts so far. Those
unit trusts significantly contributed to changifng tway savings are mobilised in the

capital market.
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Table 2.2: Infrastructural developments in depositaking institutions in Sri

Lanka
c
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1977 4 298] 7 - 1[25] 544 Na - 29
1980 4 [486] 17 - 1[42] 641 Na - 27
1985 4 [600] 21 - 1[57] 914 Na - 56
1986 4 [604] 21 - 1[60] 932 Na - 56
1987 4 [608] 21 - 1[62] 955 Na - 53
1988 6 [678] 19 80 1[64] Na Na - 54
1989 6 [690] 18 [21] 89 1[69] Na Na - 60
1990 6 [719] 18 [23] 100 1[76] Na Na 2 4(
1991 6 [737] 18 [25] 124 1[81] Na Na 2 24
1992 6 [781] 17 [29] 156 1[84] Na Na 2 27
1993 6 [845] 23 [33] 163 1[85] Na Na 2 26
1994 6[876] 23 [36] 169 1[90] 1216 Na p 26
1995 6 [876] 26 [37] 171 1[96] 1251 Na 4 24
1996 7 [906] 26 [37] 175 1[99] 1293 Na 5 24
1997 8 [949] 18 [38] 176 1[101] 1329 6 10 25
1998 8 [988] 18 [40] 176 1[102] 1351 8 10 25
1999 9 [1009] 17 [38] 177 1[101] 1418 17 12 2b
2000 10[1042] 16 [38] 181 2 [101] 1476 12 12 25
2001 11[1080] 14 [37] 188 2 [101] 1507 12 12 25
2002 1[1185] 12 [31] 190 2 [103] 1554 14 18 26
2003 11[1285] 12 [40] 194 2[112] 1594 14 18 26
2004 11[1342] 11 [38] 196 2[112] 1594 14 14 2[7

[Number of commercial banks’ and savings banksnbin@s are in parentheses; Na = data are not aedilab
[Sources: various issues of CBCL annual reports]
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Table 2.2 shows the expansion of the deposit-takisgtutions in Sri Lanka during
the period 1977 to 2004. In 1977, Sri Lanka had/ dolr local commercial (fully
licensed) banks with 298 branches. Reforms aimecexpand the commercial
banking operations throughout Sri Lanka. In 2004re were 12 local commercial
banks with 1342 branches. There were also 11 forkanks that have established
38 branches in the country. As a consequence otdhapse of a private savings
bank in 2000, the government introduced furtheulagry changes to strengthen
the supervisory role of the CBSL. In the dereguaavironment, the rapid growth
in the financial services sector blurred the dédfezes between fully-licensed banks
and the specialised financial institutions. Thigd te the introduction of innovative

financial products by the banking institutions.

Financial reforms have reduced the monopoly of cencral banks in the financial
services sector. In the early stage of the finanmdéorms, newly-established
specialised non-bank financial institutions havéeta over some traditional
commercial banking functions such as granting ptdji@ance and accepting long-
term deposits. Moreover, financial reforms haveve#ld capital markets to emerge

as the main avenue of private-sector direct finagnan Sri Lanka.

Fully-licensed banks have to compete with othearfial institutions in lending
markets as well as in the deposit markets. Mosrdihancial institutions can offer
long-term and medium-term deposit instruments tmaett savers. Other financial
institutions such as development banks, venturgatesp and mortgage institutions
operate in the lending markets more assertively tha fully-licensed banks. On the
other hand, foreign banks have emerged as maireqslag the domestic banking
market with greater freedom in both deposit andlileg markets. Those banks were
allowed to offer similar banking products (both dsits and lending) to the local
banks. As a consequence, fully-licensed banksaced to diversify their product

lines and to find new fee-based services insteantefest-based products.

The scope of the Sri Lanka’s financial servicesustdy has been widened.

Particularly, operations of the banking industryédnaxpanded both in the number of
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banks and the number of branches. New financiséduments have been introduced
to the market. The financial reforms allowed moreefiom to open up different
forms of financial intermediaries. However, the kiag industry is the main
intermediary in the financial services sector in [%nka. Prevailing market-based
interest rates offer a positive real interest fatesavers and consequently enhance
domestic savings. On the other hand, trade lilsatdin has increased the demand
for funds. Concomitantly, the new forms of finahargermediaries have increased

competition in the financial services market.

2.4.2 Operational environment of banks

Along with the structural changes, widening of @ienal activities of other forms
of financial institutions such as insurance, legsianit trust and superannuation
funds has increased competition in the financialises sector. The new banks have
started to use ICT as part of their strategy toviple® customer-friendly banking
services. Consequently, those banks were able koewac better competitive
positions than the old commercial banks. Accordingld banks also commenced
gradually to transform their out-dated manual-basaaking systems to ICT-based
modern automated banking systems. However, a pitatestl (less aggressive)
approach followed by existing banks did not alldwerh to reap the full benefits of
automation. Local banks tended to introduce newdycts and improve their
existing facilities and delivery channels. Thisagtgy was needed to attract new
customers and to retain their existing customers inompetitive environment.
During the period, some banks introduced entiredw rbanking facilities such as
internet banking and phone banking, which added features to their automatic

teller machine (ATM) facilities.

The number of ATMs operated and the number of tredrds issued has
significantly increased during the period (see €aBl3). With the increasing
number of bank branches operating, the bank densitip’ has significantly
improved from 0.58 in 1998 to 0.71 in 2004 as shawrable 2.3. During the

! Number of bank branches available for 10,000 fgeop
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1970s, private-sector and foreign banks were niowad to expand their bank
branch networks. Deregulation measures introduneitheé early stage of financial
reforms removed this restriction. As a result, i@l number of bank branches has
increased from 298 branches in 1977 to 1342 branahé 1109 business cenfris
2004 (see Table 2.2).

Table 2.3: Development in banking facilities in SrLanka

Year Banking Number of Number of credit
Density ATMs cards issued
1998 0.58 270 85,964
1999 0.58 316 161,079
2000 0.59 379 205,324
2001 0.60 466 253,258
2002 0.61 635 349,524
2003 0.69 710 393,854
2004 0.71 810 507,591

[Source: Various issues of CBSL Annual Reports]

Another objective of the financial reforms in Srarikka is to deepen the financial
services sector. In particular, changes in thetinginal structure and the regulatory
environment have helped to deepen the financialices sector activities.
Consequently, the sector contribution in the gamssestic product (GDP) improved
during the period from 1977 to 2004. As exhibitadFigure 2.2, the contribution
increased from 1.6% of GDP in 1977 to 12.2% of GBR004 indicating a clear
upward trend in the sector’s contribution after A9&hich commenced the second
phase of the reforms. This improvement in the semdocided with a widening of
economic activities in the country with open ecoromolicies. This substantial
growth has verified that the financial servicest@ebas played a notable role in Sri
Lanka’s economic development, confirming McKinno(i1973) and Shaw’s (1973)

arguments.

A business centre is a banking unit which prosilitmited banking services such as accepting
deposits, collecting loan repayments and providioigsumer loans by mortgaging.
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Figure 2.2: Financial services sector contributmthe GDP

The changes in aggregate money supply in the ecpriuring the last 27 year
period reflect how the reform process has deepéhedinancial system. CBSL
annually provides statistics for three differentasieres of monetary aggregates.
These annual aggregate sums incorporate curremeygmercial banks’ demand
deposits, time and savings deposits and deposits fimance companies. Narrow
money (M1) supply comprises currency and commeituielks’ demand deposits.
M2 adds time and saving deposits to the M1. Broamhéy supply (M4) takes in all

currencies and savings including deposits withrfagacompanies.

Figure 2.3 outlines the behaviour of money supplyird) the period. The graph
indicates the gradual expansion of Sri Lanka’s ngagply. The rapid increase in
M2 identifies the expansion of commercial bankingivdties in the financial
services sector. In 1985, commercial banks’ coatitim to broad money supply was
relatively insignificant. However, by 1990 it hag@dome a significant portion of
broad money supply. Accordingly, developments ia fimancial services sector
have widened the market for deposits.
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Figure 2.3: Monetary aggregates
Figure 2.4 shows how the total assets base of cocmhéanks has been widened
during the period 1987 to 2004. The evolution @ flmancial services sector has
increased the assets base of the commercial barks. percentage of the
commercial banks’ assets to GDP grew from 43% 87119 58% in 2004 (CBSL,
2004). In rupee terms, the assets base of the cai@héanks has significantly
increased from Rs.76.8 billion in 1987 to Rs.10R& in 2004 (CBSL, 2004).
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[Sources: Various issues of CBSL Annual Reports]

Figure 2.4: Banks’ assets as proportion of GDP
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However, the financial services sector was unablattract all of the domestic
savings in the economy. In 2004, the financial isesssectors total contribution to
the GDP was 12.2% while the total domestic savigs 16%. In the same year, the
total investment was 25% of GDP. This indicatest thasignificant portion of

financial assets is flowing through institutionalseems other than the financial
services sector. However, Figure 2.5 shows thaffittencial services sector was

able to improve its intake during the last 16 yaaniod.

o l/./././\-\——u//.’\ﬂ/./'
10% W/’/’

OO/C T T T T T T T 1
1989 1991 1993 1995 1997 1999 2001 2003 2005
Yeal
—e— Financial services sectem— Investment—a— Domestic Savings

[Sources: Various issues of CBSL Annual Reports]

Figure 2.5:Domestic savings, investment and financial servésesor contribution
to GDP

2.4.3 Deposit and lending interest rates

Deregulation gave more freedom to market forcedetermining interest rates by
removing preferential credit schemes and by esfaibly a market for government
debt instruments. CBSL uses two key policy interasts, repurchase (repoand
reverse repurchase (reverse répa) guide the market interest rates. NSB (a state-
owned savings bank) is given latitude in deterngnris deposit rates. These policy
rates and the NSB deposit rates are the main fattatetermining the market rates.

Market interest rates are sensitive to both loatds and international interest rates.

The rate at which commercial banks and primarglets invest their surplus funds in
government securities sold by the CBSL under steort repurchase agreements.

The rate at which commercial banks and primaglete can obtain funds from the CBSL by
selling government securities to CBSL under shematrepurchase agreements.

10
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The economic recession in the industrialised caoemitn the late 1990s occasioned a
reduction in both the levels of deposits and a c&do in the interest rates in the

international markets.
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[Sources: Various issues of CBSL Annual Reports]

Figure 2.6: Commercial bank lending and deposérett rates

Commercial banks use multiple interest rates feirttifferent deposit and lending
products. Interest rate differentiation was themsrategy which commercial banks
used to counter peer rivalry in the market. Thealdshment of the CIB and
publication of all deposit and lending interesteeibf commercial banks by the
CBSL assisted in keeping the market informed raggrthterest rates. During the
last two decades, market interest rates have yeasbponded to both changes in
locally- and internationally determined intereses Figure 2.6 indicates the gradual
reduction in the lending and deposit rates by coroiraebanks during this period.

The average weighted deposit rates, which are baséde weighted average of the
outstanding interest bearing deposits of commebaaks, declined commensurately
during the period. Similarly, lending rates indexta slower downward trend. The
‘interest rate spread’ is commonly used as an atdrcof the efficiency of financial

intermediation (Heffernan, 1996). During the perloeing considered, the interest
rate spread declined at a slower rate. This mag besult of slow adjustments in

lending rates, high operational costs, lower qualénding portfolios and less
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reliance on the non-interest bearing activitieswieleer, the financial reforms have
forced banks to adopt rigid risk control procedurts cut down unnecessary
expenses and to be more responsive to market chanbe declining trend in the
interest rate spread indicates that the measumls$ tosreduce interest rates have

been successful.

During the 1990s, the Sri Lankan government intoediuan open-market policy for
government securities (see Table 2.1). Aggresspen-anarket operations affected
banks’ holdings of government debt. As shown inuFég2.7, since 1991 the banks’
stake in government debt grew significantly. Onakieer hand, banks’ involvement
in the open market for government securities héscefd the market determined
interest rate. The increase in banks’ involvemanthe open market resulted in an
upward trend in interest rates. Furthermore, theegonent used overdraft facilities
provided by the two state banks to feed short-tbunding needs. Higher total
contribution was reported to be mainly due to therdraft facilities provided by the
two state banks to the public corporations. Asaathd in the CBSL 2001 Annual
Report, the two state banks provided SLR. 38.liobilloverdraft facilities to the
government in 2001. In 2002, the government usedket@riented instruments
such as treasury bonds and government restructimomgls to pay out this debt
obligation (Peoples Bank, 2002; Bank of Ceylon,200

40%

30% f\

o N/\/\‘/

0% ‘ ‘ . :
1984 1989 1994 1999 2004
Year

[Sources: Various issues of CBSL Annual Reports]

Figure 2.7: Commercial banks’ ownership of governtriebt as a percentage of
total domestic loans
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2.4.4 Total assets and liabilities of commercial ba  nks

During the past two decades, the total assetsialnitities base of commercial banks
has drastically changed. Figure 2.8 and Figure éxBibit how the assets and
liabilities have improved during this period. Ccengd to 1987 records, the total
assets of commercial banks grew by ten-fold in 20D4e improvements were
mainly achieved by the expansion of the deposit #mting portfolios of

commercial banks. Banks’ investment portfolios rded a comparatively slow
growth rate. Even though the total assets basefisamtly increased, total capital

contribution recorded a relatively and comparatiwshall growth rate.
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60C —
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40C —

20C —

O T T T
1984 198€¢ 198¢ 199(C 199z 1994 199¢ 199¢ 200C 200z 200/

Year
O Total assets ® Total deposits O Capital O Borrowings

[Sources: Various issues of CBSL Annual Reports]

Figure 2.8: Funding sources of banks
The new banks were first to use ICT in the bankmtystry. Prior to 1977, the local
banks used manual procedures for banking activitisganual processing
characteristically took a relatively long time tongplete each transaction. However,
new private-sector banks applied ICT. They alsmahiced the uni-banking system
to Sri Lanka’s financial sector. The new banks pened the expansion of
automated banking facilities throughout the counffjriese new trends in the
industry first started with the introduction of antomated teller machine in the city

office of a foreign bank.
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Figure 2.9: Uses of commercial banks’ assets

In the beginning, new banks used ICT to stay aloédalde market. Their success in
the application of technology caused the estaldidfenks to change from manual
procedures to automated operations. Under the quewviegulated regime, banks
tended to offer very limited services to the mank@&h no encouragement for new
banking products. With the opening up of the ecoynobanks differentiated their
product lines by introducing services with varidiestures. During the past two
decades, many banks, including the foreign banksse hintroduced various
competitive preferential deposit and lending schen@onsequently, a significant

improvement in the total asset base of banks ih&rka have been recorded.
2.4.5 Ownership of commercial banks’ assets

The financial reforms also aimed to reduce theestznks’ monopoly in the
commercial banking sector. As stated previously,itfluence of the powerful trade
unions have prevented the ‘privatisation’ of theotwstate banks. The reforms
enhanced private-sector participation in commerbatking. In 1989, more than
65% of commercial banks’ assets were owned by dvergment sector. However,
the state banks’ proportion of the total assetdirst to 48% in 2004. Figure 2.10
illustrates the changes in ownership of bankingetassluring the study period.

Increase in market share of the private banks fiested the market competition. In
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short, the changes in the market structure and ettigm were attributed to the
development in technology. This may have improveddfficiency and productivity

of the sector.
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[Sources: CBSL Annual Reports]
Figure 2.10: Ownership of commercial banks’ assets

2.4.6 Banking concentration

Table 2.4 illustrates the concentration of thel@mkan banking industry [which is
measured using the Herfindahl-Hirshman index (H#ifpr some market indicators
of banking industry such as total deposits, tatahk and advances, total assets and
total turnover. The concentration ratio shows thanges in market structure
throughout the period. All estimated concentratiatios have indicated a gradual
reduction in market concentration evidencing andase in the degree of market
competition in the banking industry. The changesmarket concentration have
resulted from the entrance of new banks as welhasexpansion of operational

activities of the existing banks.

N (v 2
1 HHI = Z[—' , N = number of firmsy, = market share of'ifirm, V =total market share
i=1
(See chapter 6).
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Table 2.4: Bank market concentration (HH index)

Year Deposits Loans Total Assets Turnover
1989 26% 35% 27% 25%
1990 26% 33% 27% 25%
1991 25% 29% 25% 24%
1992 23% 25% 24% 22%
1993 22% 25% 23% 22%
1994 22% 25% 22% 22%
1995 21% 24% 21% 22%
1996 21% 21% 21% 21%
1997 20% 21% 20% 21%
1998 19% 20% 19% 19%
1999 18% 18% 18% 19%
2000 18% 19% 19% 18%
2001 17% 20% 18% 18%
2002 17% 17% 16% 17%
2003 16% 16% 16% 15%
2004 16% 15% 15% 15%

2.5 Synthesise

This chapter examined the extent of regulatoryrmefoin the financial services
sector and their apparent influence on the bankitystry in Sri Lanka. The
analysis in the chapter has highlighted that tharfcial services sector in Sri Lanka
has experienced a gradual reform process. Howesferms were not undertaken at
the same speed throughout the study period. Samoetc barriers such as
leftwing political upsurge, civil war and the inflace of trade unionists have slowed
down the reforms. Further, the policy makers haweaapitalised on all favorable

opportunities to introduce reforms.

Moreover, the chapter has shown that the reforrae h#fected the structure of the
banking sector, generating significant improvemémtisanking activities during the

period. The analysis found in summary:

1. An increase in the contribution of the financiahsees sector to GDP and
the deepening of the sectors’ operations;

2. Improvement in the institutional infrastructuretbé financial services sector
with the number of institutions and scope of opers;

3. Improvement in the assets base and deposit basswhercial banks;
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Reduction in government ownership of commerciakisaassets;

A negative trend in the interest rate margin;

High reliance on commercial banks for governmertdat deficit financing;
and

7. A reduction in bank concentration.

Consequently, the banking industry in Sri Lanka gased improvement in terms
of depth of the industry (new entrants, number o&nbhes, foreign banks’
involvement, total assets) and resilience (on nedjg to the concurrent regulatory
reforms). Furthermore, these reforms have chanbedtdchnology used and the
products offered by the banking sector. The charigemarket structure have
intensified competition not only in the banking ustry but also in the overall
financial services sector. Diversification of ogeraal activities of banking firms
has changed the relative importance of the traditiccources of income of the

banking sector, from reliance on interest earnggtéater emphasis on fees earned.

Currently, policy makers are focusing on furtheforms in the financial services
sector. However, there has been no formal evaluaticghe outcome of the financial
reforms. As stated in the literature, financialorefs target multiple objectives. A
comprehensive study leading to an examination ef abcomplishments of these
objectives is important at this stage. It is wortiler to examine how the reforms
have affected the market structure, competitioficiehcy and productivity gains.

The next chapter will review the literature relatiedefficiency and productivity

gains and their applications in the banking industhe findings in the next chapter
are used to form a research framework for the study
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CHAPTER THREE

CONCEPTS AND MEASUREMENTS OF EFFICIENCY
AND PRODUCTIVITY CHANGE AND THEIR
APPLICATION IN THE BANKING INDUSTRY

3.1 Introduction

Efficiency and productivity measures supplement dkiger financial performance
measurement methods such as return on total asseis) on capital employed,
margin ratios and market to book value ratio. la tecent past, researchers have
focused on the issue of efficiency and productigigins in various industries
including the financial services sector. The aimtluk chapter is to review the
literature related to productivity and measuremaftproductivity, giving special

reference to productivity analysis in the finangafvices sector.

The chapter is set out as follows. The first seciitroduces various concepts of
productivity. The second and third sections disdih&s approaches which can be
applied for measuring productivity in a busines# ima given industry. The fourth

section provides a general review of the data epveént analysis (DEA) approach.
The fifth and sixth sections mainly focus on issusated to the banking industry;
the fifth section presents a literature survey put and output issues, while the
sixth section reviews empirical studies in comnmarddanking efficiency and

productivity which used DEA to measure efficiency goroductivity gains.
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3.2 Productivity Concepts

Productivity is generally defined as the relatietvieen output (produced goods)
and input (consumed resources) and can be regasdede of the most vital factors
affecting competitiveness of a business firm (Rgb#898). A firm can achieve
productivity gains by producing either a greatetpatifrom a given level of inputs
or by using a minimum amount of inputs to produagvan level of outputs (Coelli,
Rao and Battese, 1998). In this context, produgtivan be defined as the ratio of

the output(s) to the input(s) used.

0Q = Production Frontier (period one
A, B,C,D&E =DMUs

Q
, B
C .
‘ Where;
D ! A y = Outputs
! *c X = Inputs
1

[Source: An extension of Coelli, Rao and Batte$g98l p. 4)]
Figure 3.1: Production frontier and technical effircy

The terms efficiency and productivity are not psety the same thing. Coelli, Rao
and Battese (1998) used a simple production progbgs produces a single output
using a single input to illustrate the differencevieeen efficiency and productivity
based on a diagram reproduced above. The curvenORlgure 3.1 depicts the
production frontier, which indicates the maximunsgible level of output that can
be attained using inputs with maximum efficiencyccArdingly, the production

frontier reflects the current state of the techgglan the industry under review.
Points A, B, C, D and E are current levels of pwaithin of respective decision-
making unit (DMU) (Coelli, Rao and Battese, 199&)l input and output
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combinations on and underneath the production igorare considered as the
feasible production set. Any firm which has a camalion of inputs and outputs on
the production frontier is considered to be tecaihycefficient. Similarly, firms
having input and output combinations below the timnare considered to be
technically inefficient. The technically efficierfrms are able to produce the
maximum amount of output using a given quantity ioputs with existing
technology. Accordingly, firms B, C and D can bensidered as the technically
efficient firms while A and E are inefficient.

) Technical
B, /.-, - 1;)/ Change

Optimal Scale .*~ /" Q

’
(@]

A Where;
y = Outputs
o [ X = Inputs
0Q’ = Production Frontier (period one)
0Q” = Production Frontier (period two)
A, B, C,D & E =DMUs

~

[Source: An extension of Coelli, Rao and Batte 898l p. 5)]
Figure 3.2: Productivity, technical efficiency asehle efficiency

Figure 3.2 illustrates the difference between gdficy and productivity. Since
productivity is defined as the ratio of outputsiriputs, the slope of the ray drawn
from the origin to a particular data point can sedito measure productivity. If the
firm ‘A’ wants to achieve the technically efficientitput level enjoyed by firm ‘B’,
firm ‘A’ must be able to gain a higher level of prectivity than before. Even firm
‘B’, which is operating as an efficient firm, caaig a higher level of productivity
by achieving the current production level of ‘Cin& firm ‘C’ has the highest
output to input ratio, that point is regarded & ploint which exhibits the optimum
scale of production. This implies any firm whichojgerating at any point other than

point ‘C’ has lower productivity. Thus, economigakfficient firms should lie on
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the point which indicates the optimum scale of afien in the production frontier.
All other firms on the production frontier are tedatally efficient but not
allocatively efficient. As indicated in Figure 3.2, only firm ‘C’ is opeing at
optimal scale. The other firms, ‘B’ and ‘D’, arechmically efficient but not efficient
in scale. Hence, those firms are not economically efficient. Firms ‘B’ and ‘D’
should seek improvements in allocative efficienégr example, firm ‘B’ can gain
economic efficiency by moving to pointBvithout increasing inputs or by moving
to point C by reducing both inputs and outputsedonomics, this process is referred

to as obtaining scale efficiency or return to s¢RIES).

There are three ways of achieving optimum scale. firkt involves constant returns
to scale (CRS). CRS exists when a proportionalesse in all inputs results in the
same proportional increase in output. The seconthdseasing returns to scale
(IRTS) which exists when a proportional increasallinnputs results in a more than
proportional increase in output. The last, decregpseturns to scaléDRS) exists

when an increase in inputs results in a lower pgegge of increase in outputs. The
influence of the return to scale depends on the'dircharacteristics such as firm
size, nature of the industry and overall environhwérihe economy. As indicated by
Coelli, Rao and Battese (1998), the RTS can besitipeted by estimating the total

elasticity of productioh

The consideration of scale moves firms from thertshn to the long-run where all
inputs may be varied. In the long-run, productiviityprovements are expected to
stem from both increases in technical efficiencg tethnical change. Technological
change produces an upward shift of the productiontier. Allocative efficiency
exists when a firm is able to select an input nuxptoduce an output mix at a
minimum cost. Allocative efficiency and technicdfi@ency collectively contribute

to economic efficiency (Coelli, Rao and Batte#98).

A firm’s ability to use an optimal mix of inputs produce outputs
The total elasticity of production measures thepprtional change in output resulting from a
change in inputs

2
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Productivity measurement may be limited to singhgygical units or may involve
prices of factors and outputs. The concept of prodity is linked closely with the
issues of efficiency and encompasses several affigi elements such as price
efficiency’, allocative efficiency, technical efficiency andate efficiency. The

overall productivity level of an organisation defdsron all these elements.

Improvements in efficiency and productivity gairende considered as one of the
goals of a firm in a competitive market. Therefareasurements in efficiency and
productivity gains provide supplementary informatabout the firm’s performance.
These measurements can be considered as non-Ghaeciormance indicators as
they consider all of the contributors to the firnperformance. In any organisation,
whether it is profit-oriented or not, measuremeitproductivity help to analyse the
efficiency of resource use in the organisation. &wer, productivity indices help to
set realistic targets for monitoring activities ithgr an organisational development
process by highlighting bottle-necks and barriersperformance. Reynolds and
Thompson (2002) stressed that productivity measeném monitoring and
improvement leads to overall gains in profitabili§erger and Humphrey (1997)
indicated that the first task in evaluating perfarce in an institution is to separate

those production units which performed better tthenother units.

Productivity can be measured by using either ged@or productivity, which is the
ratio of output (measured in specific units) to amyut (also measured in specific
units), or total factor productivity (TFP), which the ratio of total outputs to total
inputs used in production. Partial measures caddb@ed for specific operational
attributes such as total revenue per labour urpieeses as a percentage of total
assets, and return on assets. In contrast, TFP unesagstimate the overall
effectiveness of utilization of inputs to produde toutputs. Production frontier
analysis (PFA) and index number approaches casde to estimate TFP. The main
PFA approaches which are used for estimating TERe#gplained in the section 3.3.

The index number approach is an alternative metbath can be applied for

% Price efficiency is the firm’s ability to purchasputs that meet the required quality and stahdar

of the lowest prices.
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estimating total productivity. Grifell-Tatje and el (1996) identified the
Tornquvist Index, the Fisher Ideal Index (whiclyeometric mean of the Laspeyres
and Paasche Indices) and Malmquist Productivitexn(MPl1) as the main indices

that can be used in productivity analysis.

3.3 Production Frontier Approaches

Out of several available alternative approachedf is more popular in empirical
studies in efficiency and productivity. The majprioef contemporary researchers
have relied on relative productivity measures based®FA. Those studies have
used observed data to construct the productiontiémofor estimating efficiency and

productivity gains.

Both econometric (parametric) approaches and lipgagramming (non-parametric)
approaches can be applied to construct a produdtmmtier. The econometric
approach uses pre-specified functional forms sugh‘tlee translog production
function’ (Coelli, Rao and Battese, 1998). Theaatigk efficiency and productivity
gains of the firms in a given industry have beerasoeed using the production
frontier. Berger and Humphrey (1997) identified tadvantages of using frontier
analysis as a tool for measuring efficiency anddpobivity gains. The first is that
PFA allows an analyst to select the best perforniimgs (or branches) within a
given industry (or within the branches in the safnms) by measuring relative
productivity. The second is that it allows managetie objectively identify areas

of best practice within complex service operations.

3.3.1 Parametric approaches

There are three parametric approaches, namelyhastc frontier approach (SFA),
distribution free approach (DFA) and the thick tienapproach (TFA). SFA is also
known as the econometric frontier approach, whipécsies a functional form for
the cost, profit or production relationship amonguts, outputs and environmental
factors. SFA allows for random error. DFA uses niterible functional forms and
is based on no strong assumptions about the spedatributions of the inefficiency

-49-



Chapter Three Concepts and measurements ofegffigiand productivity change
and their application in the banking industry

or random error. TFA specifies a functional forndassumes that deviations from
predicted performance values within the highestlaneést performance quartiles of
observations represent random error, while dewiation predicted performance
between the highest and lowest quartiles represefiiciencies. Berger, Hunter and
Timme (1993) found that the studies based on paramapproaches were not able
to incorporate the technologies of both large amdlsbanks together in a single
model. For instance, the commonly used translogfoostional specification gives

a poor approximation when applied to banks of iakks (McAllister and McManus,

1993). Favero and Papi (1995) presented the fatigwarguments against the

parametric approaches in general:

» Parametric approaches use a specific functional.fétfence the shape of the
production frontier is pre-supposed;

» Parametric approaches need to specify assumptiomst ahe form of the
production function;

* It becomes impossible to implement diagnostic cimeckn the fitted model
based upon the estimated residual due to the assunsip

» Itis difficult to implement in multi-input multi-otput settings.

The outcome of the parametric approaches is sagmifly influenced by the size of
the sample. If the sample is not able to providedeguate number of observations
to be applied for estimating the variables for ¢arting the production frontier, the

estimated econometric model may provide misleathifaymation.

3.3.2 Non-parametric approaches

Contrary to the parametric approaches, non-parametthods are not based on a
pre-specified functional form. DEA and free disddsall (FDH) are the two main
non-parametric approaches used for measuring ptisdyc DEA provides
benchmark indices for evaluating the relative pabive efficiency of DMUs in a
given industry or sub-units in a firm. Differentrfiess of DEA models have been
developed based on different perspectives (seeeTaB) DEA was first used for

comparing the performance of a matched set of dctiistricts (Charnes et al.,
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1997). Since then, DEA has been widely used forlyamgy efficiency and

productivity gains in many industries including tkervice sector. It integrates
multiple inputs and outputs into one productivitpdicator using a linear
programming technique (Reynolds and Thompson, 20002 linear programming
technique allows both controllable and uncontrddabariables and produces a
productivity index which relates all units undemgmarison. The FDH model is an
alternative specification of the DEA model in whi¢he points on the line

connecting the DEA vertices are not included inftbatier.

In general, non-parametric approaches have theWolh features/assumptions:

* A specific functional form is not used (Drake andlliH2003);

* No measurement error in constructing the frontieake and Hall, 2003);

* No scope for ‘luck’ to temporarily give a DMU an pgyently better
measured performance one year than the next;

* No inaccuracies created by accounting rules thatldvanake measured

outputs and inputs deviate from economic outputiapdts.

However, non-parametric approaches also have sohexant weaknesses. These
weaknesses reduce the usefulness of the non-pal@mmetthods to some extent.

Some of these weaknesses are listed below (Bengeaster, 1997):

* Do not allow for random error;

» DEA ignores price information;

» Estimate technical efficiency only and do not actodor allocative
efficiency;

» Comparability problem arises on the heterogeneftypmduct mixes of
DMUs;

» Difficult to find out whether the output being praged is optimal without
value information on the outputs;

» Focus on technological rather than the economigtitzation.
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Efficiency of a DMU is influenced by three diffetgphenomena (Fried et al., 2002),
namely, the efficiency with which management orgasiproduction activities, the
environment in which production activities are @rout and the impact of ‘good
and bad luck’. The deterministic nature of DEA igg®the above phenomena when
estimating efficiency of DMUs. Further, Berger adéster (1997) argued that the
parametric approach overcomes many of the shortggsniof non-parametric
approaches and showed that the parametric apprataccommodate different
definitions of efficiency such as cost efficienaydgprofit efficiency. However, both
parametric and non-parametric techniques suffen floawbacks. In many empirical
studies, a large number of DMUs classify as effitigriffin and Kvam, 1999). As
such, the ranking of DMUs becomes difficult. Nerthiechnique accounts for the
distribution of DMU values in the input/output spathat typically distinguish
smaller firms from larger ones. Furthermore, effidy scores for all DMUs are
stated with equal confidence, even if some of th&US are divergent in terms of

input and output values.

3.3.3 Choice of frontier analysis methods

Both parametric and non-parametric approaches reheantages as well as
disadvantages. There is no specific set of critéviaselect the most relevant
approach for constructing the production frontieortosa-Ausina (2002a) pointed
out that the choice of technique, either non-patamer parametric, is somewhat
arbitrary, depending on the aims pursued. Coetli Barelman (1999) applied both
parametric approaches and non-parametric approaohestimate the production
frontier of European railways. That study used ¢be&ected ordinary least square
method (COLS), the parametric linear programminghoé and DEA. The three
approaches which were used in that study repoitailias fingings on the relative
productive performance of the DMUs. Coelli and Heam (1999) showed that
researchers can safely select one of the PFA apipeeavithout too much concern
about their choice having a large influence upaults. However, they stressed that

the use of a parametric approach allows analystsstatheir hypotheses. All of the

* The parametric estimationtigsed on the translog Cobb-Douglas functional form.
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methods are not able to provide robust estimatibrthe relative efficiency of
DMUs. Therefore, they suggested using the geometrgrage of the efficiency
indices identified using alternative approaches.

3.4 Data Envelopment Analysis

DEA is a performance analysis technique which i$ lb@msed on a pre-defined
functional form. It measures the relative produtgivof the DMUs. Productivity

indexes for each unit are determined by using &aata. The original Charnes,
Cooper and Rhodes (1978) formulation (called theRQ@odel) determines the
relative efficiency measure for a DMU by maximisithg ratio of weighted outputs
to inputs based on the condition that similar mafior all DMUs are less than or
equal to one. Hence, each efficient DMU has a wesglal to unity and inefficient

DMUs should have a weight less than one.

The CCR model and Banker, Charnes and Cooper (1984de! (called the BCC
model) are the two basic DEA formulations which déndbeen commonly used in
empirical studies. The CCR model uses an optinumathethod of mathematical
programming to generalize the single output/inpehhical measure to the multiple
output/multiple input case. It is based on CRS waseweloping the actual data to
determine the shape of the production frontier.t€oy to the CCR model, the BCC

model uses variable returns to scale (VRS) fortifieng the envelopment surface.

Figure 3.3 graphically illustrates the shape ofedopment surfaces for a single
input and single output case under CCR and BCC moReints A, B, C, D, E and
F represent the observed performance of six DMWi& TCR model develops the
production frontier on the assumption that all 8rare operating at an optimum
scale. The line extending from the origin througiinp B and C is the production
frontier identified by the CCR model. ContrarilyCB ignores the above assumption
and introduces a convexity condition to the basiCRCmodel which allows
benchmarking of the inefficient DMUs with similaize DMUs (Coelli, Rao and
Battese, 1998). The curve which connects point8 AC, D and E represents the
BCC production frontier.
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[Source: An extension of Coelli, Rao and Batte$98l p. 152)]

Figure 3.3: Envelopment surface under CCR and B&Z@udlation

As stated above, CCR ignores the relative sizehef DMUs when estimating
efficiency. It is assumed an increase in outpwiigys proportional to an increase
in inputs and thus the scale of production is igdoOn the other hand, BCC models
give precedence to the scale of operation in estigi@fficiency. Hence, efficiency
estimated using BCC refer to pure-technical effici® while estimates using CCR
refer to technical efficiency. The difference betweestimated CCR and BCC

efficiency scores is denoted as scale efficiency.

DEA uses three projection paths of inefficient ari the envelopment surface for
measuring the efficiency, namely, input-orienteditpot-oriented and additive.
Figure 3.4 graphically represents those projecpaths. The input-oriented model
identifies technical inefficiency as a proportionadluction in input usage for a given
level of output. Contrarily, the output-oriented aeb identifies technical
inefficiency as a proportional augmentation of amitfor a given level of input.
Additive models combine both effects of input atliion and output augmentation
(Coelli, Rao and Battese, 1998).

> Pure-technical efficiency considers both manade(iechnical) and scale effect on the

performance of DMUs under consideration (Cooggeiford and Kaoru, 2000).
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Figure 3.4: Mode of assigning efficiency indices

The traditional DEA limits the efficiency scores efficient units to 100% in both

input-oriented models and output-oriented modeEBABRcores for inefficient units

are lower than 100%. Both input-oriented and outpignted models recognize the
same DMUs as efficient. However, scores assignetiganefficient units are not

the same in the two projection modes (Lovell and$&o 2003).

3.4.1 Different specifications of DEA

Since the publication of the CCR model, DEA teches have emerged as the most
favoured methodology for efficiency analysis. SeVaiternative DEA models have
been formulated and presented by various researcbheovercome problems and
weaknesses of the initial DEA specificafio€harnes et al. (1997) identified four
such DEA models and pointed out that those moddiress managerial and
economic issues and provide useful informationhenDMU. Subsequently, Bowlin
(1998) highlighted seven DEA models. These supphtang DEA models
attempted to address issues such as economicsald, super efficiency, and
statistical noise in the data. Table 3.1 summassese basic DEA models that have

been used in empirical studies of banking anditiential services sector.

6 See appendix 1 for various applications of DEAhia financial services sector
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Table 3.1Forms of DEA used in banking literature

Model Contributor Major features
CCR CCR(1978) Input-oriented and constant rettorscale
BCC BCC(1984) Input-oriented and variable retumscale

Additive model

Charnes et al.
(1985)

Relate the efficiency results to the econor
concept of Pareto optimality

nic

Multiplicative model

The virtual outputs and viallinputs are
formed multiplicatively instead of
additively. Constructed frontier is piece-
wise log linear

Measures of efficiency
dominance model

Bradhan 1996

This model restricts comparisorctoad
organizations instead of linear combinatig
of organizations

Assurance region
model and
polyhedral model

Charnes et al.
(1990)

Restricts the values that the virtual weigh
may attain and thereby limits the range of
acceptable efficient input-output levels

Categorical variable
model

Banker and
Morey (1986)

Relaxes the need for the variables to be
measured on a constant scale and allows
incorporation of on-off or present-not-
present variables in the analysis

the

Super efficiency model

Andersen and
Petersen (1993

Allows ranking of efficient DMUs

Least-norm projection

Frei and Haker

An extension of the additive DEA model

DEA

and observable frontierr (1999)

Stochastic DEA Sengupta Allows incorporation of random error in
(2000) input-output data

Equivalent standard Lovell and Allows outlier identification, sensitivity

Rouse (2003)

analysis, and inter-temporal analysis

3.4.2 Selection of the DEA model

As stated in section 3.3.2, a DEA model constructproduction frontier by

piecewise comparison of DMUs in the sample and dumsuse a pre-specified

functional form. However, the model requires a dpt set of outputs and inputs,

and choice of appropriate returns to scale andppnoariate method of efficiency

projection. Incorrect choices in relation to thésatures are likely to diminish the

value of analysis (Smith, 1997). This problem isnpticated because the DEA

model does not provide diagnostic tests to judgesthitability of a chosen model as

do econometric frontier estimation models. Heneenethough no functional form
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is specified in DEA, model specification must beemtral concern. Smith (1997)
used Monto-Carlo simulations to examine the imphechodel miss-specification on
the estimated efficiency scores using DEA. Omissioh a significant variable,
inclusion of an irrelevant variable, inappropriathoice of returns to scale
assumptions and sample size are probable areasisstspecification in DEA.

Smith’s study produced the following implications model miss-specification.

* The complexity of the production process may disfinthe success with
which DEA can indicate true efficiency. If the mbde simple and DEA
representation well specified, DEA provides aceurastimates of true
efficiency;

* In a simple production process, an omission ofl@veat variable may have
a significant effect on the estimated efficiency;

* Inclusion of inappropriate variables may have a esbdnfluence on the
estimate;

* Variable returns to scale may be used on the gmouhet it offers
conservative estimates of achievable productivitprovements. However,
incorrect choice of the RTS setting may lead toiramorrect estimation of
productivity improvements;

» The distortion from true productivity is reducedincreasing sample size.

Different DEA models address different issues afdoictivity. These models have
attempted to overcome the limitations of initial ®Eodels. Mainly CCR and BCC
models have been applied for estimating efficientyinancial institutions. Most

analysts have measured technical efficiency basemhmut-oriented DEA models.

Few studies have used output-oriented models. Simegegulatory environment
restricts the flexibility of managerial decision kg, the majority of banking

productivity studies have applied input-orienteddels. Furthermore, the maturity
of the industry has affected the selection of dagon methods. Industries in a
mature production stage seek to maximize producaiging standardised production
technologies which focus on input minimisation (&gl and Storbeck, 1999).

Hence, output-oriented models are more appropiaateneasuring the efficiency in
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such industries. Contrarily, industries in a growthge seek to minimize the input
usage. Hence, efficiency studies in banking indestconsidered to be in growth

stage are mainly based on the input-orientationgi@oand Storbeck, 1999).

Selection of returns to scale setting is anotheicalt issue in DEA-based studies.
Berg et al. (1993) emphasised that VRS is the @ayggtopriate assumption since the
scale classification in banking is a classical éssthey proposed that the efficiency
scores given by the VRS (BCC) model are more rotaustis-specifications. On the
other hand, CRS allows comparison of large bankis much smaller banks. Thus,
CRS (CCR) avoids the over-estimation of efficiemdysmall DMUs in the target
sample. However, simultaneous use of CCR and BC@&-DB&dels allows analysts
to decompose technical efficiency into scale ance{peichnical efficiency. Hence,
the majority of studies on financial institutionavie used both CCR and BCC
models. The use of both approaches permits analysiecompose the efficiency
estimation into overall technical efficiency, pueshnical efficiency and scale

efficiency.

Homogeneity of DMUs is one of the assumptions ba&HdEA. This assumption
does not hold for various reasons. Lack of homoggreemong the firms (size,
forms of organization) in the industry and the gepdical locations of firms have
influenced the model specification. The homogenaisgumption does not hold
when there are outliers in the sample. The outleay significantly over-state or
under-state the estimated efficiency scores. Inyngnpirical studies, the outliers
have been removed from the study sample to avadilple distortions in estimated

efficiency scores.

Another problem related to the homogeneity asswnprises when the sample is
composed of DMUs from different environmental backopds. This could be
addressed by stratification of the study sampleomteg to the homogeneous
features of DMUs. Thereafter, separate productiontiers could be constructed for
each cluster to estimate the efficiency (Alam, 20Btdbwn, 2001; Drake and Hall,

2003). Unless stratification is done to alleviatetenogeneity in financial
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intermediaries, issues outside managers’ contrgl mesult in incorrect conclusions
on the overall efficiency of an industry as welliagdividual units within the industry
(Brown, 2001). Brown illustrated the way of usirtgasification of DMUs based on
the common features for constructing productionntieys for each cluster
separately. The sample of 326 Australian creditonsiin Brown’s study was
stratified into four sub-groups according to si@gion, assets mix and survived or
merger. Brown’s result revealed that the efficieastimation may be distorted if the
heterogeneous features are not recognized. Astamative way of addressing
heterogeneity, a categorical variable approach amo be used. Categorical
variables can be introduced to DEA models as inputsutputs to recognize the
various features inherent to DMUs which may infleerthe estimated efficiency
(Banker and Morey, 1986). This strategy is mainlgedi in cross-country

comparisons of efficiency.

3.4.3 MPI, scale efficiency and technological chang e

MPI originally developed by Caves, Christensen Brelvert (1982), has been used
in previous studies to decompose various componehtsstimated productivity
improvements and efficien&yA variant of MPI has been used to decompose scale
efficiency from technical efficiency. In DEA-baseficiency studies, efficiency
losses from scale and managerial decisions have Mlsmtified using the MPI
(Coelli, Rao and Battese, 1998). Scale efficielscyneasured using BCC-DEA and
CCR-DEA models. The estimated efficiency using 8€R-DEA model is
identified as technical efficiency. Similarly, thestimated efficiency using BCC-
DEA is identified as pure-technical efficiency (@eo, Seiford and Kaoru, 2000).
DMUs with estimated efficiency scores of ‘1’ forthoCCR-DEA and BCC-DEA
models are considered as fully efficient (Bankealet2004). If there is a difference
in the CRS and VRS estimated efficiency for a patér firm, it is not regarded as a
fully efficient DMU (Coelli, Rao and Battese, 1998 he difference between CCR
and BCC estimated efficiencies is regarded as so@éficiency. It can be

decomposed by dividing the technical efficiencyreated by CCR by the estimated

Section 4.3.2 describes MPI and its applicatioproductivity improvements.
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efficiency using BCC. However, the estimated sedfieiency may distort the real
scale efficiency when the sizes of DMUs under abmsition are significantly
different (Dyson et al., 2001).

3.4.4 Restriction on number of inputs and outputs

According to the DEA techniques, the number of ispand outputs is always
restricted by the number of DMUs in the sample. @b#ity of DEA to discriminate
between efficient DMUs and inefficient DMUs depemuaisthe number of inputs and
outputs which are incorporated in the DEA modelntte the product of the number
of inputs and the number of outputs should not eddde number of DMUs in the
sample (Cooper, Seiford and Kaoru, 2000). As a ofithumb, Dyson et al. (2001)
proposed that the product of the total number ptiia and outputs should be no
more than fifty percent of the number of units undesestigation to achieve a
reasonable level of discrimination. On the othendjalimiting the number of
variables may also understate the relative effyesstimations.

Cinca, Molinero and Garcia (2002) investigated #mity of the estimated

efficiency to various approaches of input-outpueafications and pointed out that
two institutions in a given industry may achieves ttame efficiency but under
different management strategies. These differeaceseflected in different weight
structures for inputs and outputs. They estimaltedefficiency of Spanish savings
banks by employing a variety of input-output mixsw The estimated efficiency
scores were derived by using principal compone@) (&halysis. They found that
the way deposits are treated in the model spetidicas a vital factor in deciding
efficiency scores. Following Avkiran (2000), Cindslolinero and Garcia (2002)
suggested that the efficiency of DMUs should beneded using alternative
specification methods and should rely on the aveesgimated efficiency.

There are two ways of using a panel data set tetngst the production frontier to
overcome the small sample size problem: window yamaland construction of a
common frontier for all observations (Cooper, Seifand Kaoru, 2000; Yue, 1992).

However, construction of a common frontier usinigaafailable data over several
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time periods may reduce the comparability of estmeefficiency changes. DEA
window analysis is simply based on the concept o¥ing averages. Each DMU in
different periods is treated as a different unithe productivity assessment. When
there are ‘n’ number of DMUs with a window of ‘mepods, then the production
frontier can constructed using ‘n*m’ DMUs (Coop&eiford and Kaoru, 2000).
However, there are no pre-specified criteria fdecteng an appropriate width for
the window size. Too small a window may reduce ¢Rplanatory power of the
estimated production frontier. On the other handvirdow of a relatively longer
period may distort the information about efficienclganges. However, window
analysis may be a useful alternative to overcoragthblem of small sample size.

3.5 Input and Output Specification

Input and output specification is another issuecwhs still to be resolved in DEA
studies in the banking industry. There are two mssues to be addressed when
recognizing inputs and outputs for the productivéyalysis. Firstly, inputs and
outputs need to be defined. Secondly, suitable mmeaents of inputs and outputs
need to be used. This section summarises literaturthe issues related to banking

inputs and outputs.

3.5.1 Issue 1: Definition of inputs and outputs

A fundamental problem in relation to input and autgpecification arises due to
different treatment of deposits. A significant pont of the loan and investment
portfolio of a bank is sourced from deposits. Oa tither hand, commercial banks
offer deposit products with various features sushirdegrated deposit accounts,
checking accounts, and accounts linked to loan splem enhance the banks’
competitive positions (Leong and Dollery, 2002). dtée (1987) highlighted two

approaches (production and intermediation) whicé arainly used in banking

literature. Leong and Dollery (2002) identified theoduction, intermediation and
assets approaches as three approaches for recggbisnking output. However,

Favero and Papi (1995) had previously identifiee fapproaches for input-output

specification in the banking industry: the prodacti intermediation and assets
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approaches, which are directly linked to operatidumactions of banks, plus the user
cost and value-added approaches, which are nattlgirenked to the operational
functions of banks. These two approaches mainlysiden the nature and
significance of banking activities. In practicesearchers have selected different

variables even though they have used identicalogapes.

Sealey and Lindley (1977) first attempted to depebo positive theory for the
behaviour of financial institutions. They highlight two different views, namely,
the technical view and the economic view of finahanstitutions. They pointed out
that the transformation process for a financiahfinvolves borrowing of funds from
savers (surplus spending units) and lending thaselsf to borrowers (deficit
spending units), i.e., financial intermediation. eféfore, outputs of authorised
depository institutions (ADI) in a technical seree a set of financial services to
depositors and borrowers. Accordingly, ADI provitheee categories of services,
namely, administration of the payments mechanisndémnand deposit customers,
intermediation services to depositor and borrowansl other services such as trust

department activities and portfolio advisory seegic

As explained by Sealey and Lindley (1977), bothrimoers and depositors have
received some utility from the banking servicesnéte they suggested the value
addition to each input and output should be comstievhen defining the firm’s

products in an economic sense. Based on the theaiye firm, they emphasised
that the firms must consider the output of econopnaxiuction to be priced higher
when compared with input prices. Further, markétgs should be used to value
products. Hence, some services which are considasedutputs in financial

institutions in technical sense do not have mapkiees, they can not be considered

as output in the economic sense.

The production approach treats banks as produéeesces which use labour and
capital to generate deposits and loans (AvkirarQO20Under this framework,
deposits are included among the outputs becauseatee viewed as part of the

banking services offered (Golany and Storbeck, 198®mmercial banks provide
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intermediary services in the financial system, #mes satisfy the expectations of
both borrowers (deficit holders) as well as saysusplus holders). The success of a
bank depends on its ability to serve both partzsks use loan products to satisfy
borrowers and deposit products to satisfy saveenck, the production approach

considers services provided to both parties asubsitp

Contrary to the production approach, the internmexhaapproach regards deposits
as an input, which is used for producing the obiarking outputs. It is based on the
assumption that the main role of banks is to aeaagneeting place for the savers
and borrowers to make financial transactions. Baokgct deposits from savers and
use these savings to produce loans and other geoduch as investments. Favero
and Papi (1995) indicated that the intermediatippr@ach is most appropriate for
banks where most activities consist of turning éadgposits and funds purchased

from other financial institutions into loans anddncial investments.

Elyasiani and Mehdian (1990b) stressed that thdymtion approach can be applied
only when functional cost analysis data are alb&laSince the data on the number
of deposits and loan accounts are available onlya gsrt of the functional cost
analysis, the ability to use the production apphncggpears to be limited. Contrarily,
the intermediation approach allows the use of thkes of the input and output
variables. Elyasiani and Mehdian (1990b) highlightee following advantages of

the intermediation approach over the productiorr@ggh:

* The intermediation approach is more inclusive déltbanking costs. These
expenses constitute a substantial portion of bamhisll costs and their
exclusion may distort the empirical results.

* Since the deposits are used for making loans amelsiments with other
inputs, they should be considered as inputs.

» By using the currency value of the input outputaddhe intermediation

approach reduces the potential quality problemspmit-output data.
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The assets approach is similar to the intermediamproach (Camanho and Dyson,
2004). Outputs are strictly defined by assets aaahiy by the production of loans.
This approach recognises labour, capital, depasitisother liabilities as inputs. The
user cost approach considers the net contributioth® banking revenue when
determining input and output. The opportunity aafstach asset and liability item is
compared with the financial cost and return. If dpportunity cost of a liability is
greater than the financial cost, the item is recogh as an output; otherwise it
should be considered as an input. Similarly, if dpportunity cost of an asset is
greater than the financial return, it should beogetsed as an input; otherwise it
should be considered as an output. Under the \added approach, items in the
balance sheet with a substantial share of valuedhdde considered as the outputs.
This approach considers both deposits and loanstpsits of banks.

Berger and Mester (1997) introduced a variatiothtovalue-added approach called
the profit approach for recognising input and otitpariables to measure the profit
efficiency. According to them, profit efficiencylalvs measurement of how close a
bank is to producing its maximum possible profiayi a particular level of input
prices and output prices. Thus, the standard piwfittion specifies all revenues as
output variables and all expenses (mainly varigbk&ts) as input variables. That is,
the profit dependent variable allows for considerabf revenues that can be earned
by varying outputs as well as inputs.

As stated above, there is no general agreement dhewcomponents of banking
inputs and outputs. Many studies have applied eithe intermediation or the
production approaches. Some studies have soughinative ways of defining
inputs and outputs. A summary of input and outpatiables used in previous
studies is presented in Tables 3.2 and 3.3. Nmwsless, the differences in input and
output definition have reduced the generalisabibfy findings from efficiency

studies in the financial services sector.
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Table 3.2: Input variables used in previous bankiragluctivity studie®

Type

Input

Bank specific

Branch size
Number of Computer terminals

Number of banks

Number of computers /Office

space/Teller hours

Borrowed funds

Borrowed money

Purchased funds

Capital

Capital/Equity

Financial capital/Net prefit

Deposits

Call deposits
Demand deposits
Deposits
Funds from customers

Retail and wholesale deposits

Savings deposits

Short term deposits

Small denomination time and saving
Deposits

Time and savings deposits

Non interest

expenses

Operating expenses
Depreciation cost

Establishment expenses

Non-establishment expenses
Non-personnel expenses

Other expenses

General and administrative Total cost

Non interest expenses
Interest expenses Interest expenditure Interestadpr
Fixed assets Fixed assets /Net fixed assets Net worth

Net physical capital

Physical capital

Labour

Clerical staff
Labour (average salary)

Labour (number / hours)

Managerial personnel
No. of staff
Number of tellers

Personnel cost

Problem loans

Credit loss cost

Loan loss provisions

Problem loans

Others

Banking funds
Net funds from other banks

Economic status of the area

Investments
Loanable funds

Market size

Income from non-banking sourcesEnvironmental variables

See Appendix 2 for references
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Type

Output Variables

Bank specific

Number of business accounts
Number of branches
Number of employees

Service hours

Service variety
Interest spread

Transaction volume

Capital Net worth

Deposits Total deposits (value/number) Commercial accounts
New accounts (time savings, Current accounts (value/number)

certificates of deposits) Deposit not at call

Core deposits Time and saving deposits
Customer deposits Transaction deposits
Deposit withdrawals

Investments Earning assets Liquid assets
Investment/Investment Other productive assets
securities/Bonds/Other Securities

Loans and Loans and advances/Net loan Non-housing loans

advances Number of loans Inter bank loans

Long-term loan/Short-term loan
Commercial and industry loans
Personal loans/Housing loans

Real estate loans

Loans to other banks
Small loans/Other loans

No. credit applications

Non-traditional

Non-traditional activity

Risk-weighted assets

(9%

activity Risk adjusted off-balance sheet Travellers’ cheques
activities

Revenue Income (banking and non-banking) Net commission income/Fee-bas
Interest income (gross/net/average) income/Foreign currency
Non-interest income (gross/net) income/Investment income/Real
Operating income/Other earnings  estate income
Revenues/Net profits

Other Annual average increase in total ass@&srrowing

Bills discounted

Interbank assets/ liabilities

See Appendix 2 for references
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3.5.2 Issue 2: Measurement of inputs and outputs

The second major problem related to the input angu specification arises when
selecting a suitable method of measurement. Thexetheee main measurement
approaches for banking outputs and inputs thatdcdnd used in productivity
analysis. They are flow measures (the number as&etions processed on deposits
and loan accounts), stock measures based on maieg (the real or constant
monetary values of funds in the deposit and loacoats), and stock measures
based on the number of deposit and loan accountkae (Humphrey, 1991). The
majority of productivity studies on banks have &plstock measures based on
monetary values due to the more ready availabdityhe required information.
However, the use of monetary value-based stock umessmay distort estimated
efficiency. For instance, Drake and Hall (2003)nsilied that the use of personnel
expenses rather than employee numbers could resglbme bias against those
banks that hire quality workers at a higher costm& banks hire high calibre
banking professionals and pay relatively highearsa$. Since a high personnel cost
could be a result of employing high quality laboamalysts have to be mindful of
the objective of the research as there is a pdisgitn bias results.

3.5.3 Issue 3: Non-traditional activities

In the past, efficiency and productivity studies lmamks have only considered the
traditional services of financial institutions inded in the balance sheet. Changes in
market competition and the advancement of techwyolbgve provided more
opportunities for banks to transform their tradiab banking products to non-
traditional products. Banks’ responses to changingncial systems are reflected
not only in their balance sheets but also in tloéitbalance sheet activities. Off-
balance sheet activities permit banks to diverfiiigir product range in order to
maintain their degree of competition, to expararthustomer bases and to improve
the significance of fee income in total revenuer{@sa-Ausina, 2003). Thus, in
addition to traditional banking products, bankso# range of products and services
from collection of utility bills to more sophistitad investment and insurance.

Berger and Mester (1997) considered those off-loalameet items as an effective
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substitute for directly-issued loans which incufomrmation gathering cost of
origination and ongoing monitoring and control. ¥retressed that if off-balance

sheet items are ignored from the efficiency estiomata scale bias may result.

However, contemporary studies have paid littlerdit® to incorporation of the off-
balance sheet activities as an output in efficieestymation models. Rogers (1998)
indicated the ability to use non-interest incomeraxy for non-traditional products.
Tortosa-Ausina (2003) examined the impact of nawltronal activities to banks’
efficiency using two different models based on tdifferent specifications of
output. She found supportive evidence that nonttoahl activities have an

influence on bank efficiency.

3.5.4 Issue 4: Quality aspects

The usefulness of productivity measurements canmpgoved by incorporating

quality aspects into the analysis. Quality in thantext is defined as the non-
operational aspects which may have an influencefficiency. Various researchers
have attempted to incorporate the various quadispeés such as market structure,
government intervention in the industry, size af thanks, and problem loans into
efficiency studies. When direct measurements agdladble, these quality aspects
can be included as inputs. Categorical variableslahmay be used represent

guality issues (Banker and Morey, 1986).

Further, DEA modelling allows analysts to selequts and outputs objectively.
Some researchers have used this capability to salyaty developing DEA models
which may uncover different aspects of managen@nen (2002) used alternative
input and output specifications to identify the @i®nal, financial and marketing
efficiency of Taiwan’s commercial banks. Denizem@®and Tarimcilar (2000) used
a two-stage procedure for estimating productivecieficy to overcome the input-
output specification problem. They highlighted thia estimated efficiency by the
two approaches provided different information abdle firms’ efficiency. As

explained by them, the production approach sigdathe managers’ ability to use
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the available resources effectively. The intermigalia approach provided

information about the overall efficiency.

3.5.5 Implications of input-output specification

The specification of inputs and outputs in produgti analysis may have a
significant influence on the estimated efficien¢yowever, there is no general
agreement with regard to specification of bankimguts and outputs. Discussion in
the previous studies has provided the following liogtions, which may be useful

for future research in banking and financial sessic

1. The production and the intermediation approacheshe methods which are
most widely used.

2. The production approach is more appropriate wheaduating productive
performance among the branches of the same bank.

3. The input and output specification may directlyeaffthe outcome of the
analysis.
4, It is useful to apply more than one input and otutppecification before

making an inference from the results.

5. The difficulty of collecting accurate data restsithe use of some approaches
such as user cost and value added.
Traditional input and output specification has igetbthe quality aspects.
Analysts can select input and output combinatioas répresent their

expectation in efficiency evaluations.
3.6 Application of DEA in the Banking Industry

Since 1978, DEA has been extensively used for mmgmsuefficiency and
productivity gains in the service sector industridawvares (2002) found 3,203
publications (including 1,259 journal articles a5 books) related to DEA during
the period 1978-2001. This shows the popularitipBA as a method of estimating
efficiency of DMUs. The ability to use DEA for memsg efficiency and

productivity gains in service-oriented organizasiowithout defining input and
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output prices encourages the use of DEA in suctiietuon the banking industry.
This section makes an analytical evaluation of D&#plications on the banking
industry°.

Berger, Hunter and Timme (199%)and Berger and Humphrey (19%7presented
two literature surveys on the application of frentbased efficiency and productivity
studies in the financial services sector. An irgéng observation of these literature
reviews is that only a few studies have addresfezslemcy and productivity issues
in developing countries. Previous studies have Iyafocused on evaluating
efficiency and productivity gains in the developedrld. Thus, efficiency and
productivity in the financial services sector inveping countries have been given
a very low priority by researchers. However, witbbglization of financial services
sector activities, it is important to understane thperational performance of the

financial services sector in developing countriesvall as the developed countries.

The purpose of this section is to investigate thistiag efficiency and productivity
gains-related studies in the financial servicedosewhich primarily used DEA to
estimate efficiency and productivity gains. Pregiditerature can be divided into
two broad streams: research based on methodolagstss and research based on
empirical issues. Research based on methodologisaés has tested the further
development of DEA as a tool of estimating produectefficiency in the banking
industry. These researchers have focused on deweldpof a statistical basis for
making inferences from efficiency scores estimdigdEA and alternative models
which overcome the deterministic nature of the itragal DEA methodology.
Research on empirical issues has mainly addresseztrgnent policy, managerial

decision making, market structure and competition.

10
11

See appendix 3.1 for various applications of D&EAanking industry.

Berger, Hunter and Timme (1993) found six maireaar of financial services sector
productivity covered by studies, namely, scale seape efficiency in banking, X-efficiency in
banking, the efficiency implications of bank memgerthe efficiency of thrifts and
governmental financial institutions, the efficienayf the insurance industry, and the
determinants of financial institutions efficiency.

Berger and Humphrey (1997) identified three dusof empirical studies in financial services
sectors, namely on the aim of the studies: (1)rinfog government policy, (2) address
research issue and (3) improve managerial perfacteman

12
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3.6.1 Methodological issues

Research on methodological issues has covered ieaipinvestigation of the
theoretical soundness of DEA for estimating efficyg and productivity gains.
These studies have examined alternative ways wtaohbe used to overcome the

inherent weakness of the traditional DEA modeludssinclude:

» comparability of DEA-based estimates of efficieraryd productivity gains
with the estimated efficiency and productivity imds using alternative
frontier methods and traditional productivity me@sunents methods (see
Barr and Siems, 1998; Bauer et al., 1998; CoetliRarelman, 1999; Huang
and Wang, 2002; Kumbhakar and Heshmati, 1999; LemagDollery, 2002;
Premachandra, 2001; Resti, 1997);

» sensitivity of the DEA-estimated efficiency and guwativity indexes to the
changes in various specification issues (such@#-output, sample size and
categorical variables) (see Cinca, Molinero and c@ar2002; Tortosa-
Ausina et al., 2003);

* ranking of efficient DMUs (see Bauer et al., 1998thi, Jackson and
Weyman-Jones, 2002; Lovell and Rouse, 2003); and

» alternative ways for finding statistical evidenoe DEA-estimated efficiency

indexes (see Alam, 2001).

The following section discusses methodological essaddressed in the previous

studies and their implications.

3.6.1.1 Comparability of estimated efficiency and p  roductivity indexes
with alternative methods

The existence of alternative methods together wihditional rating-based
performance evaluation methods raises an impogiaedtion about the most reliable
efficiency and productivity estimation approach.nc® different productivity
estimation approaches are based on different desssumptions, the estimated
efficiency from different approaches may not be Hzene. Bauer et al. (1998)

examined the properties of different frontier asa&y methods based on six
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consistency conditiodd These consistency conditions indicated the minimu
requirements for simultaneous use for efficiencgkinags derived from various
frontier methods in order to be useful in a pobalysis. Different researchers have
applied these consistency conditions in various teedea to examine the

comparability of productivity indexes estimatedngsvarying approaches.

Bauer et al. (1998) found that main frontier praduty assessment methods
(parametric and non-parametric) tend to yield thmes distribution of efficiency.
Roughly, all methods identified the same bankfhielest practice group and in the
worst practice group. Compared to the other methD&\ reported low estimated
efficiency. Overall, this study found that all pawetric approaches provide
efficiency and productivity estimations that arensistent with one another, while
DEA does not. Another study in Taiwan (Huang anchgy&2002,) where four of the
Bauer et al. consistency conditions were appliefthth the consistency of estimated
efficiency based on three frontier methods (DEAASIhd DFA), found different
evidence from Bauer et al.. Huang and Wang's eweemdicated a similar
distribution pattern in estimated efficiency with three methods. However, results
indicate different rankings of DMUs when using paedric and non-parametric
methods. Estimated efficiency with parametric mdthshowed less variation across
the periods and indicated closer correlation widtditional measures than with the

non-parametric methods.

Leong, Dollery and Coelli (2002) used these comasf conditions to examine the
observable differences in estimated efficiency xade using different model
specification with DEA productivity estimations. &hreached a similar conclusion
to Bauer at al. (1998) about the distribution ofireated efficiency indexes.
However, different DEA models showed an inconsisteand throughout the study

period. Resti (1997) found that the efficiency amdductivity estimations did not

13 Bauer at al. (2002) identified six consistencpditions [(1) consistent distribution, (2) ranking

consistency, (3) identification of best and worstqtice firms, (4) consistency of the estimated
efficiency over time, (5) consistency with markenditions, and (6) consistency with standard
non-frontier performance measures] with which tfiieiency estimates derived from the various
approaches should comply.
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differ dramatically when using the same data antceptual framework. However,
results derived using allocative DEA (ADEA) and S@ased on a translog flexible
form) provided dissimilar explanations about thalscof the large banks. Even
though the SFA results provided evidence of inenepseturns to scale for large
banks, the estimated result on BCC-DEA and CCR-Diitcated that most large
banks had decreasing returns to scale. Even theffiglency scores estimated using
the two approaches reported a high correlationr thstributions were not similar.
Weill (2004) applied a similar approach to find themparability of estimated
efficiency using SFA, DFA and DEA using data fronefEuropean countries. Weill
found that the different frontier approaches do giote comparable efficiency

indexes.

The longitudinal efficiency analysis approach udsdBarr et al. (1999) found
strong and consistent relationships between esohefficiency indexes using DEA
and traditional methods. This study suggestedttieestimated DEA scores have a
positive relationship with variables such as naes@st income to average assets,
interest income to average assets, earning assetgetage assets, and return on
assets. It also indicated negative relationshiph wank size, salary expenses to
average assets, other non-interest expenses tagavessets, interest expenses to
average assets, fixed assets to average assefseriorming loans to average assets
and loans to average assets. A similar approachapgiged by Leong and Dollery

(2002) to examine the productive efficiency of 3ipgrean banks.

As stated above, the empirical studies provideiit® evidence about different
efficiency and productivity evaluation methods, rvethe same data set is used.

Based on the above discussion, the following ingpides can be identified:

1. Different methods provide different efficiency es#étion even though the
same data set is used because of differences umptisns that have been
used for each method. DEA ignores the potentialrésmdom error when
estimating efficiency. On the other hand, SFA @reenetric approaches are

based on pre-specified functional forms and allow rindom error. VRS
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and CRS models suggest the shape of the frontlesd assumptions are
reflected in the differences in estimated efficignc

2. Even though individual efficiency estimations am similar in many cases,
the average efficiency estimation with differenpagaches is often similar.
However, distributions of efficiency estimates fralifferent approaches are
not similar.

3. Relative to SFA, DEA provides a lower estimationefficiencies. DEA is
affected by the assumption of random error.

4. There are no clear guidelines to identify the naggpropriate methods for

any particular study.

3.6.1.2 Sensitivity of DEA-estimated efficiency ind  exes
DEA is based on different assumptions, model satibns and selection of inputs

and outputs. As stated above, the number of vasablluded as inputs and outputs
in DEA analysis is constrained by the number of DdVibl the sample. Because of
this limitation, some important variables which nfewe a significant effect on the
estimation of efficiency may be excluded from tlasib DEA model. Some studies
have tested whether the omitted variables havegaifisant influence over the
estimated efficiency indexes (Cinca, Molinero &mwlcia, 2002; Tortosa-Ausina et
al., 2003). Cinca, Molinero and Garcia found tha tstimated efficiency using
DEA may be inaccurate if there are any errors irnabde definition and model

specification.

The wrong choice of basic DEA models such as CREVRS, as well as the wrong
choice of input and output variables, give incarrassessment of efficiency.
Tortosa-Ausina (2002b) examined how the differgméc#fication of inputs and
outputs can influence the estimated efficiency.tTtady found the shape of the
distribution of estimated efficiency varies greadlgcording to the output definition.
In general, these studies indicated that issuds asithe model specification and the

input and output definition may have a great inficee over estimated efficiency.
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3.6.1.3 Finding the best ranking method
One main task of evaluating efficiency is to idgnthe most efficient production

units in a given industry. DEA assigns equal sc¢t@9% efficient) for all firms on
the estimated production frontier. Thus, all DMdsdted on the production frontier
are given equal ranking in terms of performancenc&ithese DMUs may not
operationally have the same strength, ranking tegoally may mislead the users of
these indexes. Therefore, ranking the DMUs whiah @nsidered to be equally
efficient is an unsolved problem associated witldittonal DEA models (such as
CCR, BCC and Additive).

To overcome this problem, some studies have applipdr-efficiency DEA models
(Fethi, Jackson and Weyman-Jones, 2002; LovellRmase, 2003). These models
allow estimating the super-efficiency scores far BMUs which are considered to
be equally efficient by conventional DEA models.p8uefficiency scores can be
used for ranking of efficient DMUs into extremelyfiegient and non-extremely
efficient DMUs, observing the sensitivity of effézicy classifications, identifying
outliers, overcoming the truncation problem, anttuating and decomposing a
MPI. However, these super-efficiency models havebeen tested to a great extent
in the financial services sector. One such studyldeen done by Fethi, Jackson and
Weyman-Jones (2002) using data from the Turkishkibgnindustry. This study
indicated a wide variation of estimated efficientsyng traditional DEA models and
the stochastic DEA model.

3.6.1.4 Statistical inference from estimated effici  ency
The lack of statistical evidence for the significarof estimated efficiency is one of

the main criticisms of the DEA. The majority of enmal studies have used
descriptive statistics to make inferences fromnested efficiency. However, these
explanations have been inadequate to get clearersgd of the reliability of
estimated efficiency. Therefore, some researcherge hattempted to explore
alternative ways of making statistical inferencesnt estimated efficiency. To
overcome this disadvantage, some studies have gatpiiatistical methods such as

the central limit theory (CLT), and non-parametraotstrapping (Alam, 2001). CLT
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assumes that the distribution of time means (avegagver firms at a point in time)
become asymptotically normal in a sample with adanumber of firms. The
appropriate confidence intervals can be found usireg student ‘t’ distribution.

However they indicate that the CLT can not be &gpivhen the sample is not large.

3.6.2 Sources of inefficiency

A bank may improve efficiency and productivity gaithrough three main sources,
namely, pure-technical, scale and technologicahgbaDue to the inadequacy of
available price information for inputs and outputsthe banking industry, few
studies have investigated inefficiency resultingnfr non-optimum allocation of
resources. Scale and pure-technical inefficieneyestimated using BCC and CCR
DEA models. Technical change is estimated from ftemtier shift in two
consecutive periods. The sources of inefficienaresobserved by MPI-like indexes.
Identification of sources of inefficiency helps DMUh two ways. Firstly, they are
informed of the reasons for the inefficiency. Setignthey are helped to formulate

strategies for enhancing DMUs’ efficiency and prcidtty gains.

Empirical studies have given mixed signals on sesirof efficiency gains. Yue
(1992) found that the main source of inefficienaythe largest 60 commercial banks
in Missouri is technical inefficiency. The contriimn of scale diseconomies is
relatively low. Drake (2001) investigated the afficcy of 10 UK banks during
1984-1995. That study found increasing returns c¢ales in small banks and
decreasing returns to scale in large banks. Coestlgu Drake suggested that the
banking industry in the UK suffers from scale dm®amies particularly for the

smallest and the largest banks (i.e., except mediged banks).

Darrat, Topaz and Yousef (2002) found that allmea{jregulatory) and technical
inefficiency (managerial) have affected the efig of Kuwait banks. Over the
period 1990-1993, the productivity growth in US aubanks was attributed to
technological change rather than the pure-technaenge or scale change
(Devaney and Weber, 2000). Elyasiani and Mehdi&@a) found that during the
period 1980-1985, US banks enjoyed a positive teehthange. Drake and Hall
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(2003) investigated technical and scale efficieimcyapanese banks using a cross-
section of data to find evidence for efficiencypaftential bank mergers. The result
signalled that the Japanese banks exhibited caasigeoverall inefficiency with a
sample mean for overall efficiency of 72.36%. Drakel Hall found that the main
reason for productive inefficiency is pure-techhicefficiency, and the exclusion
of problem loans from productivity analysis may mstimate the potential
economies of scale. In another study in Turkey, civhaimed to find the
improvement in efficiency and productivity gainsorft deregulation, the main
source of productivity gain was found to be catghup with the best practice banks
rather than technical progress (Isik and Hassad3&0 This result further suggested

that the domestic banks suffer from diseconomiexcale.

In contemporary frontier-analysis studies, manyeaeshers have focused on the
short-run production frontiers. Prior (2003) attéetpto construct long-term and
short-term cost frontiers using non-parametric meé¢h to find the capacity
efficiency in Spanish savings banks. Prior sepdratputs into variable and fixed
inputs, with the short-run frontier constructeddmnsidering variable inputs and the
long-run frontier constructed using both fixed aratiable inputs. The difference
between estimated efficiencies using long-run ahdrtgun cost frontiers is
identified as capacity efficiency. The study reeeathat a significant portion of

inefficiency in Spanish commercial banks arose tdusapacity underutilization.

One main objective of these studies was to find@propriate scale of operation for
banking institutions. However, the results are sehe complicated. Many studies
suggested that either large banks or small banks m@& able to gain the benefit of
economies of scale of operations. The problem dimapn scales for banking

operations is yet to be resolved.

3.6.3 Policy issues

A large number of previous studies have examined hommercial banks have
reacted to various policy issues introduced bygyatakers. The financial services

sector is the backbone of an economy. Since thavi@r of the financial services
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sector directly influences the performance of oNezaonomic activities, policy
makers generally attempt to introduce more prodacpolicies. The outcomes of
implemented policies must be evaluated to idemifybable policy changes. Hence,
this area is popular in efficiency and productiveéiudies. Previous research on
policy issues can be classified into six areas:d@regulation, (2) economic crises,
(3) the effect of mergers and acquisitions, (4) emship structures of banks and
their influence, (5) management performance anan@ket structures. This section
describes research related to these policy issues.

3.6.3.1 Deregulation of the financial industry
The main aim of deregulation of the financial seeg industry is to provide

opportunities for technological advancement to npr service quality and to
enhance competition by reducing government intdr@en Improvements in
resources allocation is a primary goal of finand@tegulation that can be achieved
only on enhancement in efficiency and productigmns (Humphrey, 1991). Many
studies of efficiency and productivity gains in tbanking industry have been
focused on the success of policy changes relatedetegulation. Deregulation
studies have mainly focused on the following issueselation to efficiency and
productivity gains:

* Productivity improvements after deregulation

* Entry of new firms and productivity

* Entry of foreign banks

» State-owned banks and privately-owned banks

* Mergers and acquisitions.

Although the primary goal of deregulation and lddeyation has been to improve
bank efficiency and productivity gains, empiricdudies have provided mixed
results. Most studies have found that the shomtteffects of deregulation on
efficiency and productivity gains are negative. 8ostudies have indicated that the
benefits of liberalisation and deregulation candxpected only in the long run.

Furthermore, outcomes of liberalisation in diffarezountries are not similar.
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Elyasiani and Mehdian (1990a) reported a 12.98%meurtral and labour-biased
rate of technological change during the deregutagieriod in the USA. In another
study, they found that the productivity gap betwssrall banks and large banks has
widened during the post-deregulation period (afté79). Their results showed
relatively low average estimated efficiency for #nfanks with both pooled and
separate production frontiers. However, the smalhkis were able to report
technological progress over the period 1979 to 198fese results suggested that
small banks in the USA were adversely affectedneyrelaxation of some favorable
regulatory restrictions to small banks, such ashitaaching restriction and interest
rate ceilings. Alam (2001) examined differencespinductivity improvements in
various states in the USA during the post-dereguiaperiod and found that the
outcomes of regulatory changes lag for a few psriod

New banks in Portugal reported relatively higheficefncy scores than the old
banks, indicating 59% overall efficiency improverngeim the banking industry after
deregulation (Canhoto and Dermine, 2003). Canhatb @ermine stressed that a
rapid deregulation process with a well-staffed aglsystem may lead to positive

efficiency gains from deregulation.

A study in Austria reported a decline in estimatdticiency immediately after
deregulation (1990-1996) and later an increasesiimated efficiency (1996-1997)
(Ali and Gstach, 2000). Conversely, Denizer, Dimg ararimcilar (2000) found
relatively stable productivity growth during therjpel before deregulation and a
negative productivity growth after deregulation.eThstimated scale inefficiency
scores indicated the Turkish banking system sudférem 5% to 25% efficiency
loss in production processes and 7% to 36% in nmgeiation due to the scale
problem. A similar fluctuation pattern in the esdited efficiency of all banks during
the study period (1970-1994) signalled that banksewesponding to economic

changes in a similar pattern.

Deregulation may cause a bank to improve its manage practices (technical

efficiency), to change the scale of operations lés@&dficiency) and to improve
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service quality by introducing new technologiesclit®logical change). Further
investigation of the productivity improvements dwederegulation of the banking
industry in Turkey revealed that these changes heaslted from better
management practices rather than improved scale @603). Furthermore, that
study signalled that the inefficient banks may atetefficient banks to catch up with
best practice. Isik and Hassan (2003b) revealedtiiegaimpact of deregulation on
different banking groups was not uniform. Even ftjouall banks reported
significant improvements in productivity after dguéation, their technology may
not have advanced as expected. Diseconomies @& acalone main factor which

has affected estimated efficiency and productigains.

The literature related to deregulation shows daffier results with regard to
improvement in efficiency and productivity gainerr deregulation. The research

investigating productivity improvements has prodadiee following implications:

1. The relationship between productivity improvemeaitsl deregulation is not
clear.

2. The productivity improvements from deregulation eleh on the prevailing
environment in the banking industry. The econondocial and political
environments directly influence the way the deragiah benefits are realised.
Countries with well-staffed banking systems repbptesitive efficiency gains
from deregulation.

3. In most countries, the deregulation process hasntakrelatively long period
and the expected gains could not be realised imatedgiafter deregulation.
According to some research, rapid deregulationlifai@ds more positive
efficiency improvements.

4. The benefits of deregulation can be realised irldhg run.

3.6.3.2 Economic crises

In the early 1990s, after enjoying economic boomany Asian countries suffered
economic recessions which influenced all econonttvidies in the affected

countries. Fukuyama (1995) investigated how tigadese banking industry was
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affected by the economic downturn and by the infienls competitive pressures
among the different forms of bartksThe research indicated that the recession had
mixed results among different forms of banks, bhat ttechnical efficiency was
stable over the next three years. The average valiuhe three productivity change
indexes in the first time period (1989-90) (befohne collapse) were greater than
those in the second period (1990-91). The resuldécated that the collapse had
reduced the efficiency of all banks in the secoadaa except for one former sogo
(mutual) bank®. However, two-period productivity indexes indicghtchnological
advance but not technical efficiency progress. Haurtthese results indicated an
inverse relationship between bank size (revenut) both the technological change

indexes and the MPI.

3.6.3.3 Mergers, acquisitions and organisational st  ructural changes
The optimum scale of banking operations is a coetgal issue which has been

debated among practitioners as well as researcheisg the past few decades.
With liberalisation of the financial services inthys smaller firms were not able to
survive the intense competitive pressure from langeking institutions. On the
other hand, larger banks were not able to utilegrtexcess resources optimally. To
protect smaller financial institutions, policy makein some countries have
encouraged mergers and acquisitions and changésetéorms of business. In
Australia, smaller credit unions were encourageangyge. Similarly, in the UK,

credit unions were forced to convert to limitedbllay companies. With these

changes, policy makers expected to enhance theegity and productivity gains of

the financial services industry.

Avkiran (1999) used DEA-based efficiency scoresxamine the public benefits of
mergers using data from 25 Australian commerciakbaThe efficiency gains were
examined by measuring overall operating efficiermyployee productivity, profit

performance and the industry mean relative effyeacores. Outcomes of bank

mergers have been reviewed by comparing the prgeneand post-merger

14 As stated byrukuyama (1995), the banking industry in Japan istnsf five forms of

banks: city banks, regional banks, sogo bankg, rarsks and long-term credit banks.

15 Sogo banks is a regional banking system whichatee in Japan before 1989.

-81-



Chapter Three Concepts and measurements ofegffigiand productivity change
and their application in the banking industry

estimated efficiency. The results indicated that thle of the merger in efficiency
gains is not necessarily positive. It depends aom alequiring firm’s ability to
maintain pre-merger efficiency levels. In contraaprthington (2001) found that
there were efficiency improvements for the mergediic unions in Australia during
1993-1997 relative to those that did not mergen@ysin unbalanced panel data set
and Tobit model, Worthington (2001) investigated@tdas that influenced post-
merger efficiency in co-operative deposit-takingtitutions in Australia. The study
found that credit unions with a higher proportiohreal estate and commercial
loans, a higher level of non-interest income, ahegher expenditure on information
technology have high technical efficiency. Furthegression results indicate that

credit union mergers have positively influencedtecal efficiency.

Batchelor and Gerrard (2002) found that takeoveaseheffected productivity

improvements through technological advancementorrall banks in Singapore.

Ralston, Wright and Garden (2001) revealed thahrteal and scale efficiency

benefits were gained by both acquirers and targes®me credit union mergers in
Australia, but almost an equal number of merggpented efficiency decreases post-
merger. However, the study was not able to find reeh@n acquirer’'s superior

efficiency was transfered to a target. Fried, Lbvahd Yaisawarng (1999)

investigated merger benefits for credit union mermbleoth acquired and acquiring,
and features of successful and unsuccessful meugpeng a large sample of US
credit unions which were subject to merger duriB8:1995. The study suggested
that there was no deterioration in service prowisio the acquiring credit unions

after merger. The acquired credit union memberenafeceived some benefit during
the first three years. However, some credit unghmswved poorer performance after
the merger.

In another study, Kohers, Huang and Kohers (20G#8dutwo hypotheses (the

relative efficiency hypothesis and the low effigigrhypothesi¥) to investigate the

% The relative efficiency hypothesis suggests tladter acquiring a poorly managed bank, an

efficient bidder can make value enhancing changes.low efficiency hypothesis suggests that
the lower the frontier efficiency level of either lboth the bidder and the target, the greater the
potential for value enhancement.
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relationship between the potential performance geom mergers and the stock
market returns. The study employed both SFA and D&/Astimate the relative
efficiency. The study found that the two-day curntiva abnormal returns in the
stock market after the merger announcement hagréfisant negative relationship
with the estimated efficiency both in the targed &didder banks, thus confirming the

low efficiency hypothesis.

Drake and Simper (2003) investigated the influevfcihe conversion of UK mutual
credit unions into public limited companies (PLQ) productive efficiency. Credit
unions and PLCs operate under different managemthtownership styles. The
prime objective of co-operative credit unions is itoprove the welfare of the
members. In contrast, PLCs aim to maximize prdabt€nhance the wealth of the
shareholders. Hence, the conversion made a dreséinge in the activities and
policies of the previous credit unions. Before tbenversion, credit unions’
operations concentrated on the mortgage marketcesly residential finance. They
were expected to earn a return for entrepreneur€mpghe other hand, PLCs rely on
equity financing, and must earn a return for shalddrs. Drake and Simper (2003)
used DEA to estimate the efficiency gain from thenwersion. The estimated
efficiencies showed that the conversion had a tearggositive effect on the firms’

efficiencies.

Studies on the mergers and acquisitions of findnastitutions have provided
contradictory evidence from different countries édficiency and productivity gains.
Previous studies have indicated that getting lavgéirnot always have a positive
influence on efficiency and productivity gains. Sostudies have suggested mergers
of financial institutions may have affected postiimprovements to productivity
(Batchelor and Gerrard, 2002; Crystal, Dages anidisgog, 2002; Fried, Lovell and
Yaisawarng, 1999) and some have not (Avkiran, 199%ere are no adequate
studies on which to base a general conclusion abweitrelationship between

organizational changes and banks’ productivity.
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3.6.3.4 Ownership forms and their influence
Previous studies have predicted that ownershipganorganizational forms which

produce stronger incentives to control inputs andsb output may lead to more
efficient and productive operations. These studis® have presumed that the
quality of management of state-owned banks gerneiathot good when compared
with that of the privately-owned and foreign bankack of continuity, seniority-
based promotion, politically-motivated employmenid arecruitment, low salaries
and politically-influenced operational decisionyé&aecreased productivity in state-
owned banks (Denizer, Din¢ and Tarimcilar, 200()e Tprofit motivation of the
privately-owned and foreign banks leads to moralpctive use of banking assets
than the state-owned banks. Contrary to the casete-owned banks, these banks
give precedence to performance when making humsouree management and

operational decisions.

The less bureaucratic management system in pryatehed banks allows more
flexible operational environments. However, in maountries, a few large state-
owned banks have controlled a significant portidn banking activities, and
governments in less developed countries mainly edsstance from state-owned
banks to fund huge budget deficits (Denizer, Dingd aTarimcilar, 2000).
Governments have given the priority to state-owhadks to serve as bankers to
government institutions. Further, regulatory cohtray not be favourable for the
expansion of privately-owned banks. These factaay affect a level playing field
for the banking firms. Financial liberalisation nmany countries has removed some

of the previous impediments to equal opportunitoesll banks.

When compared to the other institutions, foreignksahave less autonomy to offer
banking activities freely in a host country. Howeventry of foreign banks allows
local banks to identify and easily implement newmkiag services and technologies
which leading foreign commercial banks are usirgik(nd Hassan, 2003a). The
foreign banks may increase the capital and seryitesided and strengthen the
technology which the local banks use.
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Based on these arguments, some previous studiesasstigated the influences of
foreign and state banks on efficiency in local mankhese studies predicted that
public-sector banks may have relatively lower efficy and foreign banks may
have relatively higher efficiency than their coupteties. Isik and Hassan (2003)
found financial deregulation in Turkey has redudlee performance gap between
public-sector banks and private-sector banks. ther study in Turkey, Denizer,
Din¢ and Tarimcilar (2000) found that the relateféciency of private-sector banks
is higher than that of the state and foreign bartkewever, foreign banks
outperformed the state banks. Furthermore, theysiadicated that the foreign
banks operated at a relatively better scale whenpeoed to the local banks by
confirming their ability to utilise banking resoes with more productive

operational technologies.

Noulas (2001) found that, although the privatekisaappear to be more efficient
than the state banks in Greece, the efficiencylgmween them is not significant.
The study indicated that the private-sector bares keetter in controlling non-
interest expenses. However, another study in thiemde banking industry provided
somewhat different evidence (Noulas, 1997). Thadysfound that the state banks
recoded productivity gains through technologicalgoess. Noulas also found that
the private-sector banks in Hellenic recoded pradilg gains through increased
efficiency. Pal, Mukherjee and Nath (2000) fourtthttprivate-sector banks, as well
as foreign banks, performed better than state bdoyksestimating operational
efficiency of 68 major Indian commercial banks wim output-oriented DEA
model. On the other hand, Sathye (2000) found phiatte-sector banks are less
efficient than state banks. Further, his study &buhat reform has affected

efficiency gains in Indian banks.

The influence of foreign banks on efficiency is tdbkistrated by studies in
European Economic Community (EC) countries. Aftee testablishment of a
common monetary union, the banks have had an apptyrto extend their services
to other EC countries. Hence, some studies havesiigated how the common

financial market has affected efficiency. In gehethese studies have found the
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opening-up of the European financial system infestsicompetition in the banking
industry. The intense competition has encouragetkibg firms to improve their
services drastically to compete with the more &ffit banks in the region (Hasan,
Lozano-Vivas and Pastor, 2000). The main differenoethese studies are that the
DEA models incorporate country-specific variablas;ch as demography, regulation
and environmental conditions. Hasan, Lozano-Vivad ®astor found that the
commercial banks in Spain, Denmark, and Portugatelatively more efficient than
those in other EC countries. However, this studyntbthe specific benefits which
the major international banks enjoyed were outwedglby the home country

benefits which the local banks experienced.

3.6.3.5 Management performance
Managerial decisions directly affect the efficienaly DMUs. Policy makers are

particularly interested in identifying how managenake decisions to cope with
future uncertainty. Generally, policy makers useMEA. (capital adequacy, assets
quality, management quality, earnings ability aiggiitity of banks) ratings which

mainly rely on traditional accounting measures éwaluating banks. However,
traditional accounting measures are not able toigeoaccurate information about
the quality of management which is vital for preaig the future of a bank. Barr,
Seiford and Siems (1994) indicated that since marsagake decisions which affect
overall performance, DEA-based efficiency estinratian be used for determining

managers’ performance.

One main advantage of using DEA for analysing efficy and productivity gains is
its flexibility in selection of input and output mdinations. In some efficiency and
productivity studies, different input and outppesifications have been applied as
proxies for various forms of managerial efficiency.In one such study,
Athanassopoulos, Soteriou and Zanios (1997) usee ttifferent input and output
combinations to estimate efficiency of three défd@r managerial activities, namely
transaction, production and intermediation. In heotstudy, efficiency has been

estimated based on three different perspectivestating, marketing and financial

Y This study used data from 612 commercial bankiEC countries.
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(profitability) aspects in Taiwanese commercial ksmr{Chen, 2002). Estimated
efficiency was regressed with variables which repnted ownership and size. That
study indicated that the state banks enjoyed weligtihnigh marketing and financial
efficiency, but less operational efficiency whenmgared to the private-sector
banks. It also revealed that large-scale banksatgxbrat higher financial and

marketing efficiency but lower operational effictgn

3.6.3.6 Market structure
Market structure and concentration are consideoeet another research cluster

focused on government policy. Market power explamnat indicate a positive
relationship between market concentration and fadofity. The efficient structure
paradigm indicates that efficient firms compete enaggressively in the market and
gain dominant market shares and also have higlitpt#cause of their low cost of
production. One of the main arguments for mergatsacquisitions is the potential
productivity improvements. The empirical studiesghis paradigm have investigated
whether there are any productivity improvementsltegy from the mergers and
acquisitions in the banking industry. Berger andrighrey (1997) pointed out that
existence of a high degree of local market ovetlepveen merging institutions
(which allows greater potential for eliminating diupted expenditure on bank
operations) and the greater existing efficiencyelesf the acquiring firm are two

plausible pre-conditions which may affect the expddenefit from mergers.
3.7 Synthesise

This chapter has provided a brief review of theth&cal and empirical literature on
efficiency and productivity studies, with speciafarence to the banking industry
and DEA-based studies. Several important issueslimgefurther attention are

identified and outlined below.

The empirical studies have mixed evidence on thécomoes of financial
liberalisation. While some countries have enjoyedifive outcomes, some other

countries have not been able to maintain previaaiasgwhich they had before
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liberalisation. Therefore, it is difficult to deBva conclusion about the outcome of
financial liberalisation in a particular country deal on studies made in other
countries. The majority of those studies have fedusnainly the influence of
deregulation on efficiency and productivity changew studies have investigated
that how the deregulation have effected to chahgemarket structure and their on
to the improvements in efficiency and productiviggins. Changes in market
structures and competition may have a direct impacefficiency and productivity
gains. Thus, this study aims to investigate howdtnectural changes resulted on
financial reforms influenced to the efficiency apbductivity change and overall

operational performance in DMUSs.

Only a few studies have investigated the abilityfioh-specific factors to explain
the changes in banks’ efficiency and productivitlareover, the explanatory power
of macroeconomic factors has been taken into cerdidn only in cross-country
studies. Together with firm-specific factors, chamgn macroeconomic factors may
have a significant influence on efficiency and pretivity gains. On the other hand,
liberalisation measures may directly or indirectiyfect the macroeconomic
environment of the country. Therefore, it is worlhil to investigate these factors
and their influence on the banking industry. OMethls survey has highlighted that
the financial services sectors in developing coesthave not been adequately
researched. In-depth analysis of these marketssisnéial to formulate the required
policies. The findings in other countries are piadpairrelevant to a particular
country. Not only are differences in the sociallitmal and economic environments
important but the geographical environment may &laee a significant influence
over efficiency and productivity gains. Thereforejs essential to do a country-

specific analysis.

The literature discussed in this chapter providemaight about the contemporary research
in efficiency and productivity gains in the bankiinglustries. The next two chapters will use
these literatures to form an analytical framewarkdnalysis of efficiency and productivity

gains and to identify factors affecting the baritkghnical efficiency.
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CHAPTER FOUR

AN ANALYSIS OF EFFICIENCY AND PRODUCTIVITY
CHANGES OF THE BANKING INDUSTRY IN SRI
LANKA

4.1 Introduction

This chapter investigates efficiency and produgtivimprovements of the Sri
Lankan banking industry during the post liberalmatera. Discussion in this chapter
is based on Proposition I, set out in section Thiclwvassumes thatiffancial reforms

have improved the efficiency and productivity gaifishe banking industry in Sri Lanka

The previous chapter presented models of efficiemz/productivity measurements
used in the literature. This chapter extends thmedels to analyse the efficiency
and productivity changes of the Sri Lankan bankntystry. The chapter comprises
eight sections. The next section elaborates on d3rpn I. The third section
introduces and justifies methodologies adopted stimating efficiency and
productivity changes. The fourth section introducgsit and output specifications
used for measuring efficiency and productivity apes The fifth section explains
the composition of the sample data. The sixth segiresents results, discussion and
implications of efficiency analysis. The penultimatection presents discussion and
implications of assessment of productivity improesnts. The final section presents
conclusions on the analysis of efficiency and puotigity changes in banks in Sri
Lanka.
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4.2 The Study Proposition

Chapter Two highlighted that the financial servicgsctor in Sri Lanka has
undergone a series of regulatory reforms duringptreod 1977-2004. The reforms
aimed at reducing government intervention in therkeitaby allowing greater
participation by the private sector. The ‘politicdkew’* shows that government
intervention in the banking industry is driven Ine tdetermination of politicians to
control investment (La-Porta, Lopez-de-Silanes a8tleifer, 2002). Such
intervention may lead to underutilisation of thea&eity of the financial services.
Relaxation of regulatory provisions, which gave tidid advantages to the
government-owned institutions in an industry, akahall institutions to perform in a
similar regulatory and operational environment. sThmay result in greater
competition and lead to improved efficiency andductivity gains of the industry.
It is proposed that financial deregulation in Sanka may have led to improved
efficiency and productivity of the banking industrythe country. The next section

presents the analytical framework used for addngdsie proposition.

4.3 Method of Estimating Banks’ Efficiency and Prod uctivity
Changes

This study adopts DEA, a non-parametric frontigerapch, in order to evaluate the
efficiency of banks in Sri Lanka and incorporatasaaalytical framework similar to
those applied by other researchers (Barr et a@9;1Benizer, Din¢ and Tarimcilar,
2000; 1996; Drake, 2001; Elyasiani and Mehdian,0)9%he size of the Sri Lankan
banking sector is comparatively small. As such, #anple does not allow
application of parametric frontier approaches,haxsé approaches need a relatively
large sample to make unbiased predictions. In aettrthe mathematical
programming approach used in DEA allows the corstn of a production frontier
using a relatively small sample. It also providesearchers with more freedom to
select appropriate model specifications to suit dbgective of the analysis. The
DEA process has the capacity to incorporate muofiists and multi-outputs in its

assessment, and allows the progressive assembflipgpduction frontiers without

! See Chapter Two section 2.2.2 (page 13).
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using a pre-specified functional form. For thesasoms, this study adopts DEA

methodology.

Either input-oriented or output-oriented DEA mode&lan be used to estimate
efficiency. Input-oriented models measure costefficy (input efficiency) aimed at
cost minimisation. Similarly, output-oriented mosletneasure profit efficiency
(output efficiency) based on revenue maximisaticdutput-oriented DEA

estimations are preferred when measuring efficien@/mature industry, and input-
oriented models are more appropriate for infantustdes. Input-oriented DEA
models are useful to understand how an industryirhpsoved its efficiency while

optimising the usage of inputs in the productioncess. Accordingly, the input-
oriented approach identifies the input waste (aesg capacity) in the production
process. On the other hand, the output-orientaBstimates the efficiency—
assuming that the inputs are fixed. As such, dutpented estimations are not

appropriate for assessing efficiency in an induitay is evolving.

Financial reforms, as well as development in infation and communication
technologies, have effectively expanded operationctivities of the banking
industry during the last two decades. Further, batekd to introduce more cost
effective innovative products to challenge compmtiit from new institutions
entering the financial services sector. Hence,ghidy adopts input-oriented models
following previous research (Barr et al., 1999; @en Din¢ and Tarimcilar, 2000;
Dietsch and Lozano-Vivas, 2000; Drake, 2001; Elaisand Mehdian, 1990).

4.3.1 DEA model formulation

Several mathematical programming DEA models havenbeepresented in the
literature. However, the basic DEA model is basedaoproductivity ratio index

which is measured by the ratio of weighted outpuatsweighted inputs. DEA

extrapolates Ferrell's (1957) single-output to &rigput technical measure to a
multiple-output to multiple-input technical measufihis model assumed thit

DMU uses a‘'m’ dimensional input vectorg; (i = 1,2,...m)to produce ak’
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dimensional output vectoy;; (r = 1,2,...,k) The DMU under evaluation is denoted
by ‘0.

k
zuryrjo

w, = Equation 4.1

m
Zvr XijO
i=1

where wy is the relative efficiencyx and y are the input and output vectors
respectively, andi, andv; are the weights of outputand inputi. The above ratio
accommodates multiple inputs and outputs in efficyeestimation and measures the
relative efficiency based on input and output weighdowever, a unique set of
weights for all DMUs may be difficult to identifjpecause different DMUs have
different input and output combinations (Charnesoger and Rhodes, 1978)
(CCR). CCR proposed the use of a set of weights #taommodates those
differences. They suggested that each DMU shouddjasveights that allow it to be
shown more favourably, compared with all other DMWsler comparison. Thus,
the respective weights for each DMU should be @efiusing the actual observed
data instead of fixing in advance (Cooper, Seifand Kaoru, 2000). CCR
introduced the following fractional programming plkem to obtain values for input

weights and output weights.

Basic CCR formulation

zufyrjo

Max w, = < Equation 4.2

Z Vi X,
I

Subject to

%sl foreachj=1...,n
r Nj

u,v,.20 r=1..,k i=1..m

[Source: Cooper, Seiford & Kaoru (2000)]

where wp is the relative efficiencyx andy are the input and output vectors

respectivelyu, andv; are the weights of outpuf and input, n, m andk denote the
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number of DMUs, inputs and outputs respectively.e Thbove fractional
programming problem is based on the objective tonese the optimum input and
output weights for each DMU under evaluation. ltasw@es the relative efficiency
of DMUg based on the performance of the other banks imthestry. For that, the
weighted input and output ratio is maximised subjeagiven constraints. The first
constraint of the model limits the estimated eéfimy of the DMUs to one. The
second constraint in the above model indicatesathatriables, including input and
output weights, are non-negative. Estimated input autput weights are used to
find the efficiency index W. The fractional programming problem can be
transformed into a linear programming model (CCGR)illustrated in equation 4.3.

Basic CCR formulation (Multiplier form)

Maxw, = > u, y,,
Subject to r
D v, =1
DUy, =D vix <0 for j=12..n

u =0 forr=122.Kk
>0 fori=22..m

Equation 4.3

V.

[Source: Cooper, Seiford & Kaoru (2000)]

The above linear programming problem aims to maseénthe sum of weighted
outputs of DM subject to virtual inputs of DMgwhile maintaining the condition
that the virtual outputs cannot be exceeded byaiiinputs of any DMUs. Both the
fractional programming problem and the linear paogming problem have the same
objective function. CCR-inefficient firms are givean efficiency ratioWwp < 1.
Efficiency indices of efficient firms are equal 1. Furthermore, there is at least
one efficient unit that is used as the referencing for estimating relative weights
for the inefficient units. Both linear programmipgoblems outlined above can be

used to directly estimated”.
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Basic CCR formulation (Dual problem/envelopmentiipr

Min &
Subject to
6?xiji -s —Jinj/ij =0 fori=12..m
=S5+ YA =y, forr=12..k Equation 4.4
j

s,S. )Ijzo

71 OF

wherey; is the amount of™ output produced by DMy usingx; amount of i
input. § denotes the CCR efficiency of DMy Both y,; and x; are exogenous
variables and\; vector of weights (intensity variables) assigneeéach DMU under
observation. Variables and s represent input and output slack. The weights
determine the combination of technologies of each fo construct the production
frontier. Thus, each weight is a decision varialdéermined by the solution of the
linear programming model identified as equation. & ke first constraint of the
above model implies that the combination of theutnpf the firmj is less than or
equal to a linear combination of inputs in the fion the frontier. Similarly, the
second constraint ensures that the observed oot j is less than or equal to a
linear combination of inputs in the firm on therfteer. The last constraint ensures
that the main decision variabtg (efficiency ofj™ firm) lies between one (1) and

zero (0) by limiting the values to equal or gredkem zero (CCR)

The values given under slack variables indicatesttope for improving the DMUS’
operations without affecting the current level @ections. DMUs in an optimal
scale of operation have zero values $orands . In other words, if the optimal value
@ is equal to unity and both input slagkand output slack are equal to zero in a
unit under review, further efficiency improvemengsnot be expected in such units.
However, there may be some DMUs with slack vargblgh non-zero values. It

signals that additional efficiency improvements cha gained by reducing
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(increasing) specific input (output). Non-zero &la@riable in a particular DMU

indicates that the DMU is not operating at the roptin scale.

The original CCR model assumed that all DMUs uratgrsideration were operating
on an optimum scale. The BCC-DEA formulation rethxéhe assumption of
optimum scale. The CCR model estimated the TE. B€&mmodates the scale
effect by relaxing the constant return to scaleiaggion by incorporating a third
constraint to the efficiency evaluation model. Gallg, it relies on the convex
combination of the efficient units, instead of threear combination—as in the case

of the CCR. Accordingly, this can be achieved bgiag another constraint to the

original CCR model E)Ij =1). The efficiency estimation of these two models can

be used to identify the three components of efficye technical, pure-technical

(PTE) and scale efficiency. The BCC-DEA formulatisrgiven below.

Basic BCC formulation (Dual problem/envelopmentipr

Minz,= 6-¢) s -£) s

Subject to

Hxij -5 =Y %A, =0 fori=12..m
| j

=5 +Y y A =y, forr=12,.k
i

YA =1

S,S: Ajzo

ARl

Equation 4.5

Objective functions of the above linear programmingdels set the input
combination ofi at a minimum level to produce an output that isa¢d¢o the output
of firm j. Hence, the optimisation solution to the above awdietermines the
lowest fraction of inputs needed to produce ougiukeast as great as that actually
produced by firnj. Thus, this process says tlfigis equal to or less than onegifis
equal to one, then firpnis as efficient as the other firms in the front®n the other
hand, ifd; is less than one, the firm is not as efficientresfirm in the frontier.
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CCR and BCC formulations are applied to estimate Ttk and PTE respectively.

Previous studies have employed an MPI-like indeddoompose scale effect on a
DMU's inefficiency. A firm’s TE is a function of PH and the SE. Therefore, PTE
should be separated from the TE to identify SE (iFoRao and Battese, 1998).

TEccr = PTkcc x SE Equation 4.6
SE = Thcr+ PTEscc Equation 4.7
where
TEccr = Technical efficiency
PTEscc = Pure technical efficiency

SE = Scale efficiency

This study estimates the SE for each DMU basecerestimated efficiency in the
BCC and CCR models. This analysis has helped totifglethe effectiveness of

existing scales of operation.

The study used a 16-year panel data set compited franks in Sri Lanka. During
this period, financial and regulatory environmeofsthe country have gradually
changed. Thus, constructing a separate frontieedch year is more appropriate for
estimating the efficiency of banks. However, thenber of banks in Sri Lanka does
not provide an adequate number of observation®omstouct a production frontier
with reasonable discriminatory power. DEA techngjupower of discriminating
inefficient units from efficient units depends ohet number of units under
observation, and the number of inputs and outputhe model. Prior studies have
employed two approaches for improving the discratony power of small samples,

namely:

1. Pooled data: A common production frontier is canged for the whole
sample using pooled data. Each DMU in the whole psanperiod is
considered as a separate DMU.

2. Window analysis (Asmild et al., 2004; Avkiran, 2Q@harnes et al., 1985;

Fu and Heffernan, 2005): The number of productremtiers is constructed
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using pooled data of a pre-determined window pebpiasked on the principle
of moving averages (Charnes et al., 1994). Each DMtbin a window

period is considered as a separate DMU.

There are two advantages of using pooled datanstaet the production frontier.
The first allows comparison between the performanziea DMU in a particular
period with its own performance in other periodieTsecond enhances the
discriminatory power of DEA models by increasing ttumber of data points in the
analysis. It should be noted that there are nospesified criteria for determining
the length of a window period. However, many presgicstudies have used a
three-year window period as an appropriate wind@e.Once a window size is
defined the observation of that window is viewedan inter-temporal manner
(Asmild et al., 2004). All observations related aowindow period are treated as
separate DMUs in efficiency analysis with theirgmal form ignored. However,
these approaches disregard technological changesrihy take place within two
consecutive periods. Hence, the estimated effigiestores may potentially be
distorted. These distortions may be severe in astich efficiency on common
frontiers constructed using whole sample data. dfoee, this study uses the second
approach (constructing production frontiers based tloree-year windows) for

constructing the production frontier.

In this study, descriptive statistics, window aisédyand longitudinal graphical
analysis are used to investigate the influencesodéglulation on the banking sector in
Sri Lanka. Further, descriptive statistics fortealuster of banks (which are defined
in section 4.5 of this chapter) are calculated emahpared. The significance of the
identified differences in efficiency of the differeforms of banks are tested using
the Mann-Whitney Test statistics (Sprent, 1990)e TMann-Whitney test, also
known as the Wilcoxon rank sum test, is a non-patdmtest used to test the
difference between the medians of two independeotips. This test is a non-
parametric equivalent of the two samptetést’. In most applications, this test is
called the Mann-Whitney U-test, but alternative Banare sometimes used. Since

the theoretical distribution of estimated efficigraxcores using DEA is not known,
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this study uses the Mann-Whitney test to examinetidr the distribution of
estimated efficiency in two banking segments isilamnThe relevant test statistics

are estimated using SPSS version 11.5.
4.3.2 Malmquist total productivity index (MPI)

MPI has been widely used in previous research tcasome productivity
improvements in the banking industry after govermnimpolicy changes (Berg,
Forsund and Jansen, 1992; Casu and Girardone, Z&@®]l-Tatje and Lovell,
1996; Isik and Hassan, 2003; Sturm and Williamsp420 Two alternative
methods—base period method and adjacent periododtethave been used to
estimate MPI. The adjacent period method estimpteductivity change in two
consecutive periods and estimates productivity gaaron a yearly basis, while the
base period method estimates productivity changagsgua pre-specified base
period. Thus, the adjacent period method is moitalde for studies based on
unbalanced panel data. Hence, this study appliesattjacent period MPI to

investigate productivity improvements.

The MPI uses a distance functiaapproach to measure productivity improvements.
Caves, Christensen and Diewert (1982) first intoeduthe idea of using a distance
function approach to analyse changes in produgthdtsed on a general production
function. DEA-based MPI was first introduced by d&at al. (1994) in a study of
productivity improvements in Swedish hospitals gdime conceptual basis provided
by Ferrell (1957) and Caves, Christensen and Die{®#882). Following Fare et al.
(1994), the input-oriented MPI was expressed usipgit distance functions with
respect to two periods as follows. The equatiomesgnts the productivity change of

a production unit over the time span of ‘t’ andl't+

Equation 4.8

D::i (yt+l’ Xt+l) * D(t:iﬂ(yﬁl’ Xt+1)]l/2

Mi(xt+1'yt+1’xt'yt)=( Dt(y Xt) DH.l(y Xl)

2 The input (/output) distance function addreses impact of the minimum proportional

reduction (/increase) of the input(/output) mixtéme a given output (/input) mix (Coelli et al.
1998)

-08-



Chapter Four An analysis of efficiency and produitt changes of
the banking industry in Sri Lanka

where ‘D @)'3 is the input distance function arld,(X,,, Y., %.Y,) is the MPI

which shows the change in productivity of the DMhlder review on the constant
return to scale (‘C’). ¥, ‘X{, ‘Y1 and ‘.1 are shown as outputs (y) and inputs
(x) of the year ‘t’ and the year ‘t+1’ respectively

The productivity change in a given two consecutigeriod contains two
components, namely, change in technical efficigigeyching up effeéj and change
in production technology (frontier shift effect)arfe et al. (1994) showed that MPI
can be decomposed into two elements to find thehoad-up effect and frontier-

shift by reproducing the above equation as follows:

D<t:i (Xt+1' yt+l)j*{ D<t:| (Xt ' yt ) * D<t:| (Xt+1' yt+l) jllz

M- ’ +17 ’ =
|(X1+1 Yiar % yt) ( D(t:i(xtlyt) Déi"l(xt,yt) Dérl(xt+l7yt+1)

Equation 4.9

Total productivty change= Efficiencychangex Frontier shift

The first element of the equation on the right hamte stands for the efficiency
change, and the second element stands for theedraftft between time period ‘t’

and ‘t+1’. Based on the above equation, two sepaexjuations have been
constructed to estimate the efficiency change amghct of frontier shift (Fare et al.,
1994).

Equation 4.10

t
Efficiencychange= (M]

D; (X’[ ) Yt)

D& (%, %) 4 D Vi) )
Frontiershift=[ Y ATy A ] Equation 4.11
D5 (% %) D& (% Vi)

‘D (e)’ denotes a distance function.
Catching-up effect is the improvement of techhieficiency in a given two consecutive
period by reducing the efficiency gap between &ffitand inefficient DMUs

N
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If productivity of a DMU has improved between tweripds, the MPI reveals a
value greater than one. Conversely, an MPI less thiae indicates declining
productivity between two periods. Productivity irapements from technological
changes and efficiency changes are also interpnetedimilar manner (Coelli, Rao
and Battese, 1998).

Both parametric and non-parametric approaches Ih@en applied in previous
studies to estimate MPI. This study relies on a-pammetric DEA approach.
Respective MPIs are estimated using ‘DEA-Solvetvgarie’ developed by Kaoru
Tone. Both VRS and CRS approaches have been appliegbplications on
productivity changes (Krishnasamy, 2004; Mukherj&gy and Miller, 2001). MPI
estimated using the CRS approach ignores the eliféer in size between DMUSs in
the sample, thus providing relatively higher distnatory power when using a
small sample. Therefore, this study is limited he CRS-based MPI. Respective
MPIs are estimated from individual year data toiltate the estimation of

productivity and technical and technological change

4.4 The Banking Model

As stated in Chapter Three, previous studies haed a number of approaches of
input and output specification, namely, productioiermediation, assets, user-cost
and value-added. However, there is no appareneosns evident in the literature to
identify the most appropriate approach. This studgs two input and output

specifications to recognise the significance ofermtediary roles and assets
transformation roles in the banking industry in Sanka (Arshadi and Karels,

1997). The main reasons to restrict this study&above two models are explained

below.

. Availability of required data: data for this studye gathered through
secondary sources. Therefore, specification oftima output is limited to
the available information.

® See Coelli, Rao and Battese (1998) for more inéion on DEA models used for estimating MPIs.
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. Sample size: this study is based on a relativelgllssample. The number of
inputs and outputs which can be incorporated inBE& model is restricted
by the sample size (Cooper, Seiford and Kaoru,0R0Therefore, all
important input and output variables cannot be ripomted into a single
model.

. Various sources of efficiency and productivity impement: different
combinations of input and output can be used tamest the different
aspects of firm efficiency and productivity impronent. The two
specifications used mainly focus on two functiorfisbanking institutions,
namely, intermediation and asset transformation.

. Completeness of the assessment process: these adelsrincorporate all
important input and output variables to the assessiprocess.

. Discriminating power of the specific DEA models: BHliscriminatory
power is controlled by the number of inputs andgats in the model and the
number of DMUs under observation. Inclusion of marput and output
variables into a model reduces the DEA's discrirtanapower. As such, use
of a few models with different input and output ishtes may permit the

assessment of efficiency under different perspestiv

The first model used in this study aims to measifieiency in intermediation. It

specifies inputs and outputs based on the standéednediation and the profit

approaches (which is a variation of the value-addpproach). Thus, it allows
incorporation of the impact of both risk and retwhintermediation process in
efficiency estimation. Table 4.1 presents input audput variables used in this
study and their definitions. All variables in Mod@ne, except loans and other
advances, were extracted from banks’ income stattsm8ince all those variables
are related to the day-to-day operation of bangsmated efficiency scores using

Model One can be used to proxy the operationatieffcy in intermediation.
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Table 4.1: Specification of input and output variates

Variables Definition Model One | Model Two
Interest expenses| The amount paid as interest bnlrgdut
liabilities including deposits, debenturges
and other long-term and short-term
loans.
Personnel costs The total expenses of banking, stifput
such as wages and retirement benefits.
Premises and Expenses incurred in providing otheinput
establishment basic infrastructure such as
expenses communication, rent, depreciation and
insurance.
Deposits Total funds collected on depasit Input
mobilisation.
Other loanable Funds which can be used for granting Input
funds loans and advances from all sources,
including debentures and other lopg
term and short term borrowings other
than deposits.
Number of Total number of full-time workers. Input
employees
Loans and Rupee amounts of total loans provided.  Output Qutpu
advances
Interest income Income received as the interest| @otput
banks’ loan portfolios.
Other income The income generated from sour@stput
other than banking activities.
Other earning Total investment made on operational Output
assets assets other than the loans and advanpces
such as investments.

Input and output variables which are included teeosd model aim to measure
efficiency of the asset transformation role of ISthkan banks. The model measures
how banks’ resources have been effectively allaCatelifferent asset portfolios. It
includes three input variables: deposits, othemabte funds and number of
employees; and two output variables: loans andrambsaand other earning assets.
All non-revenue-generating assets are excluded thenmodel. All output and input
variables, except the number of employees, areiguidxy corresponding monetary

values in published financial statements.
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4.5 Data and Sample

In this study, it was assumed that the bank geeerands for lending activities
through deposit mobilisation (customer deposit$)usl the study sample includes
all locally established commercial and savings BankSri Lanka. Both savings and
commercial banks use customer deposits for fingntheir products. As explained
before, the savings banks are not allowed to adbepturrent (checking account)
deposit. However both savings and commercial banksi Lanka operate under the
same operational and regulatory infrastructure. theny both savings and

commercial banks have maintained an island-widedbraetwork.

Registered finance companies which are authorseadept only time deposits can
be considered as major players in the domestic sitepaarket. However, their
operational activities are entirely different frooommercial and savings banks.
Similarly, some licensed specialised banks (suchmaschant and development
banks) are entitled to accept customers’ depokitsvever, they mainly rely on
borrowings and other sources. Therefore, thosende@ specialised banks and

registered finance companies were excluded fronstilndy sample.

Foreign banks primarily provide wholesale bankiegvices to the corporate sector
through their limited branch networks spread omiythe urban areas. On the other
hand, local banks in Sri Lanka mainly provide tebainking services. Further, their
branch networks are not limited to the urban areBserefore, this study is limited
to local banks. The sample covers a 16-year cexdsosa from 1989 to 2004. Bank-
related data for the study are mainly collectednfrnublished financial statements of
local banks. The macroeconomic data are collectad farious annual reports and
other publications of the CBSL.

Before 1988, the corporate sector in Sri Lankaofedld conservative financial
information disclosure policies. The minimum distiee policy adopted before
1988 restricted information contained in the anrimal accounts. In 1988, changes
in accounting standards, which aimed to improve qolity and coverage of

financial information contained in the corporatenaal reports, were introduced.
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The new format of accounts introduced in 1988 mtesiall required information for
the study in the annual reports of local banks.ré@foee, this study is restricted to a
16-year period that uses the new format of accouRtsther, all banks which have
operated for more than three years within the stpdgod are included in the
sample.

DEA models need data to be free from measuremeanitseor noise to make more
accurate estimations (Mester, 1996). Since the dséd in this study are mainly
extracted from audited accounts, it is expectedeahdata will have an acceptable
level of reliability. As previously stated, the nefermat of annual accourits
provides a broad view of operational results andrfcial status of reporting firms.
Therefore, it is possible to develop a comprehendatabase for the study using the

annual report data.

Table 4. 2: Corresponding periods of each window

Window Corresponding years Point of estimation
in each windows
WIN_1 1989, 1990, 1991 1990
WIN_2 1990, 1991, 1992 1991
WIN_3 1991, 1992, 1993 1992
WIN_4 1992, 1993, 1994 1993
WIN_5 1993, 1994, 1995 1994
WIN_6 1994, 1995, 1996 1995
WIN_7 1995, 1996, 1997 1996
WIN_8 1996, 1997, 1998 1997
WIN_9 1997, 1998, 1999 1998
WIN_10 1998, 1999, 2000 1999
WIN_11 1999, 2000, 2001 2000
WIN_12 2000, 2001, 2002 2001
WIN_13 2001, 2002, 2003 2002
WIN_14 2002, 2003, 2004 2003

[win = window]

As stated before, the sample is composed of 1&ydarmnbalanced panel data. Only
six banks are represented in the first year oktmple period. However, the number
increased to 12 banks in the last year, thus aggregto 157 observations. Fourteen
three-year moving windows have been drawn fromstm@ple period and used as
the pooled data to construct 14 production froatfer efficiency assessment. The

6 See SLAS 03 : Presentation of Financial Statesnent
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three-year windows are named by their respectivddimiyears as shown in Table
4.2.

Three modes of classification are used to clustek$ in the sample for analysis of

estimated efficiency and productivity scores aggilselow:

* by function: banks which are functioning as savihgaks and banks which
are functioning as commercial banks;

* by ownership: privately-owned banks and state-owraetks;

* Dby relative experiences: banks which existed bef®87 (old) and banks

which commenced operation after 1987 (new).

Efficiency differences in various types of bankimgits are examined on the mean
estimated efficiency scores. The Mann-Whitney igstsed to test the significance
of differences in efficiency distributions of van® forms of banks. The trends in
estimated efficiency in various forms of bankingnf are examined using a

longitudinal graphical representation.

4.6 Analysis of Estimated Efficiency Scores

This section presents results and discussion drafysis of estimated efficiency
scores. First, it presents mean values, standamdaties and correlation

coefficients of input and output variables usedhia efficiency analysis. Second, it
produces the results and discussion of efficiemahysis using the intermediary and

assets approach.
4.6.1 Mean and standard deviation of input and outp  ut variables

Table 4.3 presents descriptive statistics of gdutrand output variables used in this
study. These statistics indicate that mean depotitsinks have increased four-fold
(1990-Rs.14,376 million and 2003-Rs.68,664 milliam)d other loanable funds
approximately six-fold (1990-Rs.2,010 million an@03-Rs.13,149 million) during

the study period. Similar trends to the depositeewecorded by loans and advances
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(1990-Rs.9,450 million and 2003-Rs.42,996 millioRgrsonnel cost has increased
from Rs.386 million in 1990 to Rs.1721 million i0@23.

Table 4.3: Descriptive statistics of input and outpt data

[%]
() (]
Tl 2| T |58l 8 |2 3R | E |3,
$ $ S 55| § g |88 | 8 5 | 58 £
£ Q = = o > o3 (0] < = = =
E E g |8 4| € 8 |2§& | E 5 |82 §
1990 1,343 386 223 9,450 14,376 3,881 1,911 359 2,010 4,638
(1,269) (459) | (215) | (10,669) | (13,191) | (4,051) | (1,746) (308) (2,741) | (7,685)
1991 1,804 477 300 11,365 18,051 4,019 2,468 445 2,691 6,016
(1586) (539) | (287) | (11,464) | (15,481) | (4,036) | (2,113) (363) (3,888) | (9,174)
1992 2,313 602 405 13,531 22,162 4,150 3,194 581 3,542 7,435
(1,897) (657) | (386) | (12,587) | (17,612) | (4,007) | (2,619) (521) (5,398) | (10,862)
1993 2,839 739 515 16,546 27,371 4,267 4,061 695 5,241 10,280
(2,222) (790) | (470) | (14,763) | (20,757) | (3,950) | (3,205) (658) (7,617) | (13,765)
1994 3,053 816 582 18,823 30,549 3,996 4,570 763 5,780 10,860
(2,594) (883) | (584) | (18,172) | (25,566) | (3,915) | (3,884) (765) (8,083) | (15,463)
1995 3,361 861 623 20,620 33,679 3,805 5,014 814 6,427 12,336
(3,066) (940) | (707) | (20,167) | (29,946) | (3,906) | (4,513) (888) (8,824) | (17,676)
1996 3,497 881 622 21,766 35,099 3,515 5,177 887 6,666 12,861
(3.435) | (1,035) | (813) | (22,364) | (33,995) | (3,873) | (5,055) | (1,091) (9,317) | (19,519)
1997 3,646 976 593 23,838 38,592 3,515 5,485 962 7,619 14,165
(3,558) | (1,158) | (796) | (24,285) | (37,077) | (3,871) | (5,330) | (1,176) | (10,537) | (20,759)
1998 3,650 1,050 509 25,948 40,726 3,367 5,510 931 8,101 14,531
(3,708) | (1,272) | (669) | (26,605) | (40,015) | (3,823) | (5.497) | (1,203) | (11,696) | (21,870)
1999 3,874 1,154 463 29,805 44,282 3,307 5,862 953 10,857 15,087
(3,946) | (1,403) | (486) | (30,585) | (43,175) | (3,775) | (5.810) | (1,212) | (17,559) | (22,974)
2000 4,769 1,249 471 34,313 48,576 3,214 6,780 1,011 12,356 16,989
(4,963) | (1,523) | (415) | (36,727) | (47,432) | (3,712) | (6,898) | (1,246) | (20,321) | (25,388)
2001 5,157 1,342 542 37,546 53,884 3,111 7,453 1,118 13,112 19,905
(5,260) | (1,625) | (470) | (39,091) | (53,025) | (3,607) | (7,494) | (1,224) | (19,841) | (29,181)
2002 5,103 1,517 603 39,833 60,492 2,998 7,823 1,272 12,540 25,047
(5,179) | (1,832) | (513) | (40,296) | (60,022) | (3,459) | (7,730) | (1,276) | (15,920) | (35,300)
2003 4,429 1,721 668 42,996 68,378 2,912 7,650 1,459 13,149 27,492
(4,383) | (2,082) | (560) | (41,555) | (67,664) | (3,291) | (7.364) | (1,532) | (13,453) | (39,702)
Pooled 3,606 1,090 521 27,524 42,574 3,458 5,537 957 8,757 15,857
(3,911) | (1,479) | (568) | (32,263) | (48,343) | (3,766) | (5,991) | (1,191) | (13,636) | (26,762)

[Note: Standard deviations are in parenthesesvdlles in the table except number of employeeiarellions of Sri

Lankan rupees.]

- 10€ -




Chapter Four An analysis of efficiency and produitt changes of

the banking industry in Sri Lanka

After adjusting for the change in the number of keos, the mean labour expenses
have increased six-fold. The main reason for tr@adese in the average number of
workers may be the entrance of medium-scale bankistiutions to the industry.
On the other hand, increases in labour costs mag baen due to both normal

salary increases and the increase in more highligdhbanking professionals.

Almost all of the variables indicate high standdaviations. Specifically, variables
such as personnel expenses, number of employdes,loanable funds and earning
assets indicate high coefficients of variafioriThe Sri Lankan banking industry
comprises few big banks and a number of medium-samall-scale banks. Thus, the
recorded differences in values of observed vargabdesult from those scale
differences. However, the methodology used allogsessment of efficiency and
productivity improvements of DMUs ignoring theirase of operations (Cooper,
Seiford and Kaoru, 2000).

Table 4.4: Correlation of input and output variables (pooled data)

Interest | Personnel| Establish | Deposits | Other No. of
expenses expenses| -ment loanable | employees
funds
Advances 0.762 0.936 0.822 0.857 0.873 0.73
Interest income 0.976 0.882 0.765 0.968 0.733 0.72
Other income 0.659 0.855 0.833 0.781 0.890 0.64
Other earning
assets 0.799 0.520 0.340 0.799 0.362 0.321

Table 4.4 identifies correlations among input antpat variables. As explained by
Avkiran (1990), correlation coefficients among ih@nd output variables can be
used to show the appropriateness of such variables.recorded high correlation
coefficients between input and output variablegepx in a few cases, confirm that
selected input and output variables for performaecaluations are appropriate.
However, other earnings assets which have been asedh output in the second
specification show low correlations with establigmn expenses, other loanable

funds and number of employees. The recorded loweladion of other earnings

" See Appendix 3 for coefficients of variation
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assets with loanable funds and number of emplogess have little effect on the
estimation of efficiency in the asset transformatiprocess since such assets

represent a small proportion of total assets.

The remainder of this section presents the estonaticiency scores. The

discussion of estimated efficiency scores begins régroducing the average
estimated efficiency scores in each window. Secanérage efficiency scores of
different forms of banks (which is based on midrymaan efficiency scores of three
year windows) are presented, together with the Ma#mitney test scores. Further,
graphical presentation is used to highlight thadeein efficiency and differences in
estimated efficiency scores in different forms oénking units. Graphical

presentation is used to make a longitudinal analykestimated efficiency trends.

4.6.2 Efficiency in intermediation

Figures 4.1, 4.2 and 4.3 represent an estimatedh redfeciency score of 14
three-year moving windoWws In general, these graphs show a negative trend in
estimated efficiency scores throughout the periodlicating three phases of
efficiency evaluation as outlined below:

* from 1989 to 1994, a declining trend in estimattitiency;
» from 1995 to 2000, a stable trend;
» from 2001 to 2002, a sharp decline followed witlttke recovery.

The first window (in Figure 4.1) shows that the rage TE score in intermediation
[TE(D] is 98.9% in 1989, indicating a low wastagkinputs (inefficiency) in the
production processes. However, in 2004 the estonate(l) declined to 90.2%,
indicating an overall downward trend in efficienéysimilar trend is also exhibited
in PTE in intermediation [PTE(l)] (1989—100%, vess2004—90.9%) and SE in
intermediation [SE(I)] (1989—98.9%, versus 2004-594). The remaining part of
this section discusses the efficiency trends aagttential grounds for those trends.

Mean estimated efficiency scores in each windmwpaesented in Appendix 4

- 10€ -



Chapter Four

1.00 .\-\
0.96 ’\\ \' . A
> \ “\‘ /‘\ .-e f
£ 08 e Y . A
w 0. h \ /
0.84 :/
0.80
0.76 : : : : : : : : : : : : : — ‘
1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004
Year
Figure 4.1: Average TE(l) - Window analysis
o 7W‘5 = 'F‘il </ U/W
0.9¢ i e
- .
3 :
$ 092 -
2 *;,a&”*
W o.88
0.8
0.80 : : : : : : : : : : : : : : : ‘
1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004
Year
Figure 4.2: Average PTE(l) - Window analysis
1.00
0.96 A A
- N /c
o
.5 >K\ /\. / \/‘
2 092 ¢~
L
0.8¢ /
0.84
0-8c T T T T T T T T T T T T T T T 1
1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004
Year

Figure 4.3: Average SE(I) - Window analysis

-10¢-

An analysis of efficiency and produitt changes of
the banking industry in Sri Lanka




Chapter Four An analysis of efficiency and produitt changes of
the banking industry in Sri Lanka

As indicated in the above, the estimated efficiescgres during the period 1989 to
1994 show a declining trend. In this period, thgutations that controlled new
entrants were withdrawn. Implementation of B&nking Act 1988along with the
establishment of the CIB and the repurchase mdikeigovernment securities,
occurred contemporaneously. This followed the ddapof Article VIII of IMF®
which facilitates free international monetary tractgons. The opening of two new
privately-owned banks subsequently increased thecesuration of the banking
market. During this period, the Colombo Stock Exuearecorded a peak in the
stock market price index. The improvement in th@iteh market attracted a
substantial portion of Sri Lanka’s financial asséts the stock market. The
introduction of unit trusts and primary share issugy many publicly listed
companies considerably increased the attractiofurds to Sri Lanka’s financial
markets. The relative scarcity of skilled bankirtgffsand the immediate need for
more labour inputs were the initial causal factara noticeable rise in the personnel
costs of Sri Lanka's banking industry. These cirstances may have adversely

affected the banks’ intermediation function.

The second phase, which was experienced from X®26Q0, records a stable trend
in estimated efficiency in intermediation with $itgupward trend. The introduction
of new electronic trading on the government bondketaand the strengthening of
the CBSL's supervisory and monitoring role took galain this period. The

introduction of Sri Lanka’s Inter Bank Offer Rathe removal of restrictions on

foreign individuals trading and investing on thel@wobo Stock Exchange (CSE),
the relaxation of limits on foreign shareholdingdaownership of Sri Lankan

commercial banks, and the introduction of Sri Laskating exchange rate also
took place during this period. Banks were alsoddrto become more competitive to
counter pressure from other forms of financial menproviders such as leasing
companies, development banks and insurance firomghdérmore, in late 1990, the

government changed its direction from the privaitsaof two state-owned banks to

° In the adaptation of Article VIII of IMF, soveégm nations are obliged to refrain from

imposing restrictions on the making of payments armhsfers for current international
transactions, or from engaging in discriminatoryrency arrangements or multiple currency
practices, except with IMF approval.
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commercialisation, allowing management greaterdioee to give more market
orientation to operations of those banks. Acconginthe limited autonomy offered

to state commercial banks has favourably affedted performance.

The third phase starts with a sharp drop in es@thefficiency score in 2001. This
period is most important in terms of the contemppsacial, political and economic
environment. Due to the growing threats of terrarishe Sri Lankan government
increased its defence expenditure in 2000 whichltext in a considerable budget
deficit. The government relied on domestic borraysirto finance the fiscal deficit.
First, the use of domestic debt for financing tlediait created a short-term credit
restriction by local commercial banks, especialhe ttwo state-owned banks.
Second, the government introduced a tax on debitséctions on all deposit
accounts in banks from 2002. These actions hadngradt on the estimated
efficiency scores (especially the estimated efficiescores for the window period
2000-2002) of the Sri Lankan banking system.

A number of changes took place during the sameogerihese included the
withdrawal of the lower limits on statutory resereguirements (SRR); the increase
in the risk-weighted capital adequacy ratio (CARy (0%), the introduction of
daily determination of SRR on commercial banks’ as, the removal of stamp
duty and the national security levy from finandi@nsactions, the reduction of the
repurchase rate and reverse repurchase rate, @amatrthduction of single borrower
limits. These regulatory changes impacted on theierfcy of the banks. However,
the removal of stamp duty and the national secleity from financial transactions
was not sufficient to counter the negative influssiof the other policy changes on

the evident performance of the banks.

Figures 4.4, 4.5 and 4.6 depict mid-year estimatezhn efficiency scores in
three-year windows. Tables 4.5 and 4.6 present alvemeans and the
Mann-Whitney Test scores, which measure the smgmfie of the differences in
estimated efficiency between banking clusters. diheof these figures and tables is

to demonstrate differences in efficiency amongedéht types of banks.
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The estimated mean efficiency scores, based oryedd+esult? in each three-year
window, are a better indication of the banks’ e#icy. All graphs representing
different types of Sri Lankan banks record a déagjrirend in efficiency during the
first half of the study period (1989-1996). Howeveuring the second half of the
study period, all banks show a very slight upwaemd in efficiency. This upward

trend coincides with the third phase of the finahoeforms.

Table 4.5: Descriptive statistics - Efficiency sc@s in intermediation

TE(I) PTE(I) SE(I)
0.931 0.984 0.945
All'banks (0.090) (0.026) (0.079)
Commercial banks 0.922 0.981 0.939
(0.095) (0.028) (0.085)
Savina banks 0.973 0.996 0.978
9 (0.028) (0.008) (0.026)
. : R 0.951 0.982 0.967
Privately-owned commercial banks (0.051) (0.023) (0.042)
State-owned commercial banks 0.843 0.977 0.860
(0.135) (0.037) (0.118)
0.906 0.987 0.916
Old banks (0.117) (0.028) (0.103)
New banks 0.940 0.974 0.964
(0.055) (0.026) (0.045)

[Standard deviations are given in parentheses]

All banks: The estimated overall means of the TE(l), PTE() 8E(l) scores show

a similar trend. The first window (1990) produce3E&(l) of 97.2%, a PTE(l) of

99.6%, and a scale efficiency score of 97.7%. Hs¢ Window indicates a slight
drop in efficiency with a TE score of 93.6%, PTBrecof 97.4% and SE score of
92.6%. However, during the early part of the pefrodn 1990 to 1996, a sharp drop
in the TE(I) was experienced by Sri Lankan bankss Tay be due to the combined
effect of the entry of new banks, the investmenthim adaption of technology, and
competition with new entrants such as unit trus@sing firms and other specialised
financial services—all competing for market shdfarthermore, developments in

financial markets, especially in the CSE, may haffected the financial services

10 See Appendix 5 for mean estimated efficiencyesdor different types of banks
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industry in Sri Lanka. The trend in overall averaggciency scores indicates that
efficiency improvements as a result of the finahaeactor reforms may not be
achieved in the short-run but, rather, in the lomg-

Table 4.6: Mann-Whitney test scores — Efficiency imntermediation

TE(I) PTE(I) SE(I)

Savings vs. commercial bankg 573.0 544 696
[-3.22%] [-3.58%] [-2.39%4]

Privately-owned vs. state- 462.0 979 348
owned commercial banks [-4.47*] [-0.74] [-5.30%]
Old vs. new commercial banks 1264.0 764.0 994.0
[-0.70] [-4.02*] [-2.43%]

['Z' scores are given in parentheses. “** indieatthat test scores are significant under 5% [evel.

Savings and commercial banks:The sample includes both savings banks and
commercial banks. It is important to note that ¢heras only one state-owned
savings bank (National Savings Bank (NSB)) in opena until 1997. The
government directly promoted national savings tglolNSB by granting various
types of tax concessions and other incentivesetarm, NSB is used as a major
funding source for the government. The NSB alsovides various lending and
savings products nationwide via its branch netwamll through state post offices.
The financial reforms introduced in the third phastihdrew some of the incentives
granted to NSB. In addition, the government allovisB to set its own interest

rates.

Table 4.5 shows that savings banks produced a $Egle of 97.3%, a PTE(l) score
of 99.6% and a SE(I) score of 97.8% and commebazaks reported a TE(l) score
of 92.2%, a PTE(l) score of 98.1% and a SE(l) s@ir83.9% during the period
1989-2004. The estimated Mann-Whitney test stasistor the efficiency scores
given in Table 4.6 indicate that differences betwseores in all three measures are
significant in the case of savings banks versusneeroial banks. However, the
differences in estimated efficiency scores betweemmercial banks and savings
banks have narrowed during the latter part of tioelys indicating that financial

reforms have improved the efficiency of commerbahks in the long-run.
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Privately-owned and state-owned commercial bankg=inancial reforms aimed to
reduce government involvement in the banking ingudty removing some
operational restrictions which controlled the ptalg-owned banks’ performance.
Thus, examination of improvements in efficiencypoivately-owned banks relative
to the state-owned banks is important. The analysisstimated efficiency scores
shows that state-owned commercial banks have redotde lowest estimated
efficiency scores during the study period. Thosekbaecord an average TE(l) score
of 84.3%—with a PTE(l) score of 97.7% and a SE¢hre of 86%—signalling that
the main source of inefficiency is the scale of raien. On the other hand,
compared to state-owned commercial banks, privatetyed commercial banks
report a relatively higher average TE(l) score bf19—with a PTE(l) score of
98.2% and a SE(I) score of 96.7%. The results s that the efficiency gaps
between Sri Lanka’'s state-owned commercial banksl gmivately-owned
commercial banks have widened, particularly durihg first part of the study
period. This result shows that the removal of opanal restrictions has generated
improvement in the average efficiency of privatelyned commercial banks.
Furthermore, results show that the commercialisgtimcess introduced in 1995 has
improved the efficiency of state-owned banks and teluced the efficiency gap
when compared with privately-owned banks. In otheords, state-owned
commercial banks would have been equally efficenprivately-owned banks if the

boards of management had a similar level of autgnondecision making.

Differences in estimated efficiency scores, espigcia state-owned commercial
banks, may have been a consequence of the scaésldae to persistent control by
the government. The Mann-Whitney statistics presgm Table 4.6 indicate that
there are significance differences in estimated)T$6res and SE(I) scores between
privately-owned and state-owned commercial bankswéver, estimated PTE(l)
scores are not significantly different. Differences ownership, autonomy of
management, operational environment, as well asctbes of the institutions, may

have impacted on the differences in estimatedieffay scores.
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Old banks and new banks:Although financial reforms came into effect in X97
the first new local bank entered the banking manketarly 1987. However, the
number of Sri Lankan local banks doubled by the @n@d004. The newly-entered
banks pioneered information communication techriel@ the Sri Lankan banking
industry. OId banks still mainly relied on manualskd traditional banking
transaction methods. The diversified range of sesvioffered by the new banks
intensified competition throughout the banking istdy. This is confirmed by higher
efficiency scores of new banks compared to thebalaks over the period 1989 to
2004. For instance, new banks recorded TE(l), BTard SE(l) efficiency scores
of 94%, 97.4% and 96.4% respectively. The corredpanfigures for old banks are
90.6%, 98.7% and 91.6%. Although the overall averafficiency score of new
banks is higher than that of the old banks, theieficy of new banks in the last
window period (2002-2004) has decreased in comparsgith the first window
period (1989-1991). The average TE(l), PTE(l) ai&glSscores in the first window
period are 97.7%, 98.7% and 98.9% respectively,redwethese values reduce to
93.3%, 95.4% and 97.8% in the last window periogkimy the period under review,
old banks recorded a higher PTE(I) in many of tlearg, while maintaining
relatively high scale inefficiency. On the othernda new banks are able to
outperform old banks in technical and scale efficie The Mann-Whitney test
scores indicate that there is not a significanfeddince in TE(l) between the
recorded performances of the new and the old banésever, the differences in
PTE(l) and SE(I) are significant.

Overall, the analysis provides mixed evidence irgdato the financial reforms. The
shift from a negative trend in the second halfha study to a positive trend shows
that banks took a long time to respond to policgnges. The next section examines
the effectiveness of the asset transformation goae the banking industry in Sri
Lanka.
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4.6.3 Efficiency in asset transformation

Transformation of financial assets into small urnitat satisfy the expectations of
borrowers and savers is a main function of banknsgtutions (Santomero, 1984).
Under the asset transformation function, banksecblideposits and use those
deposits to produce products (such as loans, adsanm leasing) and invest excess
cash in earning assets (such as treasury billsentieles and shares). Asset
transformation requires the intermediary to prodseevices and bear the associated
risk (Arshadi and Karels, 1997). Banks have to mmse their use of the financial
resources they hold after maintaining liquidity ioat and other legal reserve
requirements. Furthermore, a bank’s ability todle financial resources optimally
to income generating uses may allow it to gain sapgerformance over other

banks. Therefore, the second model examines eftigian asset transformation.

Figures 4.7, 4.8 and 4.9 graphically present thttmeted mean TE in asset
transformation [TE(A)], PTE in asset transformatigiTE(A)] and SE in asset
transformation [SE(A)] scores for each three-yeardaw. The trend exhibited in
those figures is dissimilar to the trend recordedrigures 4.1, 4.2 and 4.3. Overall,
the trend in estimated efficiency scores sugges# there is a reduction in

efficiency during the study period.

As explained previously, asset transformation iseal at maximising the use of the
banks’ resources to create portfolios of income eg@img assets. Recorded
efficiency scores indicate that the banks wereatf¢ to utilise their funds fully to
create such assets. In general, an economic denetdpstrategy would increase the
demand for funds. Banks contribute to economic kbgwveent by providing
intermediary services to channel excess funds fsawvers (surplus holders) to
satisfy borrowers’ (deficit holders’) demand foméls. In turn, efficiency of asset
transformation helps banks to increase their mapkgéential in the future. The
overall downward trends reported in efficiency ssoshow that the amount of

non-productive assets was increasing in banksiibeBika.
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Relatively stable trends with slight fluctuations estimated efficiency scores are
recorded until 2001. Thus, the estimated efficientyasset transformation also
records sharp drops in efficiency in 2001. The dropstimated efficiency scores in
2001 indicates that the credit restrictions follogvthe financing of the government
fiscal deficit have adversely affected banks’ efficy. Further, this result indicates
that financial distress in the economy may reduwe dperational efficiency of

banks. Overall, Figures 4.7, 4.8 and 4.9 indi¢htd Sri Lankan banks have not
shown significant efficiency changes until 2001 rtker, the estimated efficiency
scores recorded in the rest of the study periodvsaarecovery in the recorded

efficiency drop during the previous period.

Some reform measures which were introduced duhageériod 1989-2004 affected
the asset transformation process. The establishwierst secondary market for
government securities, along with the removal cdddr ceilings on loans and
advances granted for the purchase of immovable eptiep, expanded the
investment opportunities for banks. Furthermoretaldshment of the credit
information bureau facilitated banks to be moreraggjve in the lending market.
Altogether, these reforms enhanced the asset tranafion process of banks in Sri
Lanka. On the other hand, the new provision intoedufor issuing certificates of
deposit helped banks in increasing their deposie®aln addition, the establishment
of a secondary market for government securitiesigeal new alternative ways of

managing the banks’ liquidity positions.

Factors such as changes in cash and near-casltdmliarbanking firms and lower

growth in productive assets compared with growtthitotal assets base of bariks
adversely affected the banks’ efficiency. Furthenenothe government’s fiscal
policies also negatively influenced banks’ operadioefficiency. The debit tax

imposed in 2001 on all debit transactions in bacdoants adversely affected short-

1 As indicated in CBSL Annual Report — 1999, tbat amount maintained as cash balances by
all commercial banks increased by 12% in 1998 drfd th 1999.

12 Commercial banks reported 59% growth in totaétss 1999 and only 15.6% growth in total
loans and advances. In particular, due to thedttire Millennium-bug, banks tended to keep
more liquid assets during the period 1998-1999.
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term deposits in banks. The unofficial credit cgjlimposed on all loans granted by
state commercial banks affected the investmentgiorof those banks.

The results also indicate that the change in gowent at the beginning of the
second half (in 1994) negatively affected the asaesformation function of banks.
The commencement of a new political regime creatstiarp drop in the financial
services sector in general. As an example, the @B&rted a drop in the all-share
price index® during the same period (1994-1996). Stagnatioecohomic activities

was reported due to the fear of possible economiicypchanges, which may have
lead to a more controlled economy. However, no sadical changes in economic
polices were reported after 1994. Further, the iman&ector severely suffered from
irrecoverable loans granted on political interventduring the 1987 to 1994 period
(Bandara, 1998). Accordingly, the recorded stabdnd in estimated efficiency
scores, especially during the period 1989 to 26@rns that early financial reforms

have not made either negative or positive effestthe asset transformation process.

Table 4.7 shows the mean estimated efficiency ¢sEfatransformation) scores of
different forms of banks. As indicated in the tal3el Lankan banks record a TE(A)
score of 94.2%, a PTE(A) score of 97.6% and a SE@yye of 96.5%, indicating
relatively high efficiency levels with very low stdard deviations. It appears that
savings banks, which record a TE(A) score of 99.4BTE(A) score of 99.8% and
a SE(A) score of 99.6%, are most efficient in adsahsformation. Moreover,
commercial banks record a TE(A) score of 93.2%TE(R) score of 97.2% and a
SE(A) score of 95.9%. State-owned banks report I[dweest mean estimated
efficiency scores during the period 1989-2004. Téeorded low mean efficiency
score in state-owned banks suggests that thosesbhake not fully utilised
resources such as deposits, other loanable furdihvamman resources to produce
productive asset portfolios. Furthermore, the réedr low mean SE(A) score
relative to the average PTE(A) score suggestsaleatge portion of the inefficiency

in asset transformation originates from a sub-opitscale of operations.

13 The all-share price index (ASP) is the main indsich reflects the movement in overall price

levels of the Colombo Stock Exchange. As indicatethe CBSL Annual Report 1999, the
average ASP dropped by 323 points in the firstqoe(l994—986.7 and 1995—663.7).
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Table 4.7: Descriptive statistics — Efficiency in gset transformation

TE(A) PTE(A) SE(A)
0.942 0.976 0.965
All banks (0.057) (0.030) (0.045)
Commercial banks 0.932 0.972 0.959
(0.058) (0.031) (0.046)
Saving banks 0.994 0.998 0.996
9 (0.010) (0.004) (0.008)
Privately-owned commercial 0.940 0.969 0.969
banks (0.051) (0.032) (0.033)
State-owned commercial banks 0.912 0.980 0.930
(0.069) (0.026) (0.064)
Old commercial banks 0.922 0.975 0.946
(0.060) (0.028) (0.054)
New commercial banks 0.943 0.968 0.973
(0.052) (0.034) (0.031)

[Standard deviations are in parentheses]

Table 4.7 shows that new banks record high meamastd efficiency scores
(TE(A) score of 94.3%, PTE(A) score of 96.8% andAEcore of 97.3%) relative
to old banks (TE(A) score of 92.2%, PTE(A) score9dt5% and SE(A) score of
94.6%). Even though the average size of old bankarger than the new banks, new
banks record a higher average SE(A) score than baloks. The production
technologies used in asset transformation by thve menks may have influenced

their recorded efficiency.

Figures 4.10 (a & b), 4.11(a & b) and 4.12 (a & drpphically present mean
estimated efficiency scores in asset transformatia@ach window of different types
of banks. Overall, all banks record a stable tienestimated efficiency scores, with
minor fluctuations. State-owned commercial banksrethe lowest TE(A) scores
of 85.5% and SE(A) scores of 86% in 1998. The |eviA3E(A) score of 93.6% is
reported by state-owned commercial banks in 200@r&l, figures indicate there is

very little gap in estimated efficiency among diffiet forms of banks.
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The estimated TE(A) and SE(A) of state-owned conciakebanks are lower than
the estimated efficiency scores of privately-owrthks. However, state-owned
banks have shown relatively high PTE(A) than thavgtely-owned banks. The
recorded high PTE(A) and low SE(A) indicate thag tmain cause for technical
inefficiency of state-owned banks is the undernsation of their productive
capacity. Moreover, new banks out-performed old kbaby reporting higher

estimated efficiency scores throughout the studipge

The year 1994 coincided with major political charagel the start of the third stage
of the financial reforms. As mentioned before, taary changes related to the risk
management in commercial banks, the minimum cap@lirements, the statutory
reserve requirements and the CBSL supervisory dgp@ok place in this period.
These changes adversely affected the asset traratfon role, particularly in

commercial banks.

Table 4.8: Mann-Whitney test scores — Efficiency imsset transformation

TE(A) PTE(A) SE(A)
Savings vs. commercial bankg 182.5 525.5 261.5
(-5.84**) (-5.93*) (-5.31*)
Privately-owned vs. state- 858.0 824.0 716.0
owned commercial banks (-1.59) (-1.85) (-2.62*%)
Old vs. new commercial banks 981.5 1204.0 821.5
(-1.79) (-0.60) (-2.52**)

['Z’ scores are given in parenthesis. “** indieat that test scores are significant under 5% level.

The Mann-Whitney Test scores presented in Tablerév@al that differences in
estimated efficiency scores between savings andrmaymal banks are statistically
significant. On the other hand, estimated SE(A)resdhave shown significant
differences for all cases. These findings sugdestrecorded efficiency differences
in different forms of commercial banks mainly réedl from issues related to the

scale of operations.
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Recorded estimated efficiency scores in savingkdam all years are very much
closer to 100%, indicating that such banks were abl maintain high level of

efficiency throughout the study period. Furtheres results suggest that
commercial banks are less efficient than saving&sfieOverall, estimated efficiency
scores using the asset approach shows that thénlgan#ustry in Sri Lanka is adept
in performing the asset transformation role. Thet section reviews the outcome of
efficiency analysis made in the previous sectiod hmghlights the implications of

the overall analysis.

4.6.4 Nature of RTS

Tables 4.9 and 4.10 present information on the REESrded by each bank in each
window*®. As can be seen in both tables, CRS were eviderthé majority of

efficient banks. CRS is considered as the most ymtbge scale of operations
(Avkiran, 2000). Further, evidence on RTS indicasesne banks achieved CRS
even though they were not technically efficientetastingly, only a few banks were
in the IRS. As indicated in previous research, BankRS may enter into a market
merger or other form of business collaboration whi# major banks to expand their
scale of operations (Avkiran, 2000). However, thiady does not support such

strategic moves since the majority of banks ateeein CRS or DRS.

Both efficiency measurements show that a large murob inefficient banks in Sri
Lanka were in the DRS during the study period.iBasrly during the latter part of
the study, the number of banks in DRS has increaBadher, as identified in
efficiency analyses, most large and old banks vgeede inefficient. The result on
RTS confirms that the main cause of inefficiencyttaise banks were the excessive
scale of operations. As suggested by Avkiran, thmseks which were in the DRS
are required to downsize their scale of operatidhs. operations of such banks may
be rationalised by reducing the number of bank divas and restructuring human

resources.

14

See Appendix 6 for information on RTS for diffetéype of banks
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Table 4.9: Nature of RTS (efficiency in intermedia)

Window IRS CRS DRS Total
Efficient | Inefficient | Efficient | Inefficient | Efficient | Inefficient | DMUs
1989-91 0 0 10 1 5 5 21
1990-92 2 0 11 2 4 2 21
1991-93 0 1 13 0 6 1 21
1992-94 0 0 13 0 5 3 21
1993-95 0 0 11 1 7 4 23
1994-96 0 0 14 0 5 6 25
1995-97 0 0 14 1 7 6 28
1996-98 0 0 15 1 6 7 29
1997-99 1 0 14 2 6 8 31
1998-00 0 1 15 1 6 9 32
1999-01 0 0 13 1 8 11 33
2000-02 1 2 10 1 11 9 34
2001-03 0 0 10 2 13 10 35
2002-04 0 0 13 4 9 10 36
Total 4 4 176 17 98 91 390

Table 4.10: Nature of RTS (efficiency in assehnsfarmation)

Window IRS CRS DRS Total
Efficient | Inefficient | Efficient | Inefficient | Efficient | Inefficient | DMUs
1989-91 3 3 9 2 3 1 21
1990-92 2 5 9 1 3 1 21
1991-93 2 1 10 2 4 2 21
1992-94 0 0 11 3 3 4 21
1993-95 4 2 12 4 1 0 23
1994-96 1 0 12 2 6 4 25
1995-97 1 0 13 8 2 4 28
1996-98 2 1 13 2 6 5 29
1997-99 3 4 8 4 7 5 31
1998-00 2 6 9 5 4 6 32
1999-01 4 4 11 3 6 5 33
2000-02 2 2 12 3 10 5 34
2001-03 1 2 14 4 9 5 35
2002-04 2 1 13 6 9 5 36
Total 29 31 156 49 73 52 390
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4.6.5 Findings of the assessment of banks’ efficien  cy

The DEA technique identifies benchmarking units feasuring relative efficiency
of DMUs from the sample of DMUs under observatigrpiece-wise comparison of
DMUs. Thus, estimated efficiency scores of a sarmplBMUs are not appropriate
to compare with the estimated efficiency scoresnfranother sample of DMUs.
Furthermore, issues related to model specificadiiod input and output orientation
used in assessment of efficiency may also redueectimparability of estimated
efficiency scores with other studies. Thereforanparison of estimated efficiency
scores of a sample with another may distort thétyed hus, the comparison of
estimated efficiency scores has to be limited togas which have similar political,
economic and social characteristics. In other woitdis important to consider the
homogeneity of samples. Accordingly, the study sedlimit the comparison of

estimated efficiency scores to banks in Sri Lanka.

Sri Lanka commenced its financial services seafwrms in the late 1970s. This
study covered the second and third phases of fialareforms. Since the reforms
did not progress in a gradual fashion as planredinpact of the reforms on banks’
efficiency is difficult to highlight. However, thestimated efficiency scores in
intermediation and asset transformation show thatshkan banks have recorded a
high level of efficiency with an overall downwardomentum throughout the study
period. Mean average efficiency scores slightlyuced by the end of the period. On
the other hand, existing commercial banks, bothapetsector and state, were not
able to respond to regulatory reforms and intemmsepetition from new entrants to

the banking industry.

The trends in estimated efficiency scores also ssigtpat the gradual reforms may
have adversely affected the stability of the bagkidustry at the time of reforms.
The introduction of new policies, as well as theersal of policies, is common in
countries which have adopted gradual reform presegbloj et al.,, 2006). The
patterns of the estimated efficiency movementscaigi the impact of concurrent

policy adjustments on the banks’ planning, operati@nd strategic decisions.
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Window analyses of mean estimated efficiency scehesv that banks in Sri Lanka
had a negative trend in estimated efficiency scaremtermediation and a stable
trend in estimated efficiency scores in the assetsformation process with slight
fluctuations during the study period. Estimatedcedficy scores in both aspects
record a clear drop in estimated efficiency scanethe window which represents
years 2001, 2002 and 2003. However, overall estichafficiency scores imply that

banks’ responses to regulatory changes are nobtramiin different aspects of

banking, such as asset transformation and inteatiedi These findings suggest
that the intermediation process, which links bandgérations with the external

environment, takes a relatively longer time petiodespond to regulatory changes
than the asset transformation process. Since tbet asansformation process is
dependent on internal operational decisions, bam&sable to respond quickly to

policy changes related to the asset transformation.

The recorded drops in estimated efficiency in 20003 show the financial
repercussions created by fiscal deficit as wellesit taxes which restricted banking
operations. The sensitivity of the banking indudioypolitical change has been
manifest in both estimations. In both cases, trendsstimated efficiency scores
have turned during the period 1994 to 1996, duvihgch Sri Lanka experienced a

swing in the general election results.

The estimated efficiency (intermediation) scoreslifferent types of banks show a
negative trend at the first half of the study penwehich turned into a positive trend
in the second half—indicating that the financidbrens have contributed to increase
banks’ efficiency in the long-term. This suggedtattbanks may take a relatively

long period to respond to regulatory changes.

Except in the case of PTE(l), the privately-ownednmercial banks record higher
mean efficiency scores than the state-owned comahdranks in the intermediation
models. Further, recorded mean scores in SE(A)pfvately-owned commercial
banks and state-owned commercial banks have shmgnificant differences. The

results also indicate a reduction in efficiency ghetween state-owned and
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privately-owned banks during the second half of shely period. This coincides
with the introduction of a commercialisation pragraf state-owned commercial
banks. Thus, the results imply that the ownershipctire is not important in the
banking industry in Sri Lanka. However, autonomysinategic and operational
decision-making may have a significant influenceefficiency. Further, the results
show that commercialisation is a success as amatiee approach to privatisation

of state-owned banks.

The analysis of sources of efficiency shows thataae portion of banks’
inefficiency originated from the scale of operatorNew banks, which are
predominantly small, have recorded a relativelydovevel of scale inefficiency. In
both the asset transformation and the intermedigbimcesses, new banks show
superior performance. Further, analysis of theneatfi RTS shows that the majority
of inefficient banks were in the DRS. This implidsat the excessive size of
operations of old commercial banks is one of thenntzarriers to efficiency
improvements. The differences in banking technasgvhich those banks are using
may be a main reason for the low efficiency whidth lbanks record. New banks
have used new information and communication teduies to gain a higher level

of efficiency over their more experienced compesito

Overall, the analyses of trends of the estimatédieficy scores in each window
period show a slight downward trend in efficienayridg the study period. But
further analyses on mean estimated efficiency scdnetermediation) of each
window of different types of banks provide someerasting evidence about the
effect of financial reforms on banks’ efficiencyhd results show that all banks in
Sri Lanka were not able to respond to regulatofgrres successfully at the time of
introduction. However, the upward trend recordedha latter part of the study
period confirms the fact that the efficiency (imkediation) improvements from
financial reforms can be realised in the long rlinese findings are similar to Ali
and Gstach (2000) who reported a declining trendAuistria immediately after
deregulation and later an upward trend, and Deni2arc and Tarimcilar (2000)

who found a declining trend immediately after destagon in Turkey.

- 12¢€-



Chapter Four An analysis of efficiency and produitt changes of
the banking industry in Sri Lanka

4.7 Analysis of Productivity Changes

This section presents results of the assessmermraafuctivity changes in the
intermediation and asset transformation proces$ée. respective productivity
indices are estimated using DEA-based MPI. Tablé$ d4nd 4.12 report geometric
mean$’ of the MPIs aggregated into sub-groups based fferelit types of banks,
together with decomposition into the constituentmponents of productivity
changes: the catch-up (CAT) and frontier shift (JRNhose indices are calculated
on the basis of individual banks’ data for the peri989 to 2004 using an adjacent
period method. If a recorded value of an index rsater than one it indicates
productivity progress. If a recorded value of adeixis lower than one it indicates
deterioration (regress) of productivity of that kadn index value equal to one

indicates that there is neither progress nor regyasn productivity.

The two models (intermediation and asset transfobomashow slightly different
evidence about productivity changes. As shown ibl§f4.11, Sri Lankan banks do
not record either productivity gains or losses e tintermediation process.
However, a 3.4% (geometric means of all banks’ petidity) total productivity
improvement has been recorded in asset transfamafsee Table 4.12).
Decomposition of the productivity change shows thatrecorded gain has, for the
most part, mainly resulted from FRN (by 5%). Duritige period, a small
productivity regress has been recorded from CATis Tinding suggests that some
Sri Lankan banks have improved their technologieasset transformation during

the study period.

15 Reported geometric means are subject to errstgteel on aggregation. It may not satisfy the

basic property which says that the total produsstichange (MPI) is equal to the product of
efficiency change (CAT) and frontier shift (FRN).
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Table 4.11: Productivity gains/losses in intermadia

. Average Savings Commercial Privately-owned State-owned Old New
MPI | CAT | FRN | MPI | CAT | FRN [ MPI | CAT | FRN | MPI | CAT | FRN | MPI | CAT | FRN | MPI | CAT | FRN | MPI | CAT | FRN
1989-90 | 0.872 0.946| 0.921] 1.00¢ 0.956| 1.052| 0.85] 0.946| 0.921| 0.80] 0.881| 0.909 1.03¢ 1.150| 0.895 0.964 1.075| 0.899| 0.66] 0.730| 0.906
1990-91 | 0.914 0.972| 0.942] 0.83¢ 0.885| 0.945( 0.93( 0.972| 0.942| 0.95¢ 1.022| 0.936] 0.847 0.916| 0.925 0.89¢ 0.968| 0.925| 1.004 1.028| 0.977|
1991-92 | 0.946 0.943| 1.003| 1.15¢ 1.224| 0.939] 0.914 0.943| 1.003] 0.90¢ 0.885| 1.017| 0.793 0.787| 1.008 0.88]1 0.859| 1.024| 0.99(¢ 0.996| 0.994
1992-93 | 1.007 0.978| 1.029] 1.047 1.000| 1.047| 1.00¢ 0.978| 1.029] 1.004 0.990| 1.014) 1.08¢ 1.012| 1.068 1.0271 0.996| 1.031] 0.949 0.932| 1.017
1993-94 | 1.024 1.061| 0.965 0.925 0.925| 1.000 1.044 1.061| 0.965 1.02¢ 1.091| 0.934 1.201 1.074| 1.118 1.081 1.104| 0.979] 0.967 1.048| 0.922
1994-95 | 1.040 0.961| 1.081 0.947 0.941| 1.006/ 1.05¢ 0.961| 1.081] 1.007 0.918| 1.097, 1.139 1.009| 1.128 1.107 0.983| 1.121] 0.97(¢ 0.930| 1.043
1995-96 | 0.931 0.898| 1.037] 1.553 1.351| 1.151] 0.84( 0.898| 1.037| 0.814 0.786| 1.039 0.985 1.045| 0.943] 0.934 0.961| 0.972] 0.75§ 0.701| 1.077|
1996-97 | 0.987 0.997| 0.989] 0.783 0.949| 0.825 1.019 0.997| 0.989] 1.009 0.995| 1.010, 1.034 1.062| 0.973] 1.03q 1.057| 0.980| 0.995 0.952| 1.046
1997-98 | 0.922 0.930| 0.992 0.511 0.506| 1.011] 1.024 1.044| 0.981] 1.037 1.057| 0.981 1.111 1.130| 0.983] 1.06§ 1.063| 1.005] 1.07(¢ 1.104| 0.969
1998-99 | 0.972 1.020| 0.954| 1.154 1.088| 1.061 0.97¢ 1.032| 0.946| 0.919 0.983| 0.931) 1.054 1.142| 0.925 0.99§ 1.074| 0.929| 0.87(¢ 0.937| 0.928
1999-00 | 0.960 0.974| 1.039] 1.01¢ 0.949| 1.092| 0.93]1 0.951| 1.032| 0.944 0.984| 1.022 1.074 1.138| 1.007| 1.057 1.076| 1.023] 0.874 0.909| 1.030
2000-01 | 0.897 1.001| 0.897] 1.025 0.960| 1.068, 0.89( 1.004| 0.887| 0.864 1.012| 0.852] 0.995 1.161| 0.857| 0.944 1.050| 0.897| 0.81§ 0.979| 0.835
2001-02 | 1.043 1.042| 1.002] 0.965 1.050| 0.919] 1.059 1.049| 1.003 1.083 1.065| 1.017] 0.949 0.918| 1.033| 1.01¢ 1.019| 0.991 1.109 1.057| 1.045
2002-03 | 1.062 0.986| 1.077] 0.92§ 1.004| 0.925| 1.074 0.985| 1.088 1.074 0.967| 1.111 1.194 0.936| 1.274] 1.114 0.952| 1.170| 1.07¢ 1.006| 1.071
2003-04 | 1.069 1.002| 1.067] 0.923 0.994| 0.928 1.08( 1.003| 1.076| 1.074 0.985| 1.088 1.224 1.048| 1.168 1.13¢ 0.981| 1.152| 1.084 1.022| 1.060
Mean 0.990| 0.983| 0.999 0.994 0.977| 1.003] 0.987 0.990| 0.996| 0.9771 0.984| 0.995 1.057 1.018| 1.015 1.021 1.006| 1.003| 0.969 0.971| 0.993
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Table 4.12: Productivity gains/losses in assesfaamation

. Average Savings Commercial Privately-owned State-owned Old New
MPI | CAT | FRN | MPI | CAT | FRN | MPI | CAT | FRN | MPI | CAT | FRN | MPI | CAT | FRN | MPI | CAT | FRN | MPI | CAT | FRN

1989-90 | 1.080 0.994| 1.086| 1.43% 1.735| 0.827| 1.03( 0.906| 1.136| 1.09¢ 0.960| 1.142 0.90§ 0.808| 1.124) 0.98§ 0.889| 1.111] 1.119 0.942| 1.188
1990-91 | 1.052 0.971| 1.083] 0.754 0.524| 1.440/ 1.114 1.077| 1.033] 1.157 1.110| 1.038 1.03¢ 1.013| 1.022] 1.074 1.054| 1.018] 1.192 1.122| 1.062
1991-92 | 0.947 0.843| 1.124| 0.713 0.566| 1.260[ 0.993 0.901| 1.103] 1.119 0.975| 1.141 0.792 0.769| 1.029 0.929 0.860| 1.080, 1.13§ 0.987| 1.150
1992-93 | 1.025 1.060| 0.967| 1.03¢ 1.051| 0.985 1.024 1.062| 0.964| 1.014 1.056| 0.958 1.047 1.072| 0.977| 1.011 1.045| 0.968] 1.05(¢ 1.097| 0.957|
1993-94 | 1.077 1.052| 1.023] 1.15§ 0.992| 1.168 1.064 1.063| 1.001] 0.989 0.994| 0.991) 1.24( 1.213| 1.022) 1.087 1.098| 0.990, 1.019 0.995| 1.024
1994-95 | 1.090 1.015| 1.073] 1.274 1.686| 0.756| 1.06] 0.933| 1.138| 1.15] 0.990| 1.162 0.907 0.827| 1.091] 1.027 0.906| 1.128] 1.144 0.989| 1.158
1995-96 | 1.139 1.019| 1.118 0.667 0.447| 1.491] 1.214 1.130| 1.078 1.294 1.185| 1.092 1.017 0.980| 1.038 1.023 0.955| 1.071] 1.45(¢ 1.337| 1.085
1996-97 | 1.051 0.969| 1.085 0.947 0.868| 1.086| 1.064 0.983| 1.085 1.071 0.977| 1.096 1.05¢ 1.000| 1.050, 1.10(¢ 1.021| 1.077| 1.033 0.945| 1.092
1997-98 | 0.936 0.967| 0.967| 0.903 1.075| 0.840[ 0.944 0.942| 1.002| 0.954 0.954| 1.000, 0.91¢ 0.907| 1.010, 0.914 0.900| 1.018] 0.973 0.986| 0.987|
1998-99 | 1.092 0.962| 1.135 0.997 0.845| 1.180| 1.114 0.993| 1.124| 1.084 0.959| 1.131 1.214 1.101| 1.103] 1.143 1.006| 1.136] 1.09¢ 0.980| 1.113
1999-00 | 0.961 0.901| 1.067 0.86¢ 0.846| 1.023| 0.983 0.913| 1.077| 1.017 0.954| 1.066 0.874 0.784| 1.114) 0.995 0.926| 1.076| 0.974 0.904| 1.078
2000-01 | 1.258 1.201| 1.047] 1.124 1.045| 1.075 1.289 1.239| 1.041] 1.23§ 1.177| 1.050] 1.49¢ 1.483| 1.010 1.194 1.155| 1.032| 1.373 1.310| 1.047
2001-02 | 0.989 0.945| 1.046| 1.05§ 1.082| 0.977| 0.975 0.917| 1.062] 1.037 0.985| 1.053] 0.784 0.717| 1.094| 0.931 0.873| 1.067 1.011 0.955| 1.059
2002-03 | 0.881 0.932| 0.945 0.874 0.764| 1.141] 0.883 0.970| 0.910] 0.849 0.923| 0.920] 1.037 1.184| 0.872| 1.009 1.142| 0.880| 0.809 0.870| 0.931
2003-04 | 0.992 0.981| 1.011] 1.03¢ 1.090| 0.951] 0.984 0.961| 1.024| 0.98¢ 0.971| 1.018 0.96¢ 0.922| 1.050 1.049 0.991| 1.058| 0.943 0.941| 1.002
Mean 1.034| 0.985| 1.050 0.969 0.913| 1.061] 1.049 0.995| 1.050, 1.064 1.008| 1.055 1.004 0.967| 1.038 1.02§ 0.984| 1.045 1.077 1.016| 1.060
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Further, the above findings suggest that bankgiiha&hka have recorded relatively
higher productivity in the asset transformation gess than the intermediation
process during the study period. Additionally, tlesult indicates that protective
regulations related to interest rate determinatidask of external and internal
competition and a highly collusive environment lire tbanking industry may have
forced Sri Lankan banks to adhere to non-price @iitipn. Thus, banks have
focused on improvements in productivity in assetngformation, rather than

focusing on improvements in intermediation.

Geometric means of all banks’ productivity indidg@stermediation) show eight
increases (in the periods 1991-92, 1992-93, 1994:985-96, 1999-2000, 2001-02,
2002-03 and 2003-04) from FRN and five increasastlfe periods of 1993-94,
1998-99, 2000-01, 2001-02 and 2003-04) from CASulteng in five increases in
total productivity (in the periods 1992-93, 1993-2494-95, 2001-02, 2002-03 and
2003-04) out of 15 comparisons made during theoget989 to 2004. Neither the
commercial banking sector nor the savings bankaogos recorded significant gains

from productivity improvements in intermediation.

MPIs in asset transformation show 12 increases RN Kexcluding the periods

1992-93, 1997-98 and 2002-03) during the same geFRarther, the results show
only five increases in CAT (in the periods 1992-2393-94, 1994-95, 1995-96 and
2001-02) confirming that the main contributor teguctivity improvements in asset
transformation is the FRN which resulted from ademnent of technologies used.
Further analysis of estimated productivity indisesws that both the savings (6.1%)
and the commercial banking (5%) sectors gainedymtbdty improvements in asset

transformation from FRN during the study period.e@l, these findings suggest
that banks in Sri Lanka have focused more on imgm@nt in asset transformation

than in intermediation.

No productivity gain in intermediation has been mazther by the commercial

banking or by the savings banking sectors. The ceroial banking sector recorded
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the highest total productivity loss (-11%) in imtexdiation in 2000-01 and the
highest total productivity gain (8%) in 2003-04.€Testimated productivity indices
for individual periods show that most of the proikity gains in commercial banks
originated from FRN. Further, changes in CAT hawge significantly contributed to

overall productivity gains, suggesting that the maim of commercial banks was to

seek improvements in productivity through the atwpbf new technologies.

Commercial banks recorded considerable productiggins (4.5%) in asset
transformation mainly from FRN (5%). However, tlaieigs banking sector records
a total productivity loss (-3.1%) even though tketsr records a 6.1% gain on FRN.
Both sectors have recorded productivity losses Aii.dn the commercial banking
sector, both privately-owned (5%) and state-owr8%) banks record productivity
improvements from FRN. State-owned commercial bgalk&% on CAT and 1.5%
on FRN) and old commercial banks (0.6% on CAT ar39@on FRN) record 5.2%
and 2.1% total productivity gains respectively dgrthe study period. These results
indicate old and state-owned banks have improven gerformance by expanding
existing technologies and achieving higher levdl®fticiency. Further, recorded
MPIs suggest that both new commercial banks andigly-owned commercial
banks have not gained productivity improvementisegibn FRN or CAT during the
study period.

Among all forms of banks, new banks have recorthednighest total productivity
gain (7.7%) in asset transformation during the wtpériod. The highest total
productivity gain of the commercial banking seatreported in 1995-96 (21.8%)
which is mainly contributed by the privately-ownedmmercial banks recording a
(29.4%) total productivity gain. However, the statened commercial banks
recorded a marginal total productivity improvemdating the study period. These
results suggest that increased threat of competdio commercialisation of state-

owned banks may have affected the productivity gairthe sector.

While old banks record a modest productivity géril$o) in intermediation, new

banks record a productivity regress (-4.5%). Theod®osition of old banks’ total
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factor productivity gains shows that the main cdwotior for productivity gains in
intermediation is the FRN. Both the negative FR&tlfnological change) and the
negative effect of CAT (losses in efficiency) haseused productivity regress in
new banks. The primary reasons for productivityresg in intermediation may be
that new banks have given less attention to impgéither technical efficiency or
advancement of technologies in the belief that #weyat the most productive scale
of operation. Similarly, old banks may have attezdpto mitigate differences in
operational efficiency with new banks in order taintain their competitive position

in the market.

On the other hand, recorded total productivity ¢ediin asset transformation shows
that new banks achieved higher productivity gaihg%) both in frontier shift (6%)
and catch-up (1.6%) compared to the old banks (28%otal productivity gain,
4.5% on frontier shift and -1.6% on catch-up). Ehessults indicate that new banks
are more successful in incorporating new technoldgahdvances to improve asset
transformation than the old banks.

Overall, assessment of productivity change suggists Sri Lankan banks have
been able to gain improvements in productivity §sed transformation. However,
the results show that there are no significant awpments in intermediation
processes. Further, results show that most prodiycgains have been achieved in
the latter part of the study. It also signifiesttregulatory reforms may have helped
banks to improve their productivity in the longfter Based on the results of

productivity analysis, the following observatiorende highlighted:

1. Banks in Sri Lanka have recorded productivity gamasset transformation,
indicating that banks have focused on gaining aidgnthrough non-price
competition. There is no productivity gain recorded intermediation
processes.

2. Productivity gains on assets transformation havenbecorded from FRN

(advancement of technologies, rather than improwemieefficiency).
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3. State-owned commercial banks and old commerciakdbamade relatively

higher improvements in productivity.

4.8 Conclusion

This chapter examines the trends in efficiency anaductivity changes of the
banking industry during the post-deregulation pedmd the responses of different
forms of banking firms to the reform process. BEfincy scores and total factor
productivity growth are estimated using the inpuéited DEA model. Two input
and output specifications are used to represeitiexfty and productivity gains in
intermediation and asset transformation. The mianitdtion faced in this study is
the number of banks in the sample. Hence, effigiestores are estimated based on
three-year moving averages for the local bank samfll productivity indices are

estimated based on adjacent period MPI.

This chapter is based on a proposition which asduthat financial reform has
improved banking efficiency and productivity gaiiifie analysis of mean estimated
efficiency scores in both models—which used intafia@gon and asset approaches
for specification of input and output variables—oated a reduction in estimated
efficiency. However, the mean estimated efficien(@ytermediation) scores of
different types of banks show that there is a negdtend in efficiency in the first
half and a positive trend at the end of the sedmifiof the study period. Overall,
this study found no evidence to support the vieat teforms improved the banks’
efficiency. However, the results suggest that rmermay bring efficiency
improvements in the long term. These findings ameilar to Ali and Gstach’s

(2000) findings in Austria which reported a negatikend in the early years.

Since the intermediation process is externallyairjeven firms that have made the
necessary adjustments take some time to gain timefitee of reforms. Low
variations in estimated efficiency scores for asgsatnsformation confirm this
argument. Since many decisions related to asseisftianation are internal

decisions, banks were able to respond quickly éopdlicy adjustments related to
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the asset transformation function, indicating tbabks’ responses depend on the
type of decisions affected by policy change. Fentlthese results suggest that the
main source of inefficiency of banks in Sri Lankastale inefficiency arising from
sub-optimal size of operation. Particularly, thaledssue more severely affects old
banks (including both state-owned banks and pryatened banks) which can be
regarded as the large banks in the industry. Smal commercial banks were able

to perform better than the old banks.

The estimated MPIs show that Sri Lankan banks heserded no improvement in
productivity in intermediation. However, the ass@insformation process records
total productivity gains mainly from frontier shiffor the most part, old banks and
state-owned banks have shown productivity gaings fihding suggests that banks

in Sri Lanka mainly focus on non-price competition.

Overall, this chapter shows how the efficiency gmoductivity changes have
evolved during the last 16 year (1989-2004) peribdrthermore, the recorded
trends have shown that the changes in efficiendcyaaoks may have been affected by
some other factors with the financial reforms. Thhe next chapter investigates the

factors affecting the technical efficiency of bamk$Sri Lanka.
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CHAPTER FIVE

DETERMINANTS OF EFICIENCY OF BANKS
IN SRI LANKA

5.1 Introduction

The results outlined in Chapter Four show thatcifficy and productivity of the
banking industry in Sri Lanka has changed durirg study period. However, the
results indicate that movement in the estimatedieffcy of banks during the period
is dissimilar across banks. For example, althougantial reforms have removed
distortions in the market, responses of the bank® wifferent. While some banks
recorded improvements in efficiency and produgtivgain, others did not. This
suggests that there are factors, other than regyjatvhich may control banks’
performance. Thus, analysis in this chapter is dhaseProposition Il which states
that “the efficiency of banks in Sri Lanka is affed by a range of micro and

macroeconomic factors, together with financial detation”.

The performance of institutions depends upon theengths, weaknesses,
opportunities and threats they are facing. Thoseeforiginate from both external
and internal environments of the firm. Hence, biatin-specific and environmental
factors may influence the efficiency of a bank. €sguently, banks with sound
internal and external environments may performebethan other banks in the
industry. Thus, the investigation of factors whictiluence firms’ efficiency is

important.
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5.2 Background of the Analytical Framework

A production process can be regarded as a complgaptive, on-going social
system that is sensitive to changes in socio-ecanenvironments. Convergence of
labour, capital and socio-economic environmentstaedvay they are balanced and
coordinated into an integrated whole are importpatticularly in service-oriented
industries (Prokopenko, 1987). Therefore, recogniind utilisation of key factors
from socio-economic environments which have sigaifit influence over firms’
performance are necessary conditions for improvémien efficiency and

productivity gains.
5.2.1 Determinants of bank efficiency

Variables representing socio-economic environmeats be broadly divided into
three groups, namely, microeconomic, macroecononaod other factors.
Microeconomic factors have limited influence overtgular industry segments and
include endogenous factors such as product lirsgstat employed, input utilisation,
people, the organization and system, work methadd,management styles—all of
which a firm’s management can control. Microeconorféctors also include
exogenous factors such as market share, which miaperquite so susceptible to
control through managerial decisions. Macroeconofaators such as per capita
income of the consumer population, inflation, gresgional product, economic
growth rates and population may influence the impmoent in efficiency and
productivity gains of all industries in general. hét factors include all non-
economic factors. Table 5.1 summarises some faatoish have been considered in

previous studies.

Researchers have arbitrarily selected differentlspations of variables according
to the objectives of their analyses. For exampleemwresearchers address policy
matters they have given greater weight to regwatiactors such as capital
adequacy, type of ownership, nature of bankingviiets and problem loans (Ali
and Gstach, 2000; Barr, Seiford and Siems, 19%#ts€h and Lozano-Vivas, 2000;
Grifell-Tatje and Lovell, 1996; Hermalin and Waléad 994).
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Table 5.1:

efficiency

Microeconomic, macroeconomic and othemattors affecting banks’

Factor

Study

Microeconomic factors

Size

Barr et al. (1999); Darrat, Topuz and Yous¥foQ); Favero and
Papi (1995); Leong and Dollery (2002); Leong, Dalland Coelli
(2002); McKillop, Glass and Ferguson (2002); Mileend Noulas
(1996)

Profitability

Casu and Molyneux (2003); Casu, Gil@ame and Molyneux (2004);
Darrat, Topuz and Yousef (2002); Maghyereh (2004ijler and
Noulas (1996)

Capital ratio

Casu and Molyneux (2003); Casu, @ivae and Molyneux (2004);
Darrat, Topuz and Yousef (2002); Leong and Doll¢2002);
Maghyereh (2004)

Loans to total assets

Leong and Dollery (2002); Mo, Glass and Ferguson (2002)

Fixed assets to total assets

Leong and Dollery2R00

Problem loans

Barr et al. (1999); Maghyereh (200McKillop, Glass and
Ferguson (2002); Pastor (2002)

Risk Leong and Dollery (2002)
Purchased funds Barr et al. (1999)
Liquidity McKillop, Glass and Ferguson (2002)

Market power

Darrat, Topuz and Yousef (2002); Deyaand Weber (2000);
Favero and Papi (1995); Maghyereh (2004); Milled atoulas
(1996)

Macroeconomic factors

Per capita income

Chaffai, Dietsch and Lozano-Vi{2301); Grigorian and Manolg
(2002); Hasan, Lozano-Vivas and Pastor (2000)

Inflation ratio

Grigorian and Manole (2002)

Stock market capitalization

Grigorian and ManoleéQ2)

Liberalisation

Maghyereh (2004)

Other Factors

Specialization

Favero and Papi (1995); Mukherjes; &d Miller (2001)

Location Casu and Molyneux (2003); Casu, Girardame Molyneux (2004)
Devaney and Weber (2000); Favero and Papi (1998ler and
Noulas (1996)

Ownership Favero and Papi (1995); Maghyereh (2004)

Number of branches

Dietsch and Lozano-Vivas (2080)Killop, Glass and Ferguso
(2002)

>

Bank branch concentration

Chaffai, Dietsch and bozdivas (2001); Dietsch and Lozanp-
Vivas (2000)

Population concentration

Dietsch and Lozano-Vi&800); Hasan, Lozano-Vivas and Pastor
(2000)




Chapter Five Determinants of efficiency of bamkSii Lanka

However, for general assessment of efficiency, ambers have freely selected
variables from the sample environment. For instahe®mng and Dollery (2002)
used factors such as agency probfemsgulator and organizational structyresk

managemenit and size and technolofyn a study which aimed to identify the

properties of DEA-estimated efficiency scores.

Favero and Papi (2002) used variables such assize) productive specialization,
of each ownership, market structure and localisais explanatory variables of
DEA-estimated efficiency in a study which focused factors determining the
efficiency of banks in Italy. Miller and Noulas9@6) investigated the resultant high
competition in the banking market from regulatomacges and identified bank size,
profitability, market power and location as the mosgluential factors. Grigorian
and Manole (2002) examined determinants of theieficy of financial institutions
in transition countries and tested the relationshyh DEA-estimated efficiency
scores with bank-specific variables to represemaricing, market concentration,
foreign versus local banks, and new versus old ©iafkerefore, these applications
confirm that the objective analysis determines skkection of factors for further

studies
5.2.2 Empirical approaches used in previous studies
Prior studies have applied three techniques foeshgating factors affecting the

estimated efficiency and productivity gains indexdsey are:

* multivariate regression analysis (generalised Isgsare methods and Tobit)
(Ali and Gstach, 2000; Darrat, Topuz and Yousef)20Favero and Papi,
1995; Grigorian and Manole, 2002; Miller and Noul&398);

Agency problems arise when ownership and managieane separate.

Firm structure and organization depend on existagulation.

A bank management’s capability to predict theifeitwill lead to a reduction in unanticipated
loses.

Bank size and technology indicate the firm's allembility to respond to environmental
uncertainty (Leong & Dollery 2002)
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» longitudinal graphical approach (Barr et al., 1998png and Dollery, 2002);
and
* DEA itself (Chaffai, Dietsch and Lozano-Vivas, 20®astor, 1999, 2002).

The first approach, multivariate regression analysses DEA-estimated efficiency
scores as dependent variables and a range of tdbtars as the explanatory
variables. The second, longitudinal approach, emamithe general trends of
estimated productivity within a longer time periadd uses graphical representation
to exhibit the relationship between estimated petigity and each factor. The third
approach uses the DEA technique, together with Malst type indices, to find the
aggregate effect of other (non-production) varialde estimated efficienéyPastor,
1999, 2002).

Both DEA technigues and the longitudinal approach bt provide sufficient
information to test hypotheses. However, the stedissignificance level provided
with the estimated coefficient for each explanateayiable included in the model
allows analysts to test the hypotheses when usiegression techniques.
Accordingly, previous studies employed this apphotactest the hypotheses. On the
other hand, the longitudinal approach has been tsadentify the influence of
factors which may lag over a longer time periodgchsias the impact of policy
changes on productivity (Barr et al., 1999). Intcast, DEA-based approaches have
been used in cross-country comparison of estimaffidiency to separate the
country-specific environmental influences from estied efficiency to find the true
efficiency. The main advantage of multivariate esgion analysis over other
approaches is its ability to test the hypothesextoAdingly, this study uses the
regression method to investigate determinants nkd$ieefficiency. The remaining

discussion is limited to prior studies using a samapproach.

There are two DEA models, in which the firstanmorated only input and output variables
directly related with the production process (fetimating the true efficiency) and the second
model included both production and non-productiactdrs affecting the production process
(to estimate the total efficiency), used for estinm efficiency. The difference between

estimated efficiency scores in these two modetleisomposed using a Malmquist type index
and identifies the aggregates affecting the otheables (Pastor 1999; 2002).
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5.2.3 Previous applications

Previous empirical research presents mixed evidesfcdactors affecting the
estimated efficiency scores of banks. However, paalogical differences, as well
as differences in regulatory and economic envirantsyehave greatly influenced the
outcome of these studies. Thus, the comparisohesfet results with other research

needs careful analysis.

As stated previously, the combination of factorsd atheir proxy variables

investigated in different studies are not comparabbr example, the same variable
has been used as proxy for different factors, fierdint proxy variables have been
used to account for the same factor in differendists. For example, return on total
assets and return on equity are used alternatitelyrepresent profitability.

Furthermore, the predicted signs for explanatonyabées are also not comparable.
Favero and Papi (2002) and Isik and Hassan (2088) different size groups which
were incorporated as dummy variables in these sddelinderstand the size effect
on estimated efficiency. In another study, MillerdaNoulas (2000) regressed the
value of the total assets directly with estimat#fitiency scores. Consequently, the
estimated coefficient for the variable may be dyeatfluenced by the definition

used for the variable.

Previous studies produced dissimilar evidence otofa affecting banks’ technical
efficiency. Favero and Papi (2002) found that ilcefhcy is best explained by
productive specializatinsize and, to a lesser extent, location in Itabanks. In

another study, Miller and Noulas (2000) found baide and profitability have a
significant positive relationship with pure-techaliefficiency in large US banks. In
a study of transition countries (located in eastéunope), Grigorian and Manole
(2002) found that equity capital ratios, marketrebaforeign ownership and old

banks were positively related to estimated efficyeacores. Ali and Gstach (2000)

6 Productive specialization = (total internagtin margin)

Profit from bankingservices

profit from bankingservicest profit from non- banking services+ interestmargin
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found that small banks in Austria performed bettt@n medium-sized banks. Darrat,
Topuz and Yousef (2002) found a negative relatigndfetween bank size and
estimated efficiency in Kuwait, which was similarthe findings of Ali and Gstach
(2000). Further, Ali and Gstach (2000) pointed thdt low competition in the
banking industry may adversely affect estimatedtieficy in large and medium-

sized banks.

Darrat, Topuz and Yousef (2002) also found thatketapower, profitability and
capitalization are positively related to estimaefticiency. Naceur and Goaied
(2001) found that the principal determinants ohak)s performance are, by order of
importance, labour productivity, bank portfolio ¢position, capital productivity
and bank capitalization. Sathye (2000) measuregtbéuctive efficiency of banks
in India using DEA and found that the efficiencl private-sector commercial
banks as a group is, paradoxically, lower than dhaublic-sector banks and foreign
banks in India. He suggested that the existingcgadif reducing non-performing
assets and rationalization of staff and brancheg mae enhanced the productivity

of Indian banks.

Casu and Molyneux (2003) examined the factors emiting European commercial
banks after convergence into a common monetarynumyousing bootstrap methods
for computing the confidence intervals for efficdgn scores derived from
non-parametric frontier methods. Their regressi@sults indicated that the
geographic location has the most significant infleeeon bank efficiency. They did
not find significant evidence for the relationshgd estimated efficiency with

average capital ratio and the return on averaggyequ

The DEA-based approach has been used in crossrgocmtnparisons of bank
efficiency. Pastor (1999) proposed the use of aaeipl DEA procedure consisting
of three phasésto address the influence of loan losses and emviemtal factors

" Pastor (1999) suggested separating bad loanswintsegments according to cause - managerial

actions and outside factors. In the first phase,shggested estimating efficiency without
environmental factors. In the second phase, the DESFA is used to estimate efficiency with
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when evaluating efficiency improvements. He usedAD®© disaggregate the
estimated technical efficiency into risk managenedfect, environmental effect and
pure-technical effect. Pastor (2002) extendedfthrmework by developing separate
DEA models which incorporate risk and environmeattérs. He found a high
variation in efficiency estimations between two ewies using a model that did not
incorporate the environmental variables. The modeht incorporated the
environmental variables reported comparatively kfficiency variations between
two countries. Hence, Pastor argued that the @osstry differences arise not only
as a result of differences in managerial decisiaking, but also environmental
differences.

Lozano-Vivas, Pastor and Pastor (260®ed a similar approach to Pastor (1999) to
examine the operating efficiency differences amoogmmercial banks across 10
European countries. They used two different moals and without environmental
variables to examine the influence of the counfitye estimated efficiency without
environmental variables was significantly differdndm the efficiency estimated
with environment variables. Pastor (2002) emplogeglite different methodology
for comparing the input-oriented efficiency amomwgirf European Union countries.
Pastor (2002) emphasised the significance of iraratpn of the risk factors
together with environmental variables in cross-d¢pustudies. Country-specific risk
factors indicate the social and political enviromtheshich may directly influence
firms’ operational decisions. Pastor used provisifor loan losses as a proxy for the
risk factor. He employed both parametric and norapetric approaches to estimate
productivity and used graphical representation tonmare the outcomes. His
analysis incorporated environmental as well asfaskors, and found relatively low

productivity estimations for all countries.

the bad loans resulting from managerial actionsthin third phase, he suggested estimating
efficiency with the environmental variables.

Lozano-Vivas, Pastor and Pastor (2002) recogritsexd types of environmental variables as the
variables that affect the efficiency variation irgigen market. These are variables representing
the country’s economic conditions (per capita ineper capita salary, the population density
and density of demand), variables representing bitwek performance (income per branch,
deposits per branch, and branches per capita) #md regulatory environment and
competitiveness (average capital ratios and reinraquity).
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The main implication of previous studies is that tklationships among efficiency,
productivity and other factors are not consisteftie outcome depends on the
relative importance of factors in a given countdpwever, only a few studies have
examined the explanatory power of macroeconomitofamn technical efficiency.
Stock markets and debt markets may have a veryelirinfluence over a bank-
based financial system. However, financial systéeralisation aims to enhance the
direct capital transfers through stock and capitarkets too. Particularly in
developing countries, financial liberalisation jpas are aimed at both the banking
sector and the capital markets. With liberalisatidmnges in the purchasing power
of money, interest rates, and international tradeviies may have influenced
technical efficiency of the banking industry. Howeyvprevious studies have given

very little emphasis to such factors.

5.3 Methodology

Having considered the previous studies, this sushs the multivariate regression
analysis approach to examine the characteristidstlagir influence. This section
introduces the empirical model and potential deteamt variables of technical

efficiency.

5.3.1 Model selection

The empirical model used in this study is takenmfrahe literatur® which

investigates the explanatory variables of the ifficy of DMUs. Most previous
studies have used two-stage procedures to redregmint estimation of efficiency
with a number of explanatory variables. At the tfisfage, point estimation of
efficiency has been measured based on a non-paran#A approach. As a
second stage, the estimated efficiency scores egeessed with a range of

explanatory variables.

There are two main problems in using DEA-estimatath in regression analysis.

As explained by Xue and Harker (1999), since DE#wgsted efficiency scores are

®  See section 3.6.2.
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clearly interdependent, normal procedures appheegression analysis may not be
valid. To overcome this problem, they have showa ukefulness of the bootstrap
approach. The effectiveness of the bootstrap @gprmainly depends on the size of
the original sample. However, the sample usedimdtudy is not large enough for
the proposed procedure. Therefore, this studymgdd to the two-stage procedure

used in previous research.

The second problem is the nature of the dependanable. Since dependent
variables are estimated parameters and are boundede and zero, least square
regression analysis is not appropriate (Saxonhdigs#). Therefore, this study uses
a Tobit multiple regressidfiwhich allows limited dependent variables. It isianed

that the estimated efficiency distributiof™is a truncated, normal and exponential
distribution. To estimate the relevant variablesthe Tobit model, a method of
maximum likelihood is employed (Gujarati, 2003).€eTtelationships between the
estimated efficiency scores (dependent variabld)the other independent variables

are explained by the following Tobit model.

Let z,...,z2 be the determinants of banks’ efficiency (whers the number of
determinants) which are explained in Table 5.2hdf distribution of inefficiency in
banks @)) is explained by an exponential distribution fuoit it can be explained

as:

|
. Dlzgo +u, it )0
= k=0

nj — .
0 it 6 <0 Equation 5.1

where u; of thenormal N(0,0'z)

Zis a vector of observed variables explaining thekbaefficiency. ‘n” denotes the
number of observations used in the analysis. THeditiood function for estimating
the unknown variables) in the Tobit model with censoring poirda = 0’ and a =
1’ can be identified as indicated below (MaddaR92):.

9 This model was first used in the economic literatby Tobin (1958). It is also introduced as a

censored normal regression model.

- 14¢€ -



Chapter Five Determinants of efficiency of bamkSii Lanka

L= !:'a%f(yi_TCZjDa f(—%) Equation 5.2

By maximising this likelihood functiorL{ with respect t@ ande, the estimation for
the parameters can be derived in the Tobit moddis.characteristics incorporated
in the regression model, proxy variables and exguentlationships are summarised
in Table 5.2. The estimation process can be peddrosing ‘EViews 5’ statistical
software. The use of a Tobit regression model ale@stimation of parameters by
coping with the heteroskedastic problems in es@ahdimited variables. It offers
insight into the probable influence of those cheeastics.

Two separate Tobit regression models are estima@sed on technical efficiency
scores estimated for the local banks’ sample ugiagntermediation approach and
the assets approach as outlined in Chapter Foustaded early in this chapter, data
availability for branches of foreign operations iled the analysis to only the local
banks. Furthermore, analysis was limited to est@hdechnical efficiency scores,
since CRS-DEA has better discriminatory power ttenVRS-DEA.

5.3.2 Determinants of banks’ efficiency in Sri Lank a

This section introduces a range of microeconomit macroeconomic factors and
their expected relationships with estimated tednéfficiency scores. To address
Proposition I, a number of hypotheses are develdyased on the theories related to
each factor. Theories related to the factors, edldtypotheses and corresponding

evidence found in this study are presented sepwiatthe section 5.4.

As previously stated, prior studies have testeditfiaence of three categories of
variables on technical efficiency. The empiricaldewmce highlighted above showed
that banking industries in some countries were dlagereport productivity

improvements due to favourable microeconomic andrageonomic factors, even
under a rigid regulatory environment. Existencdasourable characteristics in the
market may provide DMUs with a better opportunity efficiency gains through

reforms. On the other hand, unfavourable charatiesimay diminish the efficiency
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improvement even under a deregulated environmehus,Tit is important to
investigate various factors and the nature andifgignce of their influence on
firms’ efficiency. Following previous research,dlgtudy concentrates on three types
of variables in regression analysis: (1) microeeoiocharacteristics such as assets
guality, capital adequacy, collateral value (ratiofixed assets), interest margin,
leverage, liquidity, operational risk and profitilyi (2) macro economic
characteristics, stock market capitalization, itndia ratio, per capita income and
GDP growth; and (3) qualitative characteristicshsas line of business (commercial
banks), ownership (privately-owned banks), relagxperience (old banks) and one
variable to represent major political change in4.99

Firms’ specific (microeconomic) variables are giy@ecedence over other variables
since those variables are specific to individuaiksa Macroeconomic variables are
introduced to the model to control environmenttedainfluences which all banks
equally enjoy. In regression analysis, a qualieativariable is used to proxy
regulatory conditions which banks face. Overdik tnalysis concentrates on 14
explanatory variables. Predicted relationships@odies used for representing each
variable are briefly defined in Table 5.2. Detaildcussion of each factor is
provided within the results of the regression asiagly Information about
firm-specific explanatory variables was obtaineahirthe published annual reports
of banks. Information about macroeconomic variablas obtained from various

issues of CBSL annual reports.
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Table 5.2: Variables and definitions

Characteristic Proxy variable Hypothesised
Relationship
Dependent variables
TE() Technical efficiency in intermediation
TE(A) Technical efficiency in asset transformation
Independent variables — Firm-specific (microecor@mi
Assets quality Problem loan provision to total |gamtfolio Negative
Capital strength Equity capital to total assets Positive
Collateral value Fixed assets to total assets Positive
Gross interest margin | Gross interest margin to total assets Negative
(GIM)
Liquidity Liquid assets to total assets Negative
Profitability Return on total assets Positive
Purchased funds Total purchased funds to totatsasse Positive
Operational risk Loan to assets ratio Negative
Size Natural logarithms of total assets Positive
Independent variables — macroeconomic
Stock market % change in total market capitalisation Negative
capitalization compared to the previous year
GDP growth GDP growth rate Positive
Inflation ratio % change in Consumer Price Index Negative
Independent variables — Qualitative
Commercial banks Dummy; equals 1, if the bankdsmmercial Positive
bank
Privately-owned banks| Dummy; equals 1, if the biari privately- Positive
owned bank
Old banks Dummy; equals 1, if the bank is incorpexta Positive
and commenced business before 1977
Positive

Political change

Dummy; equals 1, all observatidunsng the
period 1995-2003
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5.4 Results and Discussion
5.4.1 An overview

Tables 5.3 and 5.4 present descriptive statisticscarrelation coefficients for the
independent and dependent variables used in thressgn analysis. The mean
values and the standard deviations of each varitibey that there are no outliers
among the explanatory variable which may affect #&imated regression
coefficients. The mean value of the variable whigpresents collateral value shows
that banks have invested relatively low amountsotd! funds in fixed assets with
high collateral value. Further, the descriptivetistes show that banks have
maintained relatively high liquidity positions wilnvesting a large portion of their
assets in loans and advances (operation risk). kenvehe recorded mean value for
profitability has shown that banks in Sri Lankargai low return on total assets.
Further, the mean value of the capital ratio ingisahat banks have mainly relied

on deposit mobilisation for funding their operagon

Table 5.3 Descriptive statistics of firm-specific &riables

Variable Mean Std. Dev.
TE(Intermediation) [TE(D)] 93.1% [8.9%]
TE(Asset transformation) [TE(A)] 94.2% [5.8%
Assets quality 4.5% [4.1%]
Capital strength 6.9% [7.3%]
Collateral value 2.4% [1.15%]
Gross interest margin (GIM) 34.7% [11.2%)]
Liquidity 15.3% [8.7%]
Profitability 0.8% [0.79%]
Purchased funds 10.2% [7.43%]
Operational risk 54.4% [17.6%]
Size (In[total assets]) 10.15 [1.47]
Stock market capitalization 24.6% [27.7%]
GDP 4.6% [1.1%]
Inflation 10.1% [2.3%]
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Table 5.4: Correlation coefficient of variables tewd**

z £ [
g ~ | 2 | s | & £ | 8 | £ EE 1 5 | 5 |8, B, B

s | S| 8|3 | S| =|3|%8| 8| s | g |835| 8| 2 |Ec|8E]| s
Ll E | 2| S8 |5 |5 |&|&| & |o |68 G| E | 38|&8| G

TE(A) 0.093

Assets quality -0.544  -0.368

Capital ratio 0.269 -0.082 -0.330

Collateral value 0.043 -0.30f 0.012 0.483

GIM 0.003| -0.250 0.157 0.69p 0.450

Liquidity 0.119| -0.243| -0.104 0.279 0.589 0.1p5

Profitability 0.438| -0.072 -0.19] 0.389 0.231 @31 0.247

Purchased funds -0.027 -0.506 0.432 0.035 0,359 3220. -0.063 0.027

Risk -0.068| -0.097 0.184 0.182 0.640 0.450 0.369.16®| 0.339

Size -0.405| -0.129 0.47y -0.565 -0.3f8 -0.385 98.8 -0.059 0.037, -0.23

Stock market

capitalization 0.216 0.143 0.091 -0.210 -0.068 16@.| 0.127 0.074 -0.050 -0.029 -0.083

GDP growth 0.040 0.02 0.006 0.089 -0.016 0.059 30@, 0.332| -0.210 -0.089 -0.030 0.089

Inflation 0.158 0.087] 0.06% -0.06R 0.012 -0.207 36@.| 0.279| -0.174q -0.064 -0.101 0.483 0.226

Commercial banks -0.230 -0.395 0.488 0.J67 0.692.349| 0.533 0.174 0.449 0.825 0.048 0.J13 0.p38 30|05

Privately-owned banks 0.35¢4 0.019 -0.5B9 0.395 9.540.294 0.455 0.224 0.096 0.613 -0.645 -0.050 £.080.104 0.336

Old banks -0.148 -0.087 0.339 -0.308 -0.349 -0.27@®.208 0.093| -0.123 -0.30% 0.689 0.0y9 0.135 0.169.123 | -0.631

Political change -0.19% -0.12y -0.089 0.170 0.028.216 | -0.371| -0.277 0.21p 0.090 0.0f5 -0.503 -0.490.646| -0.033 0.139 -0.221

1 This table presents Pearson correlation coeffisieich are estimated using data analysis todidimosoft-Excel software.
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Estimated correlation coefficients between explamnatvariables are presented in
Table 5.4. The table shows very little correlatibatween variables. Only the
relationship between operational risk and commedoéanks shows a correlation
coefficient greater than 0.800. Overall, the lowrelation between the variables
implies that there is no risk in multicolinearity the regression analysis (Gujarati,
2003).

Table 5.5 presents Tobit regression results. Thatively high values of the
estimated Tobit B (which are the counterparts of OLS) Rndicate that both
models were able to explain the influence of thdabdes on TE. Further, high
estimated log likelihood values also confirm thedels’ ability to explain TE. As
explained by Gujarati (2003), the violation of thermality assumption in limited
dependent variable models may be quite severe, Barmgue and Lee (1984) pointed
out that the maximum likelihood estimation may beonsistent under non-
normality. This study applied the Jarque-Bera (&%t of normality to examine
whether distributions of residuals are normal. Tl# test of normality is an
asymptotic or large sample test (Gujarati, 2003)e €stimated JB test statistic for
the first regression model [TE(I)] is not able teoyide sufficient evidence to
support the assumption that residuals of the regmesestimates are normally
distributed. However, the recorded JB test statifir the second model [TE(A)]

shows that residuals of the regression are nornmdiyributed.

Variables representing risk, market capitalizataomd commercial banks provide
statistically significant evidence for both modelEstimated coefficients for
profitability, product quality, liquidity and puresed funds are statistically
significant only with the TE(l). Variables such eapital adequacy, privately-owned
banks and old banks show significant relationshyibs the estimated TE(A). All

other variables fail to provide sufficient evidenice the existence of statistically
significant relationships under a 90% confidencellevith either of the dependent

variables.
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Table 5.5 Tobit regression results

Explanatory variables TE(I) TE(A)
. -1.770* -0.219
Assets quality [1.82] [:0.50]
. 0.480 0.383*
Capital strength [0.57] [1.72]
Collateral -3.046 0.021
[-1.03] [-0.02]
-0.475 -0.246
GIM [-1.15] [-1.44]
L 0.967* -0.017
Liquidity [1.90] [-0.09]
S 6.641*** -0.892
Profitability [3.00] [:0.75]
1.737%* -0.115
Purchased funds [3.94] [:0.91]
: . 0.824** 0.853***
Operational risk [2.26] [5.46]
Size -0.021 0.016
[-0.63] [1.07]
NRT 0.254*** 0.072**
Stock market capitalization [3.22] [2.30]
-0.265 0.481
GDP growth [-0.16] [0.64]
Inflation -1.361 0.053
[-1.47] [0.12]
. -0.577** -0.453***
Commercial banks [-2.53] [-3.90]
. -0.070 -0.088**
Privately-owned banks [:0.76] [-2.06]
0.067 -0.070***
Old banks [0.96] [-2.49]
Political change -0.046 0.031
9 [-1.02] [-1.41]
1.339%** 0.909***
Intercept [3.49] [5.03]
R-squared 0.75 0.62
Adjusted R-squared 0.70 0.55
Log likelihood 203.84 242.31
Avg. log likelihood 1.96 2.181
Akaike info-criterion -3.57 -4.04
Schwarz criterion -3.11 -3.60
Jarque-Bera 32.93 3.06

[z’ values are in the parentheses. “***' indicatsignificant coefficients under 1% confidence levey
indicates significant coefficients under 5% confide level,” indicates significant coefficients der

10% confidence level]
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To examine the robustness of the estimated coeffisj four alternative
regressions have been performed omitting the non-commerciak&afrom the
original sample and limiting the regression only &xplanatory variables which
record significant relationships with TE(I) and Tg( These results are not
dissimilar to the results derived from the originadressions. The remainder of this
section presents and discusses the regressiomsresated to individual explanatory

variables.

5.4.2 Firm-specific variables

Assets Quality: The ratio of problem loans to total assets has lnsed to represent
assets quality. Problem loan provision can be deghas an indicator of the quality
of loan assets. Berger and De-Young (1997) predenteee hypothetical
relationships between operational efficiency anobfam loans, namely; bad luck
hypothesis, bad management hypothesis, and skinipipgthesi¥’. Both the bad
luck and bad management hypotheses predict a wegetiationship between
operational efficiency and problem loan provisioHowever, the skimping
hypothesis, which relates the cost of managing lassets with problem loans,
predicts a positive relationship. This study rebesthe bad management hypothesis
and predicts that there is a negative associatgbnden problem loan provision and
operational efficiency. The empirical findings sopp a significant negative
relationship between TE(l) and assets quality @tlthe 10% confidence level. This
result indicates that banks with well managed |pantfolios experience higher
TE(I) than those with a need for high loss prowisioThis result supports Isik and
Hassan (2003). However, the estimated coefficienagsets quality in the TE(A) is

not statistically significant and fails to supptive hypothesised relationship.

12
13

See Appendix 7.
The bad-luck hypothesis predicts that problem loase due to exogenous factors such as
weather disasters that are impossible to controbugh managerial decisions. The bad
management hypothesis predicts that bad manageofidotin origination and monitoring
affects problem loans (Berger & De-Young 1997). $kienping hypothesis says that:
‘a bank maximising long-run profits may rationatlijoose to have lower costs in the short-run bear
the consequences of greater loan performance pngbéad possible costs of dealing with these
problems in the future’ (Berger & De-Young 19978p3).
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Capital Strength: Prior studies have considered capital adequacy ggime
requirement for the smooth operation of bankinghéir Moreover, maintaining a
minimum capital ratio is a major prudential regatgtrequirement in the banking
industry which aims to reduce gambling incentivlat tput bank equity at risk
(Hellmann, Murdock and Stiglitz, 2000). Furtherbank’s capital strength can be
seen as an indicator of its ability to face riskated to insolvency. Claeys and
Vennet (2003) stated that a strong capital basdiem lower default risk of the
bank. Consequently, banks with healthier capitangjth incur lower funding costs
than banks with low capital strength. On the ottend, since capital is considered
to be one of the most expensive forms of liabgitia terms of expected return,
holding capital above the regulatory minimum is a&eddle signal of
creditworthiness on the part of the bank. Thuss gtudy predicts a priori that the

relationship between capital strength and TE vélpositive.

Testing of the estimated coefficient for capitaésgth in the first regression fails to
show a statistically significant relationship witlie(l). In the second TE(A) model,
there is a statistically significant positive r&atship with capital ratios (but only at
the 10% confidence level) showing that manageisaimks with a high capital ratio
are more efficient in TE(A) than those in bankshwitw capital ratios. The result
supports other findings—Grigorian and Manole (20®ceur and Goaied (2001);
Darrat, Topuz and Yousef (2002); and Havrylchyk &@aharrnstrabe (2004)—
which confirms that banks with a sound capital baseable to operate better than

poorly capitalised banks.

Collateral (Fixed assets ratio) :Fixed assets to total assets ratio is an indidatdr
shows the extent of collateral which a bank carnvide to its deposit holders by
using its long-term assets. Generally, fixed assefiside assets such as properties
and freehold which carry higher collateral valugréases in such assets reduce the
funds available for funding operational activiti€3n the other hand, banks with a
higher level of fixed assets may provide higheditreorthiness and consequently
those banks may gain the confidence of depositensldrhose investments can be

regarded as an apparent insurance to deposit Boddginst risk of loan losses.
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Therefore, the study predicts a positive relatigndietween fixed assets ratio and
firm efficiency. However, estimated coefficients fine fixed assets ratio in both
regressions are not significantly different frontrazeTherefore, the results do not

show that there is any relationship between coliht#rength and TE.

GIM: GIM represents the ratio of net interest inconaa(tinterest income — total
interest expenses) to total interest income anttabels the total value added to the
interest paid on deposits and other sources ofsfufide size of the interest margin
may have a direct link with the operational effimg of the firm. Technically
efficient banks may reduce the margin of interesshare the efficiency benefits
with their customers to gain a competitive advaatagthe market. Thus, a priori,
the relationship between TE and GIM is assumedetodyative. However, neither
regression is able to provide evidence that thenastd coefficients are significantly
different from zero. Thus, it could not be showattlsIM has a direct link with

operational efficiency.

Regulatory restrictions on interest rate deternmmét may have limited banks’
capacity to renew their interest rates on a cortipetbasis with changes in the
operational environment. Consequently, the regutathay have restricted banks’
ability to share the efficiency benefits with theurstomers. In addition, factors such
as government taxes, lack of competition in the kivan market and higher
intermediation costs may have affected the stesiltyi insignificant relationship

between GIM and banks’ efficiency.

Liquidity: Liquidity refers to the ability of credit institigihs to fund increases in
productive assets and meet short-term operatidi@adions. Further, the stochastic
dimension of liquidity suggests that liquidity @t may exist under different
circumstances. The unexpected utilisation of crdoies, unforeseen deposit
withdrawals, untimely loan redemption and/or ins¢r@ayments, liquidity need

resulting from asset price developments, and fadledelayed payments by sellers

14 As stated in Chapter Two, banks in Sri Lanka usedpolicy rates (Government Treasury bill

rates and National Savings Banks Deposits ratetf)eabasis for interest rate determination.
Banks are not allowed to significantly deviate friay policy rates.

- 15€-

Determinants



Chapter Five Determinant:

of credit risk protection (ECB, 2002) are some swoltcumstances. To prevent
liquidity crises, banks maintain a buffer of liquadsets on the asset side (Heffernan,
1996). However, provisioning a buffer of liquid etsto face shocks may reduce the
amount of income-generating assets of the bank ianalso may contribute
negatively to firm performance. On the whole, thedg predicts a negative
relationship between TE and liquidity. The regressiesults shows a statistically
significant positive relationship between TE(l) diglidity at the 10% confidence
level and reject the hypothesised relationships Tasult suggests that banks with a
better liquidity position are more technically efént in the intermediation function
than the banks with poor liquidity positions. Cersely, the estimated coefficient

for liquidity in the TE(A) model is not statistidglsignificant.

Profitability: In line with prior studies, this study applied netwn total assets as a
proxy for banks’ profitability. Profitability, in gneral, indicates a firm’s ability to
earn an excess over its total expenditure. Effmyealso shows the quality of the
management and demonstrates how management isweffecproducing maximum
outputs using a minimum level of inputs. The resolt the first regression provide
statistically significant evidence to support thegosition that there is a significant
positive relationship between TE(I) and profitatyililt shows that more profitable
banks are more efficient than others. Accordintiig, result shows that performance
in the intermediation process has a direct linkhwianks’ profitability. Higher
efficiency in intermediation lowers the cost of kaperations which, in turn, leads
to higher profitability. Accordingly, managers inrofitable banks have more
incentive to efficiently perform in the intermeda@t process than those in the less
profitable banks. The findings of the regressiosdolbon TE(l) supports the findings
of Darrat, Topuz and Yousef (2002), Maghyereh (20@4d Casu and Molyneux
(2003) that profitability is positively related tbank efficiency. The second
regression, which tests determinants of TE(A), a¢ able to provide statistically
significant evidence to support the associationvbet banks’ profitability and the

assets allocation process.
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Purchased Funds: Traditionally, banks are concerned with two mairyrpant
functions, namely, deposit mobilisation and fundilogins. Banks mainly use
deposits to produce their lending products. Pumthgdsinds which are borrowed
from other financial institutions and/or from indiuals can be regarded as a
substitute for funds generated from deposits (He#e, 1996). Generally, banks use
purchased funds to satisfy the minimum capital iregouents that are recommended
by regulatory authorities (Carey, 2002). On theeotimand, purchased funds can be
considered as an alternative source of funds wbah be used to satisfy excess
demand for lending products. Since purchased fundease the availability of
loanable funds, this study has predicted a post@lationship between technical
efficiency and purchased funds. The regression lteesprovide statistically
significant evidence to support the predicted pessitelationship between TE(l) and
purchased funds. However, the recorded relationséiween TE(A) and purchased

funds is not statistically significant.

Operational Risk: Operational risk can be regarded as another mvajoable that
determines banks’ operational efficiency. Priordgtg in both banking and non-
banking sectors have used earnings’ variabilityaaproxy for operational risk.
However, going beyond prior studies, this studyliagfhe total loans to total assets
ratio as an alternative measure to proxy operaitiogia Loan to assets ratios can be
considered a measure of the risk-taking nature hef banks’ management.
Profit-seeking banks may tend to put their fundsrigky lending portfolios to
capture higher interest income. Consequently, logh to assets ratios may lead to
wider interest margins and to large loan lossesthEumore, the amount of loans
granted is directly related to the loan adminigtracosts, because loans need to be
originated, serviced and monitored (Heffernan, 3986d recovered. This leads to a
reduction in the net interest margin. However, tbamk applies a mark-up pricing
strategy to set its lending rates, the increased ioomaintaining a large loan level
may adversely affect future lending potential. @e tther hand, risk takers may
prefer to find more productive investments whildueing the other overhead costs.

Keeping a significant portion of funds in incomengeating assets may improve the
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firm’s operational efficiency. Hence, a positivéateonship between operation risk
and firm efficiency can be expected.

Both TE(I) and TE(A) have recorded statisticallgrsficant positive relationships
with operational risk which are consistent with geedicted relationship. These
results show that risk-taking banks have achievadparatively higher efficiency
than banks less aggressive in taking risk. It supphe findings of Darrat, Topuz
and Yousef (2002) and Burki and Niazi (2003) andats the findings of McKillop,

Glass and Ferguson (2002) and Havrylchyk and Sosaabe (2004). The major
implication of these results is that the banks’ligbito put more funds into

productive resources may improve operational efficy. Regulatory restrictions
may lead to control of banks’ lending capacity amaly undermine their operational

efficiency.

Size: Prior studies in banking predicted a strong pesiassociation between firm

size and efficiency (Isik and Hassan, 2003). Theseies used two methods for
controlling the size effect in regression analysenely, clustering banks based on
different size groups (large banks, small banks, medium sized banks) (Isik and
Hassan, 2003), and introducing a proxy to representsize such as total turnover

and total assets (Darrat, Topuz and Yousef, 200B)s study used total assets
(converted into natural logs) of individual banks tepresent their size. The

estimated coefficients for total assets in both el®dre not statistically significant.

Thus, the study does not provide evidence foraicglship between TE and size.

5.4.3 Macroeconomic variables

Country-specific microeconomic variables are inelddo capture the impact of the
external environment on banking operations. In otdecontrol country-specific
macroeconomic conditions, the growth in stock miadapitalisation (to identify
competitive threats made by other capital marketiggpants), inflation (to account
for changes in price level) and GDP growth ratec@pture the influence of general

economic growth) are included in the regression ehaddowever, only the growth
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in stock market capitalisation shows a statistcalignificant relationship with

estimated efficiency scores.

Changes in stock market capitalisation may infleebanks’ efficiency in three
ways. First, savers may withdraw their deposit stneents and may invest their
savings in the stock market, thereby reducing tinel$ available for investments.
Second, investors in the market may tend to useowargs from banks for their
investments and make profits from improved markelstd, banks themselves may
capitalise on profit-making opportunities in theckt market by investing their
excess cash in active portfolios. The result ingsahat the adverse effect of the
withdrawal of deposits in favour of the stock marke over-shadowed by the
lending opportunities arising from the same dewlepts. Consequently,
improvements in capital markets on one side asbatks to smooth the
intermediation function and give more opportunitiesdiversify their investments.
Further, the short-term investment opportunitigsiag in the stock market assist
banks in keeping temporary cash surpluses in agorgolios. Ultimately, extra
income generated from investments, as well as padihg opportunities, may have
enhanced banks’ efficiency. These results rejecgagBan and Manole’s (2002)
argument that developments in security marketsrenmdbank financial institutions
have reduced the performance of banks, and corffatrand Hua’s (1998) findings
that stock market performance is closely relatetaok efficiency. These findings
indicate that the expansion of stock market adtisiis not hindering but, rather,

widening the profit-making opportunities of bankifgns.
5.4.4 Qualitative variables

The influence of four qualitative characteristicsarrely, the line of business
(commercial), ownership form (privately-owned), expnces (old) and political
change—is tested. The regression results relatngutlitative characteristics are
detailed below.

Commercial banks: Estimated coefficients for the dummy variable, ethi
represents the line of business, produce stafiigteignificant negative relationships

in both regressions. These results indicate treattimmercial banking sector is less
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efficient than the savings banking sector. Unté tate 1990s, the savings banking
sector was dominated by state-owned banks. ThéaBkan government has used
the state-owned savings bank (NSB) to promote nakisavings, offering various
incentives such as income tax and wealth tax teé\I8B offered its banking services
island-wide through post offices, providing greaecess to depositors. On the other
hand, commercial banks have established their baarkches mostly in urban areas
in the country. Further, the savings banks are fitnto provide a limited range of
products which basically covers accepting custodegosits and granting loans
products. Conversely, commercial banks have offenede freedom with various
deposit and lending products. The results of thdysfound statistically significant
evidence that the commercial banks were less efficihan the savings banks in
both in TE(l) and TE(A). The main reasons for repgr higher efficiency by
savings banks may be the easy access to savinggs bad the public confidence

created by high government intervention in the@ect

Privately-owned banks: Privately-owned and state-owned firms are operatda
different objectives that are closely aligned betweéhe types of ownership. The
impact of private ownership of banks is tested rgmp the functional orientation
(either savings or commercial) of those barkiseorie$® such as public interest
theory, private interest theory (Kroszner and &trah999), and the development
view and political view (La-Porta, Lopez-de-Silanaad Shleifer, 2002) have
predicted that state ownership of firms has unfaably affected their performance.
La-Porta, Lopez-de-Silanes and Shleifer (2002) tedinout that the direct
involvement of the state sector in economic acésijt not only in the banking
industry but also in any other industry, might umdi@e the performance and
growth of that industry. Accordingly, those thesrigpointed out that the
non-transferable and widely dispersed ownershipctire of public firms reduces
the incentive of state-ownership to monitor thefgenance of management.

Conversely, private ownerships provide incentivegnhance the firms’ efficiency

15 See Chapter 2 Section 2.
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and, thereby, to maximise the firms’ wealth. Todstigate this issue, this study

predicts that privately-owned banks are more effitthan the state-owned banks.

The study does not provide evidence for a stasifiyicsignificant relationship

between TE(l) and privately-owned banks. Howevke testing of the estimated
coefficient in the second model shows a statidjicgnificant negative relationship
between TE(A) and privately-owned banks. This resejects the predicted
relationship that the privately-owned banks (conu@rand savings) are more
efficient than the state banks (commercial andrgm)i These findings confirm
findings of Isik and Hassan (2003) in Turkey andthga (2000) in India.

Havrylchyk and Scharrnstra (2004) suggested ineééimy the coefficient of state
banks with caution and argued that the data usethéestimation of efficiency in
state banks may be distorted by non-compliance agttounting regulations. This
argument may not be valid to banks in Sri Lankagesiit is mandatary for all banks

to apply the Sri Lankan Accounting Standard—regessliof ownership.

The input and output specification used in the sssent of TE(A) included loans,
advances and other earning assets as outputs. @dineing assets include the
investments made in government securities. The sinwents in government
securities are allowed to be deducted from deposhgh are required to be
maintained in the CBSL as the statutory reservaisirempent (SRR). Deposits
maintained in the CBSL as the SRR are not congidaseincome generating assets
and not included as liquid assets. Since state-dwb@nks have invested a
considerable portion of their total assets in gome¥nt securities, they need to
maintain a smaller proportion of assets in the CRSISRR relative to the privately-
owned banks. Thus, the recorded relationship maae leeen influenced by the

regulation relating to the SRR.

Old banks: Previous studies have predicted that relativebatgr experience in the
market helps the old banks to perform better than tew banks which have
relatively little experience (Isik and Hassan, 20@@ester (1996) highlighted that

new banks incur relatively higher start-up costgjureed to build customer
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confidence, which increases their operational ciserefore, this study predicts that
old banks are more efficient than new banks. Thienaged coefficient for old banks
in TE(I) is not statistically significant. HoweveiTE(A) provides statistically

significant evidence that the old banks are lefisiefit than the new banks in the
asset transformation process rejecting the pretiict&ationship. The main reason
for the recorded superior performance by the newk®€amay be the new

technologies which those banks use.

Political change: During the study period, two main political partiaded the
country. These two parties had different viewselation to the open economy. The
party that ruled from 1977 to 1994 believed solelynarket forces and had little
reliance on government intervention. They encoudggeévatisation as a means of
reducing government intervention in the market. Beeond party that came to
power in 1994 has put less reliance on privatisatid dummy variable was
introduced to the regression model to identify itheact of political transition and
the changed view on banks’ efficiency. However, tagiable does not provide

evidence for a statistically significant relatioish

5.5 Conclusion

The objective of this chapter was to investigate determinants of efficiency of
local banks in Sri Lanka. Following previous stdlithis chapter used a truncated
normal Tobit regression model for identifying thectiors and significance of their
influence. A set of macroeconomic and microeconovaitables and three dummy
variables have been introduced to the regressiodelmcas potential explanatory
variables of technical efficiency of banks in Sarka. Two technical efficiency
indices based on the intermediation approach amcskets approach were used as

dependent variables.

While the two models gave relatively high Tobit Ralues, only a few variables
included in the models were able to produce stedilby significant coefficients.
Only three variables—operational risk, line of mess and stock market

capitalisation—have statistically significant coents in both regressions. In
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addition, none of the variables was estimated wWithpredicted sign. The variable
representing commercial banks was predicted tods&iye, but was estimated as
negative. The other two variables were a prioriutfid to be negative, but were

estimated as positive coefficients.

Variables representing profitability, liquidity amgurchased funds are statistically
significant in the TE(I) model and have positivéat®nships. The assets quality
shows a negative relationship with TE(l). With #eception of liquidity, directions
of the estimated relationships of all other vamgabare consistent with the a priori
hypotheses. In the TE(A) model, the additionalistiaally significant variables are
capital strength, privately-owned banks and oldksakven though privately-owned
banks recorded higher average efficiency in all suess, investigation of
determinants revealed that those banks were Idé®gserf in asset transformation
than the state-owned banks. The influence of blesasuch as capital strength, risk
and size are in the direction hypothesised, bue#tenated coefficients of the other
variables show inverse relationships to the hymtieel. Overall, these results
suggest that the determinants of efficiency inedéht functions in banking, such as
intermediation and asset transformation, are ditmimand influences on

determinants vary for different functions.

This chapter presented the findings of the Tobgression analysis on factors
affecting the estimated technical efficiency of kem Sri Lanka. It has highlighted
the macroeconomic and microeconomic factors thae reffected the technical
efficiency of the banking industry. The next chaptavestigates how these

efficiency scores have influenced the operatioealggmance of banks in Sri Lanka.
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CHAPTER SIX

MARKET STRUCTURE, EFFICIENCY AND
PERFORMANCE

6.1 Introduction

The deregulation of the financial services sectigyelopment in management
information systems (MIS) supported by informaticend communication
technology (ICT), and globalisation have changes dtructure, size and scope of
the banking industry in Sri Lanka. The emergencen@k banks (both local and
foreign), the expansion of branch networks, thegrdtion of business services and
the expansion of the activities of other forms ioffcial services institutions have
changed the market structure of the banking inguSuch changes in the banking
industry may have impacted on both the degree wipatition and the operational

efficiency of banks.

Research on banking and financial institutions ld@stified three strategies that
may help to create healthy competition in a la@ed more liberal market (Lloyd-
Williams, Molyneux and Thornton, 1994). The firstadegy is to encourage mergers
among banks to increase bank size in order to puestonomies of scale.
Accordingly, three factors may stimulate mergefs: ¢reating large banks with
market dominance; (2) deterring potential hostikguasitions and takeovers;
and (3) making the banking market more efficienthe TsSecond strategy involves
sharing common resources/facilities such as ATMs lananch networks with other

banks in the industry. The third strategy seekenbance the productivity and
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efficiency of institutions in the industry. Theategy that is most appropriate to the
banking industry is an empirical question that rezgithe attention of policy
makers. Thus, Proposition Il suggests thatgliovements in efficiency have influenced
the banks’ operational performance than changethenstructure of the marKetThis
chapter empirically investigates Proposition llldetermine the appropriateness of
the strategies described above for the bankingsingun Sri Lanka, using the

framework developed by Berger and Hannan (1993).

This chapter consists of five sections, commengiitg this introduction. The next
section presents a brief review of literature exlato market structure and bank
efficiency, with particular reference to the barkimdustry. The third details the
empirical framework used in this chapter. The pgmate section presents the
outcomes and implications of the analysis. The fthapter presents the conclusions

of the analysis.

6.2 Market Behaviour

In the literature, both structural and non-struaflapproaches have been used to
investigate the behaviour of the banking industBfructural approaches are mainly
based on traditional industrial organisation theampich focuses on the efficient
structure (EFS) hypothesis and the SCP hypothésgure 6.1 illustrates basic
elements of the theory behind structural approgchssearch based on structural
approaches assumes that market concentration weakamnket competition by
fostering collusive behaviour among firms. Convlfrsaon-structural approaches
assume that factors other than market structure @mtentration may affect
competitive behaviour, such as barriers to entiysnd the general contestability of
the market (Panzar and Rosse, 1987; Rosse and rPa®%). Non-structural
approaches have been developed in the contexteoinéw empirical industrial

organisation (NEIO) literature.
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\4 A 4
STRUCTURE '::> CONDUCT s> | PERFORMANCE

Environment determine Firm operationa Outcome of the firns
competitive relations behaviour operations

Nature of the product
Cost conditions
Economics of scale
No. firms in the market
Buyers

Entry and exit norms
Demand conditions

Pricing policy
Marketing & advertising
Financing policy
Degree of competition
Output decisions

R&D

Growth and merger

» Productive efficiency

« Profitability

« Size and growth of the
firm

« Innovations of product
and technology

[ An extension of Worthington, Briton & Rees (20@4,211)]
Figure 6. 1. The structure-conduct-performancergheo

6.2.1 EFS hypothesis vs SCP hypothesis

The EFS hypothesis states that the aggressive ioehaf efficient firms in the

market leads to an increase in those firms’ siz# market share. This behaviour
allows efficient firms to concentrate on earninggh@r profits while further

enhancing their market shares. Those firms can mms&i profits either by

maintaining the present level of price and firmesior by reducing price and
expanding the firm size (Lloyd-Williams, Molynewnd Thornton, 1994). Berger
and Hannan (1989) stated that firms in markets withrge dispersion of efficiency
within the market create an unequal market shadeaanigh level of concentration.
Accordingly, the EFS hypothesis states that thetigpeselationship between profit
and concentration results in lower cost achieveauiljh superior operational
management and an efficient production processdii®ny and Rai, 1996). Thus,
proponents of the EFS hypothesis argue that diftee in efficiencies among
DMUs within markets create high levels of concetidra The high concentration
ratio in the market creates greater than averdggegicy in these markets, yielding

a positive profit concentration relationship (Bargad Hannan, 1989).
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As mentioned previously, deregulation and MIS, udahg ICT and globalisation,
have changed the nature of competition in the ankidustry. The improved level
of competition has forced banks to be more efficigxs explained in the EFS
hypothesis, there is no need to encourage mergetisei banking industry, since
efficient banks can improve their market share byviling more cost-effective
banking services and weak banks will either exatitidustry or face an acquisition
or merger. Therefore, the EFS hypothesis suggeatgptblic policy makers should
focus on the identification and implementation bhtegies leading to enhancing

productivity and efficiency.

On the other hand, the SCP hypothesis simply stag#she more a bank grows, the
more efficient it becomes. The SCP hypothesis progse that concentration is a
source of greater profitability, rather than thexgequence of more efficient firms
increasing their share of the market (Berger et2004). According to the SCP
hypothesis, market concentration fosters collusimong large firms in the industry,
which subsequently leads to higher profits. Hetloe, SCP hypothesis suggests that
changes in market concentration may have a positfiieence on a firm’s financial
performance (Goldberg and Rai, 1996). Furthermtwe SCP hypothesis recognises
the consequent positive relationship between maketentration and performance
as a result of the anti-competitive behaviour om& with a large market share

(Berger and Hannan, 1989).

The Relative Market Power (RMP) hypothesis, whigtaispecial case of the SCP
hypothesis, proposes that only firms with large katirshares and a range of
differentiated product lines are able to exercisek®t power to gain superior profits
over non-competitive price-setting behaviour (Berde95). The basic argument
underlined by the SCP hypothesis supports the sisupower of the market and
encourages the strategies that enhance marketrtomtoen. Consequently, if SCP

holds in the banking industry, such strategieshEmpromoted.

The EFS and SCP hypotheses diverge on the bagighinacausality of market

concentration and performance is viewed differenthccording to the SCP
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hypothesis, market concentration is exogenous; wekyeaccording to the EFS
hypothesis, it is endogenous and dependent ondféiniency. This means that each
hypothesis provides a contrasting view for policgkers. According to the SCP
hypothesis, anti-trust legislation would be sogidleneficial. However, if the EFS

predominates, such policies that penalize or impa&irgers would be socially costly.

As explained by Berger and Hannan (1989), the E&® SCP hypotheses offer
similar observations about the relationship betweamcentration and performance
(profitability). The difference between these twedries mainly centres on ways of
interpreting the relationship. Some studies hawalehged the acceptability of the
positive relationship predicted between market eatration and profitability of
SCP. Smirlock (1985) pointed out that there isalatronship between concentration
and profitability, but between profitability and rkat share. He found strong
evidence to support the relationship between masketes (which were used as
proxies for firms’ efficiency) and profitability, rd showed that market
concentration is not a sign of collusive behavibut the superior efficiency of
leading firms.

Berger and Hannan (1994) pointed out four souréesnti-competitive behaviour

that may have arisen as a consequence of high tamkeentration, namely:

1. A dominant firm in a market, able to set the pricegxcess of competitive
levels, may have lower pressure on managers totamaioperating costs at
or near their competitive level;

2. Managers’ self-interested behaviour may lead tkietsfinancing decisions
(which may be detrimental to the shareholders’ etgqi®ns) to reduce
variation in earnings to protect their positions;

3. Increase in the political cost associated with ioltg and maintaining
existing market power; and

4, The retention of inefficient managers or the maiatee of inefficient
practices that allow managers to live a ‘quiet litepursue other objectives

or maintain market power gains.
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Berger & Hannan’s (1994) study has presented amnative to the EFS and SCP,
called the ‘quiet life’ hypothesis. It assumes tlihé managers of firms with
relatively large market shares may not attemptrtprove the efficiency of the use
of resources since they can make adequate prafitgy uheir price-setting power
(Punt and Rooij, 1999). This hypothesis predictt thrge firms in the market use
their market power to be ‘quiet’ in the market agatn profits without improving

efficiency.

Early EFS studies used market shares as a proxg fom’s efficiency instead of
direct efficiency measures (Molyneux and Forbes95)9 However, the firm’'s
market share did not represent the overall prodigtand efficiency level of the
firm. The first application of direct efficiency rasures by Berger and Hannan

(1995) captured the impact of all factors affectnfiym’s performance.

6.2.2 Measures of market concentration

Variables such as the buyer and seller cost relstip, the degree of product
differentiation, market concentration, market shanel entry conditions have been
used in previous studies to represent market strei¢shton, 1999). However, the
majority of SCP studies have used a concentratatio rto represent market
structure. Previous empirical analyses have appireal methods for estimating

market concentration:

1. ‘k’ bank concentration ratio (CR); CR« takes the total market share of the
k™ largest bank in the market (‘k’ denotes the nundfdsanks considered in
measuring the concentration ratio). Accordinglys ttatio ignores relatively
small banks in the market and uses only a selegtbeu of firms in that
market (Bikker and Haaf, 2002). ¢idicates the percentage of a market or
an industry accounted for by dominating firms ofWorthington, Briton
and Rees, 2004). This ratio can be estimated ferdiit ways, such as the

percentage of employment, percentage of produetiohpercentage of sales.
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1. Herfindahl-Hirshman Index (HHI) *; HHI defines concentration as
aggregates of weighted market shares of indivifluals in the market, and
stresses the importance of larger banks by asgjghiem a greater weight
than smaller banks. It counts all banks and weigieen according to their
market share and thereby avoids an arbitrary duewél (Bikker and Haaf,
2002).

The literature identifies two major criticisms dfet use of concentration ratios to
proxy market structure (Hannan, 1997). First, thecentration ratio is dependent on
the size and number of firms in the market. Secdnaynores the influence of

non-bank financial institutions in the context ofanlsing concentration.

Nevertheless, concentration indices such as HHIweighted averages of market
shares, which account for both the size distributemd the number of banks.
Therefore, this ratio has often been used as alsiptpxy of the market structure in

previous research.

6.2.3 Previous applications

The theoretical basis of market structure and perdmce emerged more than 50
years ago. However, most of the empirical stuches tised this theory were limited
to a few developed countries in North America andrope. Gilbert (1984)

summarised 44 such studies, which were based ob$hkanking industry. Whilst

they are important for understanding the theoryirizelthe market structure, they
have less empirical validity in relation to devetgp countries because there are
significant differences between the banking indastn developing countries and in

developed countries.

Previous empirical studies have used either pnéarination (Berger and Hannan,
1989) or profitability information to proxy firm prmance (Molyneux and Forbes,

1995). In a multi-product environment, the use o$iagle measure of price to

N 2
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represent a firm’s overall performance is not appete in the context of banking.

Conversely, profitability measures can be introducas a comprehensive

performance indicator since they integrate both eosl revenue into one measure.
In some studies, increased market concentrationfaasd to be associated with

higher prices and greater than usual profits. $wikrl(1985) found that higher

profits in concentrated markets could be the restuffreater operational efficiency.

Berger (1995) found some evidence that the effagiemypothesis holds true in US

banking.

A positive relationship between bank concentraiod return on equity (ROE) was
found by Short (1979) in a study based on a sawoipbanks from Canada, Western
Europe and Japan. Moore (1998) examined the ingfaatvanced communication
technology on the ability of banks to serve distamtomers. Advanced technology
helped bank managers to serve distant customearg akernative banking methods
such as tele-banking and Internet banking. Mooraméxed the changes in the
relationship between the concentration ratio ardafitability using both univariate
and multivariate regressions, and found that euewugh the technology had
changed, bank concentration had positively affegedormance. Molyneux and
Forbes (1995) found evidence to support the tr@ahili SCP in European banking.
Lloyd-Williams, Molyneux and Thornton (1994) exarmaththe applicability of the
SCP and efficient market paradigm to analyse thenSh banking structure using
the concentration ratio and market share of anviddal firm to represent its
efficiency. The result indicated a positive relatinetween the concentration and the
return on assets (ROA) which was used to proxypfformance, thus supporting

the applicability of the SCP hypothesis to the $gabanking industry.

Several empirical studies have employed differeethmdologies to test the SPC
hypotheses. Thus, differences in variables usedhgpdtheses tested have made
comparisons difficult. Berger and Hannan’s (199%earch framework provided a
comprehensive methodology for testing potentiabtrehships between market
structure and performance under both SCP and eftianarket hypotheses. They

proposed to test four hypotheses, namely, thetivadi SCP hypothesis, the RMP
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hypothesis, the X-efficiency (technical efficiencyj)ypothesis and the scale
efficiency hypothesis to investigate whether markabncentration affects

performance or efficiency affects market concerdrat

Berger and Hannan’s framework investigated the thgmis that best explains a
particular market environment. Using the Berger &ahnan approach, Goldberg
and Rai (1996) examined the structure-performarelationship of banks in
European countries. Their study did not find a ificemt positive relationship
between concentration and profitability. Howevéere was evidence in favour of
the RMP hypothesis for all banks located in coestthat have highly concentrated
banking industries. Using a similar approach, Fd ldeffernan (2005) examined the
market structure of the Chinese banking market.irThesults found evidence
supporting the RMP hypothesis. Even though Fu aefferhan found a positive
significant coefficient for efficiency variableshdy did not find a positive
relationship between market share and efficiendyicvwas one of the necessary

conditions for the hypothesis.

The SCP framework has been widely used in thealitee on industrial organisation
in examining market structures. However, it doesaszount for other factors that
influence firms’ profitability and concentration.ufher, SCP studies ignore the
long-run equilibrium in the market. Therefore, thevidence from market
concentration studies may be insufficient to supgiom conclusions about the

relationship between market behaviour and compatiti

6.3 Methodology

To empirically investigate Proposition lll, thisugly uses a framework similar to the
empirical framework proposed by Berger and Hanne993). Accordingly, four
hypotheses are identified for testing the validityheir applications in a developing

country such as Sri Lanka.

H1: SCP: The dominant firms with collusive power have thdity to influence

the price-setting process in the market, whichvadlahem to gain superior
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profit over the other firms. The SCP predicts aifpasrelationship between
market concentration and firm performance. This dilypsis uses a
concentration ratio to proxy the collusive marketver of dominating firms.

H2: RMP: Firms with relatively bigger market shares andedéntiated product
lines have a superior market power and use it tonsmket prices and
thereby earn an above-average profit. Thereforekehashare and firm
performance may have a positive relationship.

H3: Technical efficiency (TE): Technically efficient firms with superior
management and/or business processes are ableradept a lower cost and
subsequently gain a high profit and market sharee Thigh technical
efficiency allows respective firms to achieve ahag market share at the
expense of less efficient firms. Therefore, prdiiity is expected to have a
positive relationship with variables such as tecahefficiency, market share
and concentration.

H4: Scale efficiency (SE)The differences in performance among firms are not
due to variations in management styles and buspresgsses but because of
the difference in levels of economies of scale.SIHBE predicts that firms
that are operating under an optimum scale prodwcslgyand services at
relatively lower cost and are able to make a higtiifp which leads to a high

market share.

The SCP and RMP hypotheses test the influence @fmtarket structure variables
on firms’ performance. In particular, the SCP hysis examines how collusive
behaviour affects firm performance. The RMP hypsihexamines how individual
firms’ market power affects their performance. dccept either of these hypotheses,
the estimated coefficient for respective varial{l@mncentration and market power)

should be positive and significantly different fraero.

The TE and SE hypotheses examine the validity efeffficient-structure paradigm.
The proponents of the EFS hypothesis argue that boperior performance and
high market share result in the operational efficieof individual decision-making

units in the market. Accordingly, efficiency varad are incorporated as
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independent variables to the revenue equationssélpently, these hypotheses
predict that the influence of market structure om fperformance is not significant

and is economically meaningless.

6.3.1 Empirical model

The following reduced-form profit equation has beemployed to determine which
of the stated hypotheses best explains firm pedioga. Coefficients for the
unknown variables are estimated using the orditeagt-square (OLS) regression

using EViews version 5.1.

p =+ B,,,CONC+ B MS+ B . TE+ B . SE+ D AZ +& Equation 6.1

i=1

where; piisthe measure of performance (profitability/net irtrmargin) of thé"
bank,s is the estimated coefficient for concentration, rkea share, technical
efficiency and scale efficiencyE is technical efficiencySEis scale efficiencyZ; is
a vector representing the control variabkess an estimated coefficient for control
variablesMSis the market share of th8 bank, CONG is the concentration of the

market, which is measured using HHI ands the random error.

If the SCP hypothesis holds, the expected coefficod Equation 6.1 for variables
representing ‘concentration’ should be positive atatistically significant. If the
RMP hypothesis holds, the variable representingrketashare’ should have a
statistically significant positive coefficient. éither of these hypotheses holds, other
control variables, including efficiency variablasay have a significant effect on
profitability.

In contrast, if the EFS holds, the following obs#ions are expected:.
TE>0, SE>0, CON=0 and MS=0

Since efficient firms are expecting to have a reédy low cost advantage, leading to
higher profit, a statistically significant positiveelationship between firm

- 178 -



Chapter Six Market structure, efficiency and perfance

performance and efficiency is expected. A necessandition to hold the EFS

hypothesis is that there should be a positive icglahip between efficiency and

market structure. Hence, the following models gecgied (these two equations use
the same variables as in Equation 6.1).

MS = a + Beee TE + BsceeSE+ D AZ + &7 Equation 6.2
i=1
CON, =0+ B TE+ B SE+ D A Z, +&° Equation 6.3

i=1

If the above models are able to generate statiistipasitive coefficients for TE and
SE variables, a sufficient condition for the redaghip between the efficiency and

the market structure is met.

6.3.2 Selection of variables

Different measures of performance have been usethenprevious empirical
literature. For instance, both profitability indtors and price indicators have been
applied to proxy bank performance (Gilbert, 19848)llowing Goldberg and Rai
(1996), Smirlock (1985) and Yu and Neus (2005)s study uses profitability and
net interest margin (NIM) as proxies for banks'fpemance.

Previous studies have mainly used two measuresglgamturn on assets (i.e. the
ROA) (Goldberg and Rai, 1996; Yu and Neus, 200%) the return on equity (i.e.
the ROE) (Smirlock, 1985; Yu and Neus, 2005) torespnt the profitability of
banks. In principle, ROA reflects the ability ofbank’s management to generate
profits from assets, although it may be biased tdueff balance sheet transactions.
ROE indicates the return to shareholders on tteiitg and equals ROA times the
total assets to equity ratio or the equity mulépliwhich measures financial
leverage. Banks with lower leverage (higher equiggort higher ROA, but lower
ROE. Since an analysis of ROE disregards the greeies associated with high

financial leverage often determined by regulatR®A emerges as the key ratio for
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the evaluation of bank profitability (Sundararajenal., 2002). Thus, this study
applies ROA as an appropriate measure of bank§tadodity.

This study also uses NIM as a proxy for banks’ @enfince. NIM also can be
regarded as a direct measure of performance toatssthe residual interest income
generated on efficient management decision makiwjdperg & Rai 1996). The

NIM was estimated by dividing the net interest imeo(the difference between total

interest income and interest expenses) by totataiss

Equations 6.1, 6.2 and 6.3 incorporate three de¢xmanatory variables. The first
set constitutes proxies for market concentratiahraarket power, which are used to
examine the influence of market structure on bapksformance. The second set is
used to represent efficiency variables and thelthet of variables is specified to

control the influence of variables other than masteicture and efficiency.

Banks are regarded as multi-product firms that msgtiple inputs. As stated in
Chapter Three, the literature provides no consemasuso which input generates
which outputs. Consequently, finding a single Malgato represent the banking
market is a difficult task. Total deposits held {(@xerg and Rai, 1996; Smirlock,
1985), total loans granted and total assets held@me of the variables that can be
used as proxies for market capacity. This studytifles total assets held by all
banks in the industry to represent the size ob#ngking market. This is appropriate
given that the total assets represent the comtoézbme of all banking activities
and off balance sheet transactions which areestdlving in the banking sector in
Sri Lanka. Accordingly, this study uses percentagkshe total assets held by
individual banks to measure market power and aggesgpf weighted market shares

of individual banks in the market (HHI) to measurarket concentration.

Following Berger and Hannan (1993), this study mgsptlirect efficiency measures,
which are estimated in Chapter Four, to proxy TEefkciency) and SE. The study
measures the efficiency of Sri Lankan banks, fowugin two major functions of

banks, namely, the intermediation function and tasaasformation function. Since



Chapter Six Market structure, efficiency and perfance

the intermediation function is more closely relatedthe market of the banking
industry, this analysis is limited to the intermagdn role. Therefore, the estimated
technical and scale efficiency scores based ontiapd output variables with the

intermediation approach are used to proxy TE anthSke analysis in this chapter.

In addition to the variables described above, atgariables is included to capture
the impact of firm-specific and macroeconomic Malea on banks’ profit. Capital
strength has been incorporated to represent a dardpacity for diversification.
Since a high capital ratio increases a bank’s tsedithiness, it may provide more
strength to the bank’s management to diversifyagisets portfolio. Thus, the study
predicts a positive relationship with the bank’sfpenance. Since investment in
liquid assets reduces banks’ productive assetggative relationship between the
liquidity ratio and performance is expected. Totcointhe risk-taking behaviour of
profit-seeking banks, the loan to total asset® ratincluded. Since a high loan to
assets ratio acts to increase the cost of mongaaimd other loans administration
costs, a negative relationship between performar loans to assets ratio is
expected. The product quality variable (which measuhe extent of the effect of
problem loans on the total loan portfolio) is irsda for controlling the impact of
well-managed loan portfolios. The ownership stitetof banks may also limit the
decision-making capabilities of banking institusoespecially in state-owned banks
(Goldberg and Rai, 1996; Molyneux, 1999). Most pyas studies have shown that
privately owned banks have relatively more freedtimset firms’ operational
policies and procedures and have expected a posiglationship with banks’
operational performance. Further, two variablesnoercial banks and old banks,
are included to control the influence of the mapoisiness focus and the relative
experience in the market. GDP growth and inflatiave been incorporated as
macroeconomic variables. Since GDP growth andtioflaaffect numerous factors
related to the demand and supply of deposit and praducts, this study predicts
positive relationships with the ROA and NIM.
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6.3.3 Data

The third phase of the study relied on two soumiedata, as in the case of the
second phase. Information regarding all variabkeszept firm efficiency, was
gathered from an unbalanced panel data set spreaemt a sixteen-year
cross-sectional time period from published finahstatements of local commercial
banks. Three-year moving averages of all datae@ltd variables are estimated to
be in line with the estimated efficiency scoreshwthie three-year moving windows

used previously.

6.4 Results and Discussion

Tables 6.1 and 6.2 summarise the descriptive dath Rearson correlation
coefficients of test data, respectively. The stathddeviation shows the small
statistical dispersion in data used for estima@ggations. This confirmed that there
are no outliers that may affect the estimationa#ficients using OLS. Further, the
estimated correlation coefficients showed veryelittorrelation among variables
included in the model, except in three cases: Sd(d) TE(l); ownership and market
power; and operational risk and commercial banlsse®plained by Gujarati (2003),
in a regression that has highf Ralues with individually significant regression
coefficients for the explanatory variables, suchatrenships may not pose any
serious multicolinearity problems. However, thedsthas performed two alternative
regressions to test the robustness of originakssgon results. Since the outcome of
the alternative regression related to NIM is ndtedent from the original results,
that result is recorded as an appendix. Additignaihce original regression results
based on ROA differ from complementary regressiesults, these results are

presented in Table 6.3 with other results.
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Table 6.1 Variables and their definitions

Variable Definition Mean
Profitability (ROA) Return on total assets (ROA) 0'008[0 008]
NIM Net interest margin to total assets 0'037[0 011]
Market power (MP) Total assets share in the market 0'112[0 104]
Concentration ratio 0.202
(HHI) HHI (Total assets) [0.030]
SE() BCC DEA estimated scores in first | 0.945
phase [0.079]

TE() CCR DEA estimated scores in first | 0.931
phase [0.090]

) 0.544
Risk Loan and advances to total assets 0.176]
Capital strength Total equity capital to total asse 0'069[0 073]

Assets qualit Total problem loan provision to total| 0.045

q y loan portfolio [0.041]
Liquidity Total liquid assets to total assets 0'544[0 176]
Inflation Change in Colombo consumer price| 0.101

index [0.023]
GDP growth National accounts 0'046[0 011]

Privately-owned banks|

Dummy; equals 1, if the bank is a
privately-owned bank

Old banks

Dummy; equals 1, if the bank is incorporated and

commenced business before 1977

Commercial banks

Dummy; equals 1, if the bankasramercial bank

[Standard deviations are within parentheses]
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Table 6.2: Pearson correlation coefficient

NIM ROA MP HHI SE(I) TE(I) Risk Capital Assets | Liquidity Inflation GDP Private Old
strength | quality Growth
ROA -0.081
MP -0.137 -0.060
HHI 0.005 0.274 0.234
SE(l) -0.067 0.356 -0.468 0.112
TE() -0.132 0.438 -0.381 0.16f1 0.972
Risk 0.311 0.168 -0.351 -0.077 -0.086 -0.068
Capital strength -0.10 0.389 -0.417 -0.065 0.267 .269 0.182
Assets quality 0.146 -0.19f 0.690 0.0p1 -0.550 4405 0.184 -0.330
Liquidity 0.291 0.247 -0.344 0.46p 0.145 0.119 036 0.279| -0.104
Inflation -0.077 0.279 0.158 0.639 0.129 0.158  6a@. -0.062 0.062 0.361
GDPG -0.029 0.337 0.13L 0.574 0.0p0 0.040 -0.p89 03®| 0.006 0.30d 0.22
Privately-owned 0.14( 0.22p -0.884 -0.1p3 0413 3540. 0.613 0.393 -0.539 0.455 -0.1p4  -0.085
ol -0.233 0.093 0.712 0.251 -0.244 -0.148 -0.305 0.308 0.339 -0.20¢ 0.16 0.135 -0.6B1
Commercial 0.447 0.174 -0.039 0.063 -0.195 -0.230 .82® 0.067 0.434 0.53B 0.04 0.088 0.336 -0.123
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Table 6.3 presents the regression results relatéjtiations 6.1, 6.2 and 6.3. Four
separate OLS regressions are performed on Equéatloby incorporating ROA and
NIM as dependent variables. All equations seemedsistent with a priori
expectations and fit the panel data set reasonably All the regressions show
reasonable ‘adjusted®Rvalues and significant ‘F’ statistics. With tleeception of
the equation with ROA as the dependent variabkentrmality test performed using
the Jarque-Berra test is not able to provide sattisfy evidence to support the claim

that residuals are normally distributed.

The second column of Table 6.3 presents the rdagresssults based on ROA. The
variable representing market power (MP) shows atipesrelationship with ROA
and a negative relationship with NIM, but recordel@tionships in both regressions
are not statistically significant. Similarly, thereentration variable (HHI) also
indicates an opposing relationship with no appaghificance. These findings
reject the SCP and the RMP hypotheses in relatothé Sri Lankan banking
industry. Accordingly, this result indicates thhetcollusive power of large banks
and high market power enjoyed by individual banksséh not improved the

operational performance of the banks.

Further, the estimated coefficient for TE(l) shoavstatistically significant positive

relationship with ROA, supporting the EFS, whicledlicts that the more technically
efficient firms are able to maintain superior opersal performance than the less
technically efficient banks. However, the varial3& has showed a statistically
significant inverse relationship with the ROA, sagtjng that the scale of operation

is not a pre-condition for superior profit.

The estimated coefficients for Equation 6.1, whilased on NIM, are not able to
provide evidence to support either the SCP hypathes the EFS hypothesis.
Furthermore, the recorded statistically significarggative relationship between
NIM and MP is not in line with the predicted retatship. Thus, the RMP
hypothesis is rejected.
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Table 6.3: Regression results

Explanatory ROA NIM Market power Concentration ROA12 ROA2®
variables (Equation 6.1) (Equation 6.1) (Equation 6.2) (Equation 6.3) (Equation 6.1) (Equation 6.1)

MP 0.025 -0.082%** 0.031** 0.043***

[1.45] [-2.70] [2.27] [3.29]
HHI -0.031 0.077 -0.072** -0.069**

[-0.91] [1.26] [-2.15] [-2.01]
SE() -0.099%** 0.024 -0.845%* -0.080 -0.080**

[-3.06] [0.42] [-5.05] [-0.96] [-2.47]
TE() 0.116** -0.019 0.751%* 0.112 0.103*** 0.034***

[4.04] [-0.37] [5.07] [1.52] [3.58] [4.76]
Risk -0.008 -0.013 -0.130** 0.063** 0.018*** 0.020%**

[-1.01] [-0.87] [-2.99] [2.89] [4.30] [4.91]
Capital strength 0.035** -0.033** -0.040 -0.043* 0.031%** 0.034***

[4.59] [-2.40] [-0.95] [-2.03] [4.00] [4.33]
Assets quality -0.041* -0.043 0.511%* -0.056 -0.056** -0.075%*

[-1.56] [-0.91] [3.62] [-0.80] [-2.18] [-3.00]
Liquidity -0.024** -0.001 -0.219%* 0.150** 0.004 0.004

[-2.02] [-0.07] [-3.99] [5.48] [0.52] [0.47]
Inflation 0.089** -0.149 0.288** 0.398** 0.086*** 0.085***

[3.15] [-1.51] [2.02] [5.62] [2.91] [2.82]
GDPG 0.223%* -0.055 0.553** 0.847** 0.241%=* 0.235%**

[4.04] [-1.09] [2.03] [6.27] [4.21] [4.01]
Ownership 0.007* -0.020%** -0.121%* -0.027**

[1.93] [-3.23] [-6.67] [-3.20]
Old banks 0.002 -0.004 0.036** 0.002 0.001 0.002

[1.44] [-1.49] [4.66] [0.40] [0.77] [1.02]
Commercial banks 0.011%* 0.029*** 0.103** -0.023*

[2.77] [3.94] [5.10] [-2.33]
Constant -0.029%** 0.040** 0.209*** 0.074** -0.031*** -0.045%***

[-3.20] [2.49] [4.42] [3.14] [-3.32] [-6.09]
R? 0.609 0.397 0.923 0.711 0.564 0.541
Adjusted B 0.563 0.327 0.916 0.683 0.522 0.500
F-statistic 13.305 5.625 123.810 25.327 13.305 13.421
Jarque-Bera 3.036 565.756 118.701 20.799 4.766 4.377

[t values are in parentheses, *** indicates gificant coefficients under 1% confidence level’ thdicates significant coefficients under 5% cigince level and
“*" indicates significant coefficients under 10%rdaence level]

2 ROAL excludes explanatory variables which areawtsidered as structural variables (such as coniahdranks and privately-owned banks) and have

demonstrated higher correlation coefficients (nmbes 0.800) with other explanatory variables.

¥ ROA2 excludes all explanatory variables whichehdemonstrated higher correlation coefficients @rtban 0.800) with other explanatory variables.
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Column four and column five of Table 6.3 presesetitbsults recorded for Equations
6.2 and 6.3 respectively. Evidence found in theggassions confirms that the EFS
holds in the Sri Lankan banking industry. As meméid previously, a necessary
condition for EFS to hold is that technical effieoy must be positively related to
market concentration and market power. Thus, thsitige relationship of TE with
MP implies that efficient firms can gain a higheanket share, which subsequently
leads to high concentration in the market. Furthbe results confirm that
technically efficient firms can enjoy both higherofitability, as well as higher

market share, than less efficient banks.

Estimated coefficients for control variables pravitiixed evidence. For instance, in
Equation 6.1, firm-specific variables such as @mtrength and commercial banks
have shown significant relationships in both (RQ#A &IM) regressions. Variables
such as risk and old banks do not provide sigmficavidence to support a
relationship with either ROA or NIM. Capital strehgshows a statistically
significant positive relationship with ROA and agaéive relationship with NIM.
The other firm-specific variables such as assetityuand liquidity have shown
negative relationships with ROA. These results daté that high investment in
liquid assets, as well as high provision for prableans resulting from low quality
loan portfolios, have a negative effect on banksfih which is more aligned with
the theoretical expectations. Further, the variabf@esenting ownership indicates
that the privately-owned banks earn relatively bigprofits while charging lower
interest margins than state-owned banks. This trehdws that privately-owned
banks are in a better position to manage operdtioosts and subsequently earn
higher profit than state banks. GDP growth andatidh have shown a similar
relationship with the ROA and the NIM. These resultdicate that economic
growth, as well as inflation, may act to improvenksi profit. On the other hand, the
regression based on NIM does not provide evidemaipport the relationship with
GDP growth and inflation. Further, the estimatedffioients for commercial banks
in both regressions show that commercial banks khakigher ROA and NIM than

savings banks.
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The regression based on Equation 6.2 shows th&tetnpower is positively related

to TE(l), product quality, inflation, GDP growthpmmercial banks and old banks
and negatively related to SE(l), operation rislquidity and ownership. Since
state-owned banks have a significant portion oklmanassets in the country, it is
obvious that privately-owned banks have a negatiationship with MP. However,

the graphical analysis presented in Chapter Twealed that privately-owned banks
were able to improve their stake in the bankingkeiaduring the study period. The
regression results also indicate that not only oupments of technical efficiency,
but also degrading the product quality (which ressut the high ratio of problem

loans), may act to increase a bank’s market skmeever, the findings in Equation
6.1 show that the product quality has a negatifleence (under 10% confidence
level) on the ROA of the banks by increasing th&t of bad loans.

The results of the regression based on the comatiEmtrratio are presented in the
fifth column of Table 6.3. The results show thatrkef concentration is positively
related to variables such as risk, liquidity, itila and GDP growth and negatively
related to variables such as capital strength apely-owned banks and commercial

banks.

The regression results, which exclude explanatagiables that recorded high
correlation coefficients with other explanatory iahtes, are presented in the last
two columns of Table 6?3 The results of the regression ROAL (which excude
non-structural explanatory variables) and ROA2 @hexcludes all explanatory
variables with high correlation coefficients) shavstatistically significant positive
coefficient for both variables which represent Mieé and the TE(l). This finding is
different from the original regression results, efhsupport the TE version of EFS.
Since the variable representing MP is statisticsiiyificant, both EFS (TE and SE)
hypotheses are rejected. Further, the coefficiezdorded for the variable
representing MP supports the RMP hypothesis, whieldicts that market share has

a positive effect on banks’ profit. Among the othmntrol variables, variables

The results of the supplementary regressions waiehbased on NIM are not different to the original
regression results. Thus, those results are pegsémAppendix 8.
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representing risk and liquidity have provided resuifferent from the original
findings. Contrary to expectations, both regressioecord statistically significant
negative coefficients for HHI and SE(l) and rejgt SCH and SE hypotheses.

6.5 Conclusion

In summary, this chapter has examined the mairtsiral and performance features
of the banking industry in Sri Lanka based on Psipm Ill. The study used four
hypotheses proposed by Berger and Hannan (1993jwangderformance measures,
namely ROA (profitability) and NIM. Generally, enngial results are not consistent
with the SCP hypothesis. Confirming the major argota raised by Molyneux
(1999) against the profit-concentration relatiopshhis study totally rejects the
existence of the traditional SCP hypothesis intiweking industry in Sri Lanka. The
study’s findings also reject Goldberg and Rai's9@Pfindings which showed a
significant profit-market power relationship. Empal results confirmed Proposition
Il that the efficient operation of banking firms wital for higher operational
performance. Furthermore, these results indicat# banks can earn superior
performance only by improving their operational i@éncy. However, the
supplementary regressions, which omit some vaisabi¢h the original regression

equations, show that these results are more sentitithe selection of variables.
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CHAPTER SEVEN

CONCLUSION AND POLICY IMPLICATIONS

7.1 Introduction

This research examined trends in the efficiency pratuctivity of the banking
industry in Sri Lanka during a 16-year period fra®89 to 2004. It covered three
research issues, namely, whether efficiency andymtovity of the banking industry
in Sri Lanka has improved after introducing finacreforms, what are the
determinants of Sri Lankan banks’ efficiency, amdvidoes the market structure of
the banking industry and the banks’ efficiency uefice the banks’ operational
performance (ROA and NIM). Through addressing thesee research issues, this
study provides empirical evidence from the Sri Lamkbanking industry to
supplement the existing body of knowledge in e#irdy and productivity, market

structure and performance from a developing coymérgpective.

The study was presented in five main chapters, lwiatlowed the introductory
chapter (Chapter One). Chapters Two and Three mexséwo literature reviews on
financial services sector reforms in Sri Lanka a&neir influence on the banking
industry, and on concepts and measurements ofegffig and productivity and their
application in the banking industry. Chapter Fouralgsed efficiency and
productivity of the banking industry in Sri Lank&hapter Five investigated
determinants of technical efficiency of banks. Gbaix investigated the influence
of market structure and efficiency on banks’ operatl performance. The
remainder of this chapter presents the main firlofghe study, policy implications
and recommendations, limitations of the researelspmmendations for further

research and the overall conclusion of the study.
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7.2 Main Findings

Four objectives of the study have been systematically addressetinwfive
chapters of this thesis. This section summarisesnthin findings of each of the

preceding five chapters.

7.2.1 Analysis of efficiency and productivity

Chapter Four addressed the first objective of thdyswhich aimed to investigate
banks’ efficiency and productivity improvements rmgd during the
post-liberalisation period. The window analysis e$timated efficiency and
productivity scores in both intermediation and assesformation models showed a
negative trend in the first half of the study pdridcHowever, mid-year mean
efficiency (intermediation) scores of differentritg of banks show some interesting
evidence on the impact of reforms. Those resulticate a negative trend in
efficiency (intermediation) in the first half oféhstudy and a positive trend in the
second half. Further analysis of estimated efficyescores shows that new banks
have higher average efficiency than old banks ith lapproaches. Privately-owned
commercial banks recorded a relatively higher ayerefficiency than state-owned
commercial banks in both intermediation and asaesformation. The savings bank
sector (which is dominated by state-owned NSB) naew higher average efficiency
scores than the commercial banking sector. The miajdings of the efficiency

analysis are as follows:

1. There is not sufficient evidence to refute thatafinial reforms have
contributed to improve efficiency of Sri Lankan kanin the short-term.
However, the recorded efficiency (intermediatior®nts in different types
of banks suggest that banks may gain efficiencyavgments from reforms
in the long-term.

2. Window analyses of estimated efficiency scoresathbntermediation and

asset transformation have recorded a sharp dragfficiency in the year

! Seesection 1.4
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2001. This drop suggests that the financial remsions created by the
fiscal deficit may have adversely affected bankiciency.

3. In both the intermediation and asset transforma#ipproaches, the state-
owned commercial banks recorded lower averageiefity scores than the
privately-owned commercial banks, indicating thiatesowned commercial
banks are the main contributor to low efficiencysim Lankan banks.

4. The efficiency gap between privately-owned comnardbanks and
state-owned commercial banks lessened during ttendehalf of the study
period. This provides evidence that the limitedoaotny offered to the
state-owned commercial banks through the commesatadn program in
1994 has affected an improvement in the efficien€yhose commercial
banks.

5. New commercial banks, which include predominantlyediam and
small-scale banks, show higher average technichkeale efficiency scores
in both intermediation and asset transformatiom tbla banks. This result
suggests that old banks have not fully utilisedrtipeoduction capacity,
implying that non-optimal scale of operations ismajor contributor to

technical inefficiency of Sri Lankan banks.

Empirical investigation of productivity improvemsngained by banks in Sri Lanka
during the 16 year period from 1989-2004 has predichixed evidence. With the
exception of state-owned commercial banks and oldngercial banks, all other
banks have recorded a regress in total factor jgtodty in intermediation during
the study period. However, the asset transformagimotess shows productivity
improvement mainly from frontier shift. The estimdtMPIs indicate that even
though banks in Sri Lanka have invested in advaeoénof technologies in asset
transformation, no productivity gains have beenieadd from improvement of
efficiency. This is evident particularly in the easf state—owned commercial banks
and old commercial banks.

The second objective of the study was to undertakemprehensive review of the

literature related to financial reforms and thempact on the banking industry in Sri
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Lanka and efficiency and productivity change (catseand measurements) and
their application in the banking industry. Two fda&ure reviews and their findings

are presented in Chapter Two and Chapter Threecggely of this dissertation.

7.2.2 Determinants of technical efficiency

The third objective of the study was to investigtte determinants of technical
efficiency of banks in Sri Lanka. The study resulkse Chapter Five) show that
TE(l) has:

. positive relationships with variables such as pabiiity, operational risk,
purchased funds, liquidity (but only at the 10% fatence level) and market
capitalisation;

. negative relationships with product quality (butyoat the 10% confidence
level) and line of business (commercial banks);

. no relationship with the other variables tested.
On the other hand, regression based on TE(A) peov&Vidence for:

. positive relationships with capital strength (bufyoat the 10% confidence

level), operational risk, and stock market capseion;

. negative relationships with line of business, owhgr (private banks) and
old banks;
. no relationship with other variables tested.

Recorded relationships of operational risk and pevdjuality with TE(l) show that

achieving a trade-off between operational risk pratluct quality is a pre-condition
for having high technical efficiency in intermedaat. Further, positive relationships
recorded by market capitalisation show that therawgd competition as a result of
developments in the financial market has improvedl TE in the banking industry.
These results suggest that policies aimed at inmpgosfficiency in other financial

institutions in the sector may bring similar gaiims the banking industry. The

recorded relationships between capital strengthTd@), and between purchased
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funds and TE(l), indicate the significance of exgiag the banks’ capital base. The
evidence recorded on state-ownership in the inyastin of determinants of TE is
not consistent with evidence found in the analgdiestimated efficiency scores in
intermediation. The finding suggests that stateenvbhanks are more efficient than
the privately-owned banks in asset transformatibiowever, this finding may have

been influenced by regulation related to the SRR.

7.2.3 Market structure, efficiency and operational performance

The fourth objective of the study was to investgdhe influences of market
structure and efficiency on banks’ operational @enfance. This analysis was
limited to the intermediation role, which is dirgctelated to the external operation
of banks. The study uses both ROA and NIM to remredanks’ operational

performance. The regression based on NIM does rmtige evidence to support
any of the predicted relationships. However, theneged coefficients for ROA

show that the banks’ profitability is positivelylated to the TE(l) and not related
with the HHI and the MP, thus supporting the EFBisTesult suggests that banks’

operational performance can be improved only byiggiefficiency improvements.

However, the recorded correlation coefficients &mme explanatory variables
indicate that the estimated coefficients of thegioal regression may have been
affected by the multicolinearity. Thus, two suppéartary regression analyses have
been performed, excluding some variables whichrcebigh correlation coefficients
with other explanatory variables. The estimatedfments of regression based on
NIM provide similar results to the original regress although the ROA model
records positive relationships for both variableSioh represent MP and TE(]).
These results indicate that banks with high MP rhaye higher profit than the
banks with low MP, thereby supporting the RMP hyesis. Further, positive
relationships recorded by TE(l) with ROA and MPigade that efficient banks can
have a greater MP—which may lead to higher oparatiperformance. Overall, the
study findings suggest that the collusive powersdu& have a significant impact on

the operational performance of Sri Lankan banks.
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7.3 Policy Implications and Recommendations

Development in the financial services sector isswgred a prime requirement for a
country’s economic development (McKinnon 1973; SH&¥3). Thus, as part of the
development strategy, the government of Sri Lard@menced regulatory reforms
to the financial services sector in 1977 (Dunhamdayasuriya 2005; Kelegama,
1989). Those reforms aimed to enhance the capitaunaulation process by

improving efficiency and productivity of the finaatservices sector. These reforms
brought various benefits to the banking industse(€hapter Two). However, the
analyses of efficiency, productivity and marketusture show that the banking
industry in Sri Lanka was not able to capitalisetio® opportunities created by the

reforms by gaining sufficient efficiency and protiuity gains.

Overall, banks in Sri Lanka have recorded a lovel@f improvement in efficiency
and productivity gains especially in the case dénmediation during the study
period. If these trends continue, the Sri Lankankbay sector may deviate from
developments in the international banking industwith globalisation of the
sector’'s operations, the local banks will suffeonfr competition coming from
international competitors. Furthermore, recorded édficiency and unused capacity
of banks may lead to an increase in the operatioostl of banks in the future which
may, in turn, result in large interest rate risébus, policy makers should give
priority to promoting policies and strategies whichay enhance efficiency
improvements and productivity gains in the seatogéneral. Those strategies must
target all small and large banks, irrespective ladirt ownership structure and
business focus. Further, the findings of the ingasibn of determinants of technical

efficiency suggest that the future reforms shooltlif on:

» overall competitiveness of the financial servicescter (including all
segments in the sector such as the banking indudétyt markets, stock
market, and all other financial and informatioremnmbediaries) to enhance the

inter-industry market competition;
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 removal of operational differences in different fer of authorised
deposit-taking institutions such as savings baudkvelopment banks and
commercial banks to enhance competition in the ingnkdustry;

» strengthening the capital bases of banks to cotheolisk-taking behaviour
of banks’ management; and

« formulating strategies for achieving a trade-oftwesen operational risk and

product quality.

The empirical analysis which examines the influemdemarket structure and
efficiency on operational performance of banks sstgthat collusive power in the
banking industry does not have any impact on omeralt performance. However,
the relative market power and operational efficiemdich individual banks hold
have a significant effect on operational perforneanthus, policy makers need to
focus on polices and strategies which strengthenaogberational efficiency (and
improve the market competition) and relative margetwver of individual banks.
Accordingly, in order to bolster efficiency and dustivity gains in the banking
industry in Sri Lanka, this study suggests polioneentration on areas such as
speed of reforms, banks’ operational environmemd, iastitutional framework. The

remainder of this section focuses on these proppskcdy areas.

7.3.1 Speed of reforms

Speed of reforms encompasses the sequences and timreforms. As explained
by Lal (1986), the sequence of economic liberabsashould be: (1) the reduction
of fiscal deficit accompanied by removal of capitahrket distortions; (2) the
floating of the exchange rate; and (3) the intraiduc and implementation of a
phased program for removing commodity market digtns. Previous reforms in Sri
Lanka have attempted to cover all these three ghaseconomic liberalisation. Hoj
et al. (2006) pointed out that reforms must be isb@st with governments’
objectives outside the field of economic efficientherefore, it is necessary to have

strong political will to face the political diffidty of creating the necessary pro-
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reform consensus in the electorate and/or overaggrsirong opposition to reform
(Hoj et al. 2006).

Conflicting economic goals such as stabilisatiod davelopment, as well as lack of
strong political will, have adversely affected theccess of reforms in Sri Lanka.
Reforms introduced in the late 1970s aimed to free market completely from

government intervention. However, latter reformsehgiven more precedence to
stabilisation goals than to development goals (Bwmh& Kelegama 1997).

Accordingly, policy makers relied on ad-hoc poliagjustment which gave more
emphasis to short-term, rather than long-term, eeon consequences. The
recorded efficiency trends show how those circuntsta have affected the banks’

efficiency improvements and productivity changes.

This study recognises that issues related to teedspf reforms have adversely
affected banks’ efficiency and productivity gaifi$ws, this study suggests a phased
program for further reforms in the financial seescsector which addresses all

problems faced during the last 27 year period. Swogram can be used to:

» recognise, define and establish the objective&stawiorities and timing of
further reforms;

» identify potential challenges in implementatiortioé reforms;

» formulate strategies for overcoming such challenged

» inform all constituencies which may be affectedlsg proposed reforms.
The program should include:

* removal of all restrictions in determination of @rgst rates (which are
currently linked to the two policy interest ratesmely, NSB deposit rates
and return on government securities), all formsreflit restriction on banks,
and taxes which increase the cost of banking tcioss (such as debit tax
and various forms of stamp duties); and

o further relaxation of entry and exit barriers (Whicurrently require the

consent of CBSL) by providing more room for foreiggnks to expand their
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operations within the country (these may provideatgr competition and

more information about advanced banking technog)gie

7.3.2 Banks’ operational environment

Analysis of estimated efficiency scores and ingasdion of determinants of
technical efficiency have identified a number oftéas which may affect banks’
efficiency. The results suggest that the autonormgexision-making enjoyed by
banks’ boards of management, irrespective of thm faf ownership, have impacted
on banks’ efficiency improvements and productivigains. This has been
highlighted by the reduction of efficiency gaps vibetn the privately-owned

commercial banks and the state-owned commercidtshauith the introduction of

the commercialisation program in late 1994. Thhs study suggests that further
commercialisation should be undertaken in stateedlwibanks, with reduced
political interference. The study results also hgiit the necessity of freeing state-
owned banks completely from government control.thier the study proposes
reducing the dependency on state-owned banks rfianding fiscal deficit since it

may have adversely affected not only those barifgiency, but also the market

competition in the banking industry by crowding puwate investment.

TE(A) shows a significant negative relationshiphnibe old banks, indicating that
the new banks are more efficient in asset transiton than the old banks.
Furthermore, analysis of efficiency scores fourghigicant differences in estimated
efficiency scores (both in intermediation and asggtroaches) between new and old
banks. On the other hand, the analysis of prodttimprovement indicates that
old banks attempted to improve their productivityrough improving their
production frontier. It is suggested that old bamiese focused on reducing the
differences in operational environments of new alddbanks by mainly focusing on
advancement of the production technologies theyldewever, old banks were not
able to improve their productivity from efficiencgains. Thus, these findings

suggest that there is a need to formulate stragegiet only to speed-up the
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upgrading of existing product-delivering technokgyused in old banks, but also to

enhance the current efficiency level.

Developments in other industries in the financealvices sector have increased the
degree of competition in the sector. Gaining efincly improvements is the most
appropriate approach to facing increased competitidost advantages gained
through efficiency improvements assist banks inucgty their intermediation
margin by being able to offer their products abadr price than their competitors.
The recorded relationship between TE and stock etadapitalisation can be
considered as an indicator of the impact of devalqts in other institutions in the
financial services sector on banks’ technical efficy. Further, such developments
in the other industries may allow banks to focusnem business opportunities.
Thus, any reforms aimed at expanding activitieghanfinancial services sector are

important for further development in the bankinduatry.

7.3.3 Institutional framework for financial reforms

Lack of a well-defined institutional framework fpplicy reforms may also impact
on regulatory reforms in Sri Lanka. Currently, tlkBSL is responsible for

regulation and supervision of financial institutsonThe CBSL also provides
statutory protection to deposit holders of the atged deposit taking institutions.
Contemporary researchers point out that maintainbayh supervisory and

regulatory roles under government control may redihe impartiality of outcomes
(Barth, Caprio & Levine 2004). Hence, those studieggest transferring the banks’
supervision to private institutions which are indeg@ent from direct government
control (Barth, Caprio & Levine 2004). As Barth, fZi@ & Levine pointed out,

private sector supervision may improve the sourslimédoth the supervisory and
regulatory functions. Therefore, this study proposiee following changes to the

institutional framework of the financial serviceslustry:

1. Governments must limit intervention in the bankindustry to formulating
and implementing policies and procedures which rbayhelpful to the

smooth operation of the banking industry.
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2. The CBSL should give priority to identifying, fordating and implementing
sound banking regulatory practices.

3. Prudential supervision is a prime requirement tomst@in risk-taking
behaviour in a liberalised financial environmenhus, there is a need to
allow an independent agency to supervise finamesitutions.

4, Deposit insurance aims to protect deposit holdersthe case of the
bankruptcy of a bank, and to provide an environntiegit is conducive to the
smooth operation of banks and general stabilityhéfinancial sector. Thus,
this study proposes establishing a separate institdior deposit insurance,
which is responsible for introducing deposit insuw@ mechanisms to protect
the deposit holders of authorised deposit takisgtutions.

5. Banks—even state-owned banks—and other institutmperating in the
financial services sector should adopt managemtnttsres that ensure
they are primarily autonomous profit centres. Thossitutions might be
able to respond to the market passively to satibfy market needs in
intermediation and asset transformation. Regulatatgrvention in their

activities should be limited to ensure solventesaid fair operations.

7.4 Limitations of the Study

A number of factors have limited the empirical asa& of this study. Accordingly,
all measures have been taken within the studysimiceany cause that may result in

bias in the study due to the limitations explaibetbw.

This study is based on secondary data, mainly a@ellefrom banks’ annual reports.
Therefore, the data may be subject to measurenmenaléocation errors which are
common to traditional accounting reports.

This study aimed to evaluate the impact of finane@éorms which commenced in
1977. However, the accounting disclosures madedrbainks’ annual reports before
1989 were limited to minimum disclosure requirersestipulated by the regulatory
institutions. Thus, this study has to be limitedhe period from 1989 to 2004.
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The study used non-parametric DEA to estimate pridty efficiency of banks in
Sri Lanka. Discriminatory power of DEA is mainly gEndent on the sample size
and the number of inputs and outputs considerekarefficiency assessment. Since
there are only a small number of banks in the @&mKkan banking industry, this
study used three-year moving windows for constngcgproduction frontiers for
efficiency assessment. The estimated efficiencyescbased on three-year windows
may have been influenced by the technological impmeents reported during the
window period.

DEA measures efficiency scores by pair-wise congpas of DMUs in the sample.
Benchmarking units for efficiency assessment aeatiled from the sample under
review. These benchmarks are endogenous and haxe litde value in
comparability with benchmarks created from anothemmple. Therefore,
comparisons of estimated efficiency and produgtisitores with other studies may
not be appropriate. Branches of foreign banks @andnsidered as a major force in
the banking industry in Sri Lanka. However, avd#aibformation from those banks
does not provide all required information for tetady. Thus, the study is limited to

local banks.

7.5 Future Research

Efficiency, productivity, market structure and cogtipon are some important
aspects of banking operations in a country. Thiglystcovered only efficiency,
productivity and market structure. Accordingly,ststudy suggests future research

should concentrate on several areas related tosbafficiency and productivity.

Estimated efficiency scores using DEA for one samphy not be compared with
the estimated efficiency scores for another sanileher, the estimated scores may
not reflect the true efficiency level of the DMUsider review. Thus, this study
suggests that measuring efficiency and productishiignge using cross-country data
may lead to a better understanding of the perfoomar the banking industry in Sri
Lanka. Such a study may provide information abarmgarable efficiency scores

for banks in Sri Lanka with other countries in Haanple.
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Furthermore, this study focused only on financsgdexts of the banks’ performance.
In a small banking industry, some behavioural aspeay severely affect efficiency
and productivity of banks. Hence, studying non4ficial factors which may

influence the banks’ efficiency and productivityirgamay be more important.

Some recent studies (Fried, Schmidt and Yaisawdi9@p; Drake, Hall and Simper,
2006 and Dietsch and Lozano-Vivas, 2000) suggdasgus three-stage procedure
for estimating efficiency scores. Those studiesgesy decomposing impact of
environment effect form estimated efficiency scotdewever, this study has been
based on the two-stage procedures for investigétictgrs influencing the technical
efficiency. Thus, it is proposed to conduct futueeearch based on the three-stage

procedure.

This study has been limited to the impact of finahreforms on the efficiency and
productivity change in the banking industry in Banka. However, various forms of
government intervention in the industry may haveafly affected the banks’
efficiency and productivity gains. Thus, this studiresses the significance of
investigating the impact of such interventions ba operational performance of the

banking industry.

The Sri Lankan financial services sector consist@ dew industries. An inter-
industry analysis on efficiency and productivityaolge may provide information
about the influence of financial reforms. Hences #tudy suggests undertaking an
inter-industry analysis on efficiency and produityivhange in the financial services

sector would be useful future research.

7.6 Conclusion

Financial liberalisation has resulted in a sigmifit change in the infrastructure and
operational environment of the banking industrySn Lanka. As discussed in
Chapter Two, financial services sector reforms weatkthe overall activities of the
banking industry. During this period the bankinglustry emerged as a main

economic agent that facilitates the transformatdrinancial assets in the capital
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market. However, further analysis in the study fbuhat banks were not able to
capitalise on the favourable environment createdfibgncial reforms through
efficiency and productivity improvements. The as#yof factors affecting the
technical efficiency of banks in Sri Lanka showattthe impacts of those factors on
the different aspects of banking operations are siotilar. The overall study
findings suggest that policy reforms on their owaymmot be enough to improve the
efficiency and productivity gains of the bankingdiurstry. The introduction of
financial reforms may affect efficiency and produity gains if individual banks are
able to capture the opportunities created by se@rms and if the government is

able to attain and sustain microeconomic stalilithe country.
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Appendix 1: Applications of DEA in the financial s

ervices sector

o

s

£S

Researcher (Year) | Sample | Issues addressed | Findings
Deregulation
Alam (2001) us Branching restrictions » Banks take a considerable time to respond to regylaeforms.
1980-89
166 Banks
Ali and Gstach (2000) Austria Foreign banks All banks recorded a declining trend in estimatszhnical efficiency scores.
1990-97 Performance gaps between best performing bankshendther banks have be
216 Banks widened.
Small banks performed better than big banks
Avkiran (1999) Australia Bank mergers and outcome af « Mergers were not able to gain in productivity impgments
1986-95 deregulation Acquiring firms were not always able to maintaire thre-merger productivit
25 banks gains
Avkiran (2000) Australia Deregulation Interest expenses were identified as an importaunice of inefficiency
1986-95 Regional banks were in the IRS and trading banke wethe DRS
10 banks
Berg, Forsund and Jansemorway Deregulation There was a productivity regress during the pregdated period and rap
(1992) 1980-89 growth in productivity during post-deregulation.
152 banks Deregulation has lessened dispersion of produgtieitels within the industry
Canhoto and Dermine Portugal Relative efficiency of new Deregulation affected efficiency improvements
(2003) 1990-95 domestic banks New banks are more efficient than old banks
20 banks
Denizer, Ding and Turkey Productivity improvements Estimated efficiency indicated a declining trengbast deregulations.
Tarimcilar (2000) 1970-94 There were no significant differences in estimagéficiency among differen
29-53 banks types of banks
Elyasiani and Mehdian, | USA Technological change 12.98% non-neutral technology change has beemtegpbo
(1990a) 1980-85
191 banks
Elyasiani and Mehdian | USA Deregulation Small banks were more efficient than large bankhénpre-deregulated perio
(1995) 1979, 1986 and equally efficient in the post-deregulated prio
300 banks
Isik and Hassan (2003a) Turkey Deregulation Efficiency improvements were reported mostly owingmanagement practice
1981-90 rather than improved scale.
41-56 banks New environment created through deregulation rediuttee efficiency gap
between private and public banks.
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Isik and Hassan (2003b) Turkey Deregulation » State-owned banks and foreign banks outperformadhtpty-owned banks i
1988-96 terms of cost and technical efficiency where asestavned banks dominated
52-55 banks both in terms of allocative efficiency.
< Publicly traded banks recorded relatively highaéincy.
« No evidence found to support that bank size hagrdfisant effect on estimated
cost efficiency.
Maghyereh, (2004) Jordan Productivity improvements  Deregulation improved bank efficiency indicatindaster push of productivity
1984-2001 growth in large banks.
8 banks
Noulas (2001) Greece Deregulation « Privately-owned banks positively responded to thieegulation.
1994-98 « No evidence was found for significant gap betwettesowned and privately-
19 banks owned banks.
Sathye (2001) India - All Productive efficiency ged e The efficiency of privately-owned banks was paradalky lower than that of
on reforms state-owned banks and foreign banks.
Sturm and Williams Australia Foreign bank entry » Foreign banks were more efficient, however, thosekb were not able tp
(2004) 1988-2001 convert recorded efficiency into profit
» The main source of technical inefficiency was ezogsscale of operation.
Webb (2003) UK Performance of retail banks | « The main source of inefficiency is the scale ofraien
1985-95 « Small banks suffered from technical inefficiency
7 banks « Large banks were in the DRS
Policy issues
Batchelor and Gerrard | Singapore Local take over  Productivity improvement in banks primarily resdltieom technological change
(2002) 1997-2001 + Local take-over has a positive influence on techgical change
3 banks
Barr et al. (1999) USA Performance evaluation  Traditional measures of bank performance and DEAresc has a closg
1984-98 approaches relationship
Bauer et al. (1998) USA Consistency of efficiency « Efficiency estimations based on parametric appreschre closely related.
638 banks scores among different However, there are big differences in estimatedcieficy scores using
1977-88 methods parametric and non-parametric approaches.
» Non-parametric approaches report relatively lowrage efficiency.
Casu and Girardone Italy Performance comparison » Result suggests bank group is less efficient wihenpared to the parents’ banks
(2002) 1995 and subsidiary banks.
110 banks » Estimated efficiency scores showed a higher varatf efficiency between
banking group of companies, and parents and sabgidompanies
» Banks’ size plays a very little role in determinipgnks’ efficiency
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Drake and Hall (2003) Japan Problem loans Small banks were in the economics of scale.
1997 Technical efficiency was improved with bank size.
149 banks Problem loans was an important source of inefficyegspecially for the smallg
regional banks
Elyasiani and Mehdian | USA Rate of technology change Size (total assets or total revenue) has posifieeteon bank efficiency.
(1990b) 1980-85 Large banks were able to gain efficiency improvetsem scale of operation
144 banks
Fried, Lovell and USA Mergers Merger has a mixed effect on the estimated effiyen
Yaisawarng (1999) 1988-95
6000 credit unions
Fukuyama (1995) Japan Policy issue During the economic crises, the estimated averHiggeacy report a stable tren
1989-91 Bank size (revenue) inversely correlated with thignsated efficiency
155 banks
Jackson Fethi and Inal | Turkish Policy analysis Productivity improved on deregulation
(1998) 1992-1996
38 banks
Noulas (1997) Hellenic Productivity growth Productivity growth was reported by both state-osv@ainly on technologica
1991-92 progress) and privately-owned (mainly on catchipyfeanks.
20 banks
Worthington (2001) Australia Merger Merged credit unions recorded higher productivitgpiovements than nor
1993-1997 merged credit unions
323 credit unions
Sathye (2001) Australia Merger Domestic banks were more efficient than the fordignks
1996 Market power and size variables were negativelyociated with the ban
29 banks efficiency.
Methodological issues
Asmild et al. (2004) Canada Window analysis with MPI » Decomposition of frontier shift and catching-upeets of the MPIs estimate
1981-2000 using window based DEA are not accurate.
5 main banks
Brown (2001) Australia Sample stratification « Stratification of the sample improves discrimingt@ower of inefficient units
1992-95 from efficient units.
credit unions 326
Cinca, Molinero and Spain Review on input output  DEA estimated efficiency scores was influenced byut and outpu
Garcia (2002) 2000 specifications specifications used.
47 banks » Better estimation of relative efficiency can beided on average value of th

estimated efficiency scores under different comima of input output

specification.

203



Appendixes

Favero and Papi (1995) Italy Scale efficiency and influenceé - Productive specialisation, size and location arentified as determinants of
1991 of input-output specifications banks’ efficiency.
174 banks
Huang and Wang (2002)| Taiwan Comparison of estimated DEA and other two parametric methods used for edton of efficiency scores
1982-97 efficiency on different recorded similar distribution patterns.
22 banks approaches Parametric and non-parametric methods gave sliglitfigrent results in ranking
of DMUs
Parametric methods showed a highly persistenceliigbn across periods and a
close correlation with traditional measures.
Leong and Dollery (2002) Singapore Tested Barr et al (1999) A longitudinal approach has been applied to examiglationship between
1993-99 approach estimated efficiency scores and other performandieators.
35 banks A positive relationship between estimated efficieaad traditional measures of
bank efficiency was found
Leong, Dollery and Coellj Singapore Consistency of DEA estimated « DEA estimated efficiency scores were consistenh wigst practice conditions,
(2002) 1993-99 efficiency scores with other model specification condition, and market conditiblowever the results did not
35 banks methods comply with the time consistency condition.
Pastor (1999) Spain Risk A sequential DEA procedure was proposed to decoenfitss banking risk intg
1985-95 internal and external components in order to okefficiency measures free from
165-132 banks risk.
Resti (1997) Italy Performance Differences of efficiency scores estimated usingneeetric and mathematical
1988-92 programming approaches are not significant when shene data-set and
270 banks conceptual framework used.
Estimated efficiency scores using ADEA (VRS and CR® SFA were shown a
high positive correlation.
Saha and Ravisankar India Performance Public sector banks have improved their efficiency
(2000) 1992-95 More efficient banking units listed in stock markegre able to recorded higher
25 public banks stock return within a short period after IPO.
Tortosa-Ausina (2002) Spain Sensitivity of estieakat Estimated productivity and efficiency scores araengensitive to specifications
efficiency productivity scores of input/output
Tortosa-Ausina (2003) Spain Non-traditional activity and Inclusion of non-traditional activities in efficiep analysis contributes tp
1986-97 bank efficiency improve the estimation of efficiency scores of soohgsters of DMUs under
77 banks review.

The results depend on the bank size, type of the find the time
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Weill (2004)

5 EC countries

A comparison of frontier

All five countries have given un comparable averaffciency scores for threp

1992-98 techniques frontier approaches (DEA, SFA and DFA)
588 banks « Except with DEA, estimated efficiency using paranicetapproaches arg
positively correlated
< All three methods provide consistent efficiency reso with the standard
measures of performance
Managerial performance
Ayadi, Adebayo and Nigeria Quality of bank management| « Old banks are more efficient
Omolehinwa (1998) 189b1-1394 « Main sources of inefficiency is the poor managenuétitank resources
10 banks .

Deregulation creates threats to safety of the anklystem demand for close
supervision of banking firms

Berg et al. (1993)

Nordic Countries

Both in country specific production frontiers angimanon frontiers (constructe
using pooled data from all countries) were recordeat a large number @
Swedish banks were on the frontier having highgciehcy scores.

The results showed that efficiency spreads betweeks were most important
Finland and Norway and least important in Sweden.

— O

>

Bergendahl (1998) 4 Nordic CountrigsBenchmarking » DEA is a best approach to identify benchmark fefficient bank
1992/1993
48 banks
Chen (2002) Taiwan Managerial performance » Three specifications were applied to stand for afeg, marketing and financial
1997-1998 efficiency of banking firms.
44 banks « Significant differences are observed in estimafédiency scores
« State banks [and large] exhibited superior perforweain profitability and
private sector banks [and small banks] exhibitegrational capability.
Drake (2001) UK Productive performance | « Reported improvements in productivity throughouwt preriod
1984-1995 + Main sources of inefficiency is the scale disecoigsm
10 banks » Over the period, UK banks reported a positive potigity growth over the period
due to the frontier shift and negative catch-up
Darrat, Topuz and Yousef Kuwait Productivity » Mainly technical and allocative inefficiencies aaused by inefficiency of banking
(2002) 1994-1997 improvements system
8 banks + Small banks are more efficient

Capitalization and profitability are positively a#éd to banks’ inefficiency
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Drake and Simper (2003 UK Ownership change « Conversion of mutual building societies to publimited companies brought on
1995-2001 temporary benefits in efficiency and productivigigs
20 institutions
Grabowski, Rangan and | USA Organization structure e Branch banking firms are more efficient than th@ksabelonging to the holdin
Rezvanian (1993) 1989 companies.
7,721 bank$ .

Statistically significant differences were reporsdong scale efficiency, allocativ
efficiency and pure technical efficiency.
The efficiency improvements are mainly reportedenhnical sources

Grigorian and Manole
(2002)

Transitiorf countries
1995-1998
17 banks

Sources of productivity

Banking system with few large well capitalised bs@ke likely to generate bett
efficiency and higher rate of intermediation

The influence of prudential tightening on efficignvaries across differen
prudential norms

Transferring banks’ ownership from state to locait(to foreigners) does not mal
statistically significant efficiency improvements.

e

Hasan, Lozano-Vivas an
Pastor (2000)

dEuropean countries
1993

Cross country differences

Research findings suggested that a [un]favouram&a@nment condition could b
an exogenous [good] bad competitive strategy fetitime country banks.

()

612 banks
Miller and Noulas (1996)| USA Technical efficiency » Majority of banks indicate DRS.
1984-1990 + Large and more profitable banks report less iniefficy.

201 large banks

Mukherjee, Ray and
Miller (2001)

USA
1984-1990
201 large banks

Productivity growth

4.5% productivity change was reported during 198861 mainly on technica
change.

Bank size and product specialisation was positivelated with the efficiency
change while equity to total assets ratio was meggtrelated.

Noulas (1997) Hellenic Post-deregulation analysise State-owned banks reported relatively high proditgtchange
1991-92 « Technical efficiency has improved in privately-owinbanks and declined in th
20 banks state-owned banks

Sherman and Ladino USA Benchmarking « The study found that DEA can easily accommodatedone of the traditional ban

(1995)

33 branches of a ban

k

monitoring techniques with relatively low cost.
DEA can be used to analytically review complex siastion

Yue (1992)

USA 1992/1993
60 banks

Managerial performance

Recorded technical efficiency is purely a resulexéessive use of inputs

! sample consisted of 8 credit unions, 3 converteditunions into PLC and 9 banks
2 this sample consisted of 3,627 banks affiliatethtgti-bank holding company and 4,094 banks witanoh banks.
% Former communist countries
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Zanios et al. (1999)

Bank of Cyprus
Branch network

Benchmarking

improvements

» DEA is a powerful tool which can account impacttoé external environment that
the managers have less control
« DEA measurements can be used to provide consteuctticommendation for

Cross country studies

Berg et al (1993)

3 Nordic countrie

5 Cross country

« Country differences in estimated efficiency scaaed dispersion of those scores

779 banks existed
Casu and Molyneux 5 EUCs Cross country There was no evidence to support that convergenaesingle market has caus
(2003) 1993-96 improvement in banks’ productivity in the region.
The efficiency distribution among the EU countriappears to be mainl
determined by country specific factors.
Grigorian and Manole Transitiorf Cross country Large banks and foreign banks recorded relatikigliy efficiency scores
(2002) countries Per capita income has a positive relationship edttimated efficiency
1995-1998 Developments in security market and non-bank fir@nstitutions have
17 banks negatively affected the performance of banks.
Lozano-Vivas, Pastor and 10 EUCs Cross country Cross country variations in estimated efficiencwehdbeen affected by th
Pastor (2002) 1993 environmental variables.
612 banks

Pastor (2002)

France, Italy, Spa
and Germany

irCross country variations

Average cross country efficiency estimations wetatively low.
DEA scores which were not adjusted for risk arestattially different from the

1988-1994 risk adjusted scores.
Other application
Fat and Hua (1998) Singapore Stock market reaction e Stock market performance closely associated with ¢istimated efficienc
1992-1996 scores.
30 banks
Kantor and Maital (1999)] USA Activity-based cost accountin « Combines use of activity-based costing and DEAaftivity-based manageme
Mideast bank and DEA provides managers with detailed quantitative pemforce benchmarks for th

250 branches

specific business activities of their firms or diains.

4 Former communist countries
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Appendix 2: Applications of DEA in financial servic

es sector; Input and output specification

Researcher

| Issues addressed |

Approach used

Input

| Output

Deregulation

Alam (2001)

Branching restrictions

Intermediatialifferent

combination of input-output

has been used)

Physical capital, labour, purchased
funds, demand deposits, other
deposits, core deposits, and loanal
funds (Dollar value)

Securities, real estate loans,
commercial and industrial loans,
plestalments loans, total loans (Dollg
value)

i

=

Ali and Gstach
(2000)

Foreign banks

Intermediation /Value

add

edabour, physical capital, purchased
funds, interbank deposits, equity

Customer deposits, inter bank loan
small loans, securities

Avkiran (1999)

Bank mergers and
deregulation

Intermediation

Staff number, deposits, interest
expenses and non-interest expens

Net loans, net interest income and
EgI0N-interest income

Canhoto and
Dermine (2003)

Efficiency of new
domestic banks

Intermediation

Number of employees and physic
capital

alLoans, deposits, securities, and
interbank assets/ liabilities

Denizer Dinc and
Tarimcilar (2000)

Productive improvements

Stage 1: Production

Stage 2: Intermediation

Total personnel expenses, interest
and fees

Total deposits, income from non-
banking sources and non-personng
operating expenses

Total deposits and income from no
banking sources

Total loan and banking income
2|

Elyasiani and
Mehdian (1990a)

Technological change

Intermediation

Deposits (ggeind time), labour,
capital

Real estate loans, commercial and
industrial loans, other loans and
investment

Elyasiani and
Mehdian (1995)

Deregulation

Intermediation

Time and savings deppdemand
deposits, capital and labour

Investment real estate loans,
commercial and industrial loans, arn
other loans

Isik (2003)

Deregulation

Intermediate

Value-added approach

Labour (number of full time
employees), capital (book valve of
fixed assets), banking funds

Labour, capital and funds

Short-term loans, long-term loans,
other earnings assets

Short-term loans, long-term loans,
other earnings assets and risk
adjusted off-balance sheet activitie

D

Isik and Hassan
(2003a)

Deregulation

Intermediation

Labour, loanable furats] capital

Short-term loans, long-term loans
other earnings assets and risk
adjusted off-balance sheet activitie

208



Appendixes

Maghyereh (2004)

Productivity
improvements

Intermediation

Labour, capital and deposits

Loars laguid assets, investment
and other income

Noulas (2001)

Deregulation

User cost

Interest Bgpe and non-interest
expenses

Interest revenue and non-interest
revenue

Sathye (2001)

Productive efficiency
gained on reforms

Intermediation

Net worth, borrowing, operating
expenses, humber of employees,
number of banks

Deposits, net profits, advances, no
interest income interest spread

Tortosa-Ausina
(2003)

Non-traditional activity
and bank efficiency

Intermediation approach
(1) Restricted
(2) Unrestricted

Labour, funding and physical capitalLoans and other earnings

Same as above

Loans, other earnings, and non-
traditional activity

Policy issues

Barr, Seiford and
Siems (1994)

Bank failure

Production approach

Full-time equindlemployees,
salary, premises and fixed assets,
other non-interest expenses, total
interest expenses and purchase fu

Core deposits, earning assets, and
total interest income

nds

Batchelor and
Gerrard (2002)

Local take over

Intermediation approach

Labour fixed assets, and total
deposits

Loans and advances, investment
securities, and liquid assets

Bauer et al.(1998)

Methodological/ policy
issues

Production

Labour, physical capital, small
denomination time and savings
deposits, and purchased funds

Demand deposits, real estate loang
commercial and industry loans and
instalments loans

Berger (1997)

Problem loans and cost
efficiency

Intermediation approach

Operating expenses

Comaidoeins, real estate loang
transaction deposits and fee-based
income

Casu and Girardone|
(2002)

Performance comparison

Intermediation

Labour cagosits and physical
capital

Total loans and other earning asse

IS

Dietsch and Vivas
(1996)

Impact of environmental
variables

Value added approach

Labour, physical capital, siepo

Loans, produced deposits, other
productive assets including short
term investment

Drake and Hall
(2003)

Mergers, problem loans

Intermediation approach

@&dread administrative expense
fixed assets, retail and wholesale
deposits and problem loans

»sTotal loan and bills discounted,
liquid assets and other investment
and other income

Elyasiani and
Mehdian (1990b)

Rate of technology
change

Intermediation

Deposits, labour (number of
employee), and capital

Loans and investments

English et al. (1993)

Bank mergers

Assets approach

Labour, capital, deposits and
borrowings

Investment income, real estates
income consumer loans, and
commercial loans
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Fried, Lovell and
Yaisawarng (1999)

Bank mergers

Alternative

All operating expenses

os.Nleposit, deposit interest rate,
nos. loan, loan interest rate,
transaction volume and service
variety

Fukuyama (1995)

Policy issue

Intermediation

Labeapital and funds from
customers

Returns from loans and returns fro
investments

Jackson, Fethi and
Inal (1998)

Policy analysis

Value added

Number of employees, sfinon-
labour operating cost, depreciation
expenditure and material expendity

Loans, demand deposit and time
deposits
re

Kohers, Huang and
Kohers (2000)

Policy issue/
Merger and stock prices

Intermediation

Labour, physical capital, time and

saving deposits, and purchased fundteposits, real estate loans, other

Demand deposits, time and saving

loans and net non-interest income

Noulas (1997)

Productivity growth

Intermediation

yBical capital, labour and deposit

s Liguid asdetms and advances,
and investments

Worthington (2001)

Merger

Intermediation

Physicapital, at call deposits,
notice-of-withdrawal deposits,
interest and non-interest expenses

Personal loans, commercial loans,
residential loans, investment, and
interest and non-interest income

Methodological issues

Brown (2001)

Outcome of firm merger

5 Alternative

Operating costs

Loans, deposits, awemaigrest
paid, average interest received

Alternative

Operating costs

Housing loans, non-imguans,
deposit not at call, average interest
paid and received

Cinca, Molinero
and Garcia (2002)

Review on input-output
specifications

Alternative (different
combinations)

Number of employees, fixed assets
and deposits

Operating income, deposits and
loans

Favero and Papi
(1995)

Scale efficiency and
influence of input-output
specifications

Assets

Labour (number of employees),
capital (book vale of fixed assets a
premises), loanable funds, and net
funds from other banks [and
financial capital]

Loans to other banks and non-
hdinancial institutions, investment an
security and non-interest income

Fethi, Jackson and
Weyman (2002)

Intermediation

Number of employees, total intere
expenditure, depreciation
expenditure and material expendity

st.oans and demand deposits

re

m

Fukuyama and
Weber (2002)

Methodological issues

Assets

Labour, physical ehpind funds
from customers

Loans and security investments

Huang and Wang
(2002)

Comparison of methods

Intermediation

Deposits awdowed money,

Investment, short term loans, and

labour and net physical capital

long term loans
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Leong and Dollery | Methodology Intermediation Deposits and fixed &sse Loans and risk weighted assets
(2002)
Leong Dollery and | Methodology Model A Interest expenses and operating Interest income and other income
Coelli (2002) expenses loans

Model B Deposits and fixed assets Risk weighted assets

Model C Deposits and fixed assets
Resti (1997) Methodological/ Value added Labour (staff expenses), and capitdloans and deposits

Performance (non-staff expenses and
depreciations)

Saha and RavisankarMethodological/ Production Interest expenses, establishment | Deposits, advances, investments,
(2000) Performance expenses, non-establishment non-interest income, spread and to|

expenses and fixed assets

income

Cross country studies

Athanassopoulos,
Soteriou and Zanios
(1997)

Cross country difference
of efficiency gain

Production approach

Labour cost, number of compute
terminals, branch size

r Savings, checking, business and Ig
accounts

Berg et al.(1993)

Cross country comparis

on

Altévesapproach

Labour and capital

Total loans, to&glosits and
number of branches

Casu and Molyneux
(2003)

Cross country

Intermediation

Total cost and totestomer and
short-term deposits

Total loans and other earnings ass

Lozano-Vivas,
Pastor and Pastor
(2002)

Cross country
comparisons/
Methodological

Personnel expenses and non-
personnel expenses and a set of
environmental variables

Loans, deposits, and other earning
assets

Pastor (2002)

Cross country variations

D

Value added

Personnel expenses, and non-
personnel operating costs (with
environmental and risk variables)

Loan, deposits, other earning asse

tal

an

ets

Managerial performance

Athanassopoulos
and Giokas (2000)

Branch performance

Production approach

Labour howasich size, compute
terminals, and operating expenses

r Number of transactions, (credit,
deposits and foreign exchange)

Ayadi, Adebayo
and Omolehinwa
(1998)

Performance
measurements

Intermediation

Interest paid, and personnel and
other expenses

Total loans, interest income and na
interest income

Barr et al. (1999)

Efficiency performance/,
Methodological

Integrated

Salary expenses, premises and fi
assets, other non-interest expense
interest expenses

delrning assets, interest income an
5,non-interest income
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Bergendahl (1998) Benchmarking Production Persocwst] cost of materials, andLending, deposits and gross reven
credit loss cost

Chen (2002) Managerial performance Alternative appi Operation efficiency
Bank staff, assets and deposits Loan, investments and exchange
Marketing efficiency Interest revenue, non-interest
Loans, investments and exchange | revenue, service quality and non-

performing loans

Financial efficiency
Interest revenue, non-interest Profit and equity
revenue, service quality and
performing loans

Drake (2001) Productive performance Production Fixed assets, nos. employees Loans, liquid assets & investments

Intermediation

Fixed assets, no. employees and
deposits

other income and deposits

Loans, liquid assets & investments
and other income

Drake and Simper | Ownership change Alternative Employee expensesjmterest Net interest income, net commissig
(2003) expenses and loan loss provisions| income and total other income
Darrat, Topuz and | Productivity Intermediation Labour, capital, and deposits Loamd investments

Yousef (2002) improvements

Golany and Storbec
(1998)

k Performance evaluations

Production approach

Tetlars, operating expenses,
market size, economic status of the
area, competitive activity

2 and equity), deposits (checking,

Loan (direct, indirect, commercial

savings and deposit certificates),
average number of accounts per
customer, customer satisfaction

Grabowski, Rangan
and Rezvanian
(1993)

Managerial issues

Intermediate

Labour, capitallaadable fund

Commercial and industrial loans,
consumer loans, real estate loans,
demand deposits and investment
security

Grigorian and
Manole (2002)

Sources of productivity

Alternative

Labour, fixessets, and interest
expenditure

Revenues, net loans and liquid ass

McAllister and
McManus (1993)

Scale efficiency

Value added approach

Purchaseatkflgavings deposits,
fixed assets, and labour

Real estate loans, commercial and
industrial loans, instalment loans,
demand deposits and savings

e

ets

deposits
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Miller and Noulas
(1996)

Technical efficiency

Intermediation

Transaction oifs, non-
transaction deposits, total interest
expenses, and total non-interest
expenses

Commercial and industrial loans,
consumer loans, real estate loans,
investments and total non-interest
income

nd

Mukherjee, Ray and| Productivity growth Intermediation Transaction dgig non- Commercial and industrial loans,
Miller (2001) transaction deposits, equity labour, consumer loans, real estate loans,
and capital. investments and total non-interest

income

Pal, Mukherjee and | Performance Production Deposits, net profits, adesnnon- | Net worth, borrowing, operating

Nath (2000) interest income and interest spread expenses, number of employees al
number of banks

Sherman and Lading Benchmarking Alternative Teller, platform, managkr Deposits (withdrawals and cheques

(1995)

personnel, office space, branch
operating cost

chased), bank cheques traveller's
cheques, bonds (sold, redeemed a
coupon), loans (mortgage and
consumer) and new accounts (time
savings, certificates of deposits)

]

hd

Yue (1992)

Managerial performance

Intermediary

regeexpenses, transaction
deposits, non-transaction deposits,
non-interest expenses

Interest income, non-interest incomn
and total loans

Zanios et al. (1999)

Benchmarking

Production

Chdrataff, managerial staff,
computer terminals and working
space

Number of current accounts, savin
accounts, foreign currency and
commercial accounts, credit
application and service hours

JS

Other appl

ication

Fat and Hua (1998)

Share market performance  Altiema

Non-interest expenses, interest
expenses, and financial capital

Annual average increase in total
assets and total income from intere
and non-interest activities
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Appendix 3: Coefficients of variation (Input and ou tput data)

Window Interest Personnel | Establishment Advances | Deposits Number ofnterest Other Other Earning

Expenses | Expenses | Expenses Employees Income Income Loanable | Assets
1990 0.95 1.19 0.96 1.13 0.92 1.04 0.91 0.86 I:undsl.BG 1.66
1991 0.88 1.13 0.96 1.01 0.87 1.00 0.86 0.82 1.45 1.53
1992 0.82 1.09 0.95 0.93 0.79 0.97 0.82 0.90 1.52 1.46
1993 0.78 1.07 0.91 0.89 0.76 0.93 0.79 0.95 1.45 1.34
1994 0.85 1.08 1.00 0.97 0.84 0.98 0.85 1.00 1.40 1.42
1995 0.91 1.09 1.14 0.98 0.89 1.03 0.90 1.09 1.37 1.43
1996 0.98 1.18 1.31 1.03 0.97 1.10 0.98 1.23 1.40 1.52
1997 0.98 1.19 1.34 1.02 0.96 1.10 0.97 1.22 1.38 1.47
1998 1.02 1.21 1.31 1.03 0.98 1.14 1.00 1.29 1.44 1.51
1999 1.02 1.22 1.05 1.03 0.96 1.14 0.99 1.27 1.62 1.52
2000 1.04 1.22 0.88 1.07 0.98 1.16 1.02 1.23 1.65 1.49
2001 1.02 1.21 0.87 1.04 0.98 1.16 1.01 1.10 1.51 1.47
2002 1.02 1.21 0.85 1.01 0.99 1.15 0.99 1.00 1.27 141
2003 0.99 1.21 0.84 0.97 0.99 1.13 0.96 1.05 1.02 1.44
Egﬁq‘;‘é data 1.08 1.36 1.09 1.17 1.14 1.09 1.08 1.25 1.56 1.69
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Appendix 4: Window analysis — (Mean estimated effic  iency scores in individual window periods)

(@) Technical efficiency in intermediation

1989 | 1990 | 1991 1992 1998 1994 1995 1996 1997 1P®9899 | 2000 | 2001, 2002 2008 2004

Win_1990| 0.989 | 0.985| 0.944
Win_1991 0.995| 0.973| 0.944
Win_1992 0.995| 0.957| 0.977
Win_1993 0.955| 0.975 0.992
Win_1994 0.920| 0.900 0.923
Win_1995 0.905| 0.926 0.934
Win_1996 0.902| 0.879 0.898
Win_1997 0.880| 0.87§ 0.951
Win_1998 0.886| 0.939 0.911
Win_1999 0.941| 0.893 0.924
Win_2000 0.917| 0.931 0.916
Win_2001 0.969| 0.890 0.949
Win_2002 0.795| 0.836 0.88P
Win_2003 0.822) 0.869 0.90p
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(b) Pure-technical efficiency in intermediation

1989 | 1990 | 1991 1992 1998 1994 1995 1996 1997 1P®8899 | 2000 | 2001, 2002 2008 2004

Win_1990| 1.000 | 0.994| 0.994
Win_1991 1.000 | 0.999| 0.971
Win_1992 1.000| 0.982] 1.00(
Win_1993 0.983| 0.992] 1.00(
Win_1994 0.987| 0.987] 0.989
Win_1995 0.987| 0.987] 0.998
Win_1996 0.983| 0.982 0.989
Win_1997 0.976| 0.971 0.99%
Win_1998 0.973| 0.989 0.968
Win_1999 0.989| 0.964 0.993
Win_2000 0.976| 0.989 0.976
Win_2001 0.994| 0.961 0.988
Win_2002 0.886] 0.900 0.90b
Win_2003 0.888 0.899 0.90P
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(©) Scale efficiency in intermediation

1989 | 1990 | 1991 1992 1998 1994 1995 1996 1997 1P®8899 | 2000 | 2001, 2002 2008 2004

Win_1990| 0.989 | 0.990| 0.95(
Win_1991 0.995| 0.974| 0.974
Win_1992 0.995| 0.975| 0.977
Win_1993 0.971| 0.983 0.992
Win_1994 0.930| 0.913 0.934
Win_1995 0.917| 0.938 0.936
Win_1996 0.917| 0.893 0.906
Win_1997 0.898| 0.900 0.954
Win_1998 0.907| 0.948 0.939
Win_1999 0.951| 0.925 0.93D
Win_2000 0.936] 0.941 0.938
Win_2001 0.974| 0.927 0.961
Win_2002 0.822] 0.852 0.900D
Win_2003 0.855 0.892 0.915
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(d) Technical efficiency in asset transformation

1989 | 1990 1991 1992 1993 1994 1995 1996 1P97 199899 | 2000 2001 2002 2003 2004

Win_1990| 0.942| 0.951] 0.981
Win_1991 0.944| 0.948 0.939
Win_1992 0.961| 0.941 0.966
Win_1993 0.939| 0.959 0.990
Win_1994 0.947| 0.955 0.98
Win_1995 0.905| 0.939 0.950
Win_1996 0.870| 0.922 0.968
Win_1997 0.923| 0.962 0.9438
Win_1998 0.920] 0.889 0.9583
Win_1999 0.904| 0.945 0.95p
Win_2000 0.926| 0.92% 0.96bp
Win_2001 0.914) 0.948 0.960
Win_2002 0.869 0.880 0.865
Win_2003 0.886 0.872 0.852

Ot
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(e) Pure-technical efficiency in asset transforomati

1989 | 1990 1991 1992 1993 1994 1995 1996 1P97 199899 | 2000, 2001 2002 2003 2004

Win_1990| 0.975| 0.968 0.993
Win_1991 0.965| 0.971 0.981
Win_1992 0.997| 0.956 1.000
Win_1993 0.948| 0.982 0.99;
Win_1994 0.978| 0.964 1.000
Win_1995 0.957| 0.98§ 1.000
Win_1996 0.930f 0.975 0.994
Win_1997 0.970| 0.992 0.97f
Win_1998 0.961] 0.943 1.00p
Win_1999 0.947) 0.97% 0.98p
Win_2000 0.959] 0.959 0.999
Win_2001 0.958 0.987 0.991
Win_2002 0.904 0.900 0.898
Win_2003 0.90§ 0.905 0.897

™o
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(f)

Scale efficiency in asset transformation

1989

1990

1991

1992

199

199

1995 19

o7 1

09899

2000

2001

2002

2003

2004

Win_1990
Win_1991
Win_1992
Win_1993
Win_1994
Win_1995
Win_1996
Win_1997
Win_1998
Win_1999
Win_2000
Win_2001
Win_2002
Win_2003

0.966

0.981
0.976

0.988
0.976
0.964

0.958
0.982
0.989

0.96¢6
0.976
0.968

0.99¢
0.990
0.947

)

0.98%
0.951
0.928

0.95(
0.945
0.950

0.974
0.969
0.958

0.96!
0.944
0.955

A"}

0.95
0.969
0.966

0.97
0.964
0.952

0.96
0.959
0.881

0.969
0.895
0.903

0.884
0.89(

0.87p
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Appendix 5: Mean estimated efficiency scores

(a) Intermediation process
Win_ | Win_ | Win_ | Win_ | Win_ | Win_ | Win_ | Win_ | Win_ | Win_ | Win_ | Win_ | Win_ | Win_ | Average St-
1990 | 1991 | 1992 | 1993 | 1994 | 1995 | 1996 | 1997 | 1998 | 1999 | 2000 | 2001 | 2002 | 2003 dev

Technical efficiency

All Banks 0.972| 0.972 0976 0974 0915 0922 8.89.903| 0.912] 0920 0.921 0.936 0.916 0.936 0.984.0290

Saving 0.977| 0.979 0.988 1.000 0.988 1.000 0.9839200| 0.930| 0.965 0.956 0.989 0.967 0.984 0.9Y3 40,02

Commercial | 0.972 0.97]1 0975 0.970 0.902 0.909 8080.901| 0.899 0.911 0.909 0.924 0.901 0.925 0.929.032
?\s\it]g;j 0.949 | 0.932] 0.933 0921 0.786 0.781 0.669 0.y13 480(70.815| 0.850 0.944 0.882 0.909 0.843 0.095
(Ij\;l/\r/gtdely- 0.983 | 0.991| 0.995 0.994 00976 0.9Y3 0.953 0.964 490(90.943| 0.926 0.919 0.907 0.929 0.95)7 0.029
Old 0.969| 0.965| 0.966 0.961 0.874 0.884 0.823 0.p4b854| 0.888| 0.903 0.93p 0.894 0.9]14 0.906 0.p48
New 0.977| 0.983 0.991 0.988 0.960 0.957 0.941 099044 | 0934 0912 0.91p 0.997 0.983 0.950 0.p28

Pure-technical efficiency

All Banks 0.996| 0.99 0.994 0.991 0.987 0.991 4£€.980.981| 0.977] 0.982 0.981 0.981 0.979 0.974 0.984.0260

Saving 1.000{ 1.00 0.991 1.000 1.0p0 1.000 1.pO0COOCL| 0.978| 0.978§ 1.000 1.000 1.000 1.000 0.997 7,00

Commercial | 0.995 0.98 0.994 0.990 0.985 0.989 820)/90.978| 0.974 0.98) 0.976 0.977 0.974 0.969 0.98D.028
(?c\?rtlz;i 0.999 | 0.973| 0.983 0.974 0985 0.997 0.973 0.944 420{90.953| 0.957| 0.998 0.997 1.000 0.9717 0.037
(Ij\;‘\l/\r/gthIy- 0.993 | 0.996] 1.000 0.998 0986 0.986 0.985 0.990 840{90.989| 0.982 0.971 0.967 0.961 0.98p 0.023
Old 0.999| 0.986| 0.992 0.987 0.991 0.997 0.984 0.p@&8B970| 0.977 0.979 0.999 0.996 0.991 0.9§7 0.p28
New 0.987| 0.993 1.000 0.996 0.975 0.97/5 0.980 0.98877| 0.984] 0.974 0.960 0.956 0.9p4 0.974 0.p26

Scale efficiency

All Banks 0.977| 0.982 0.982 0.982 0926 0930 9.900.917| 0.931 0.93% 0.938 0.9%4 0.986 0.962 0.945.0790

Saving 0.977 0.979 0.997 1.000 0.988 1.000 0.p839200| 0.953| 0.98§ 0.956 0.989 0.967 0.984 0.981 20,02

Commercial | 0.977] 0.982 0.980 0.97T9 0.915 0.919 9®,80.917| 0.9200 0.927 0.930 0.946 0.925 0.955 0.989.085
gc\?rtlz;j 0.949 | 0.957| 0.948 0.945 0.767 0.783 0.686 0.y49 880({70.851| 0.884 0.946 0.885 0.909 0.86D 0.118
E\:\Il\r/gtdely_ 0.990| 0.995] 0.995 0.996 0.989 0.987 0.966 0.973 640/90.953| 0.943 0.946 0.937 0.967 0.967 0.042
Old 0.970| 0.978] 0.974 0.973 0.881 0.887 0.833 0.8@875| 0.906| 0.922 0.938 0.897 0.922 0.916 0.103
New 0.989| 0.990 0.991 0.992 0983 0.982 0.958 0.9@7965| 0.948] 0.936 0.958 0.948 0.9y8 0.964 0.p45
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(b) Asset transformation process
Win_ | Win_ | Win_ | Win_ | Win_ | Win_ | Win_ | Win_ | Win_ | Win_ | Win_ | Win_ | Win_ | Win_ | Average | St-dev
1990 | 1991 | 1992 | 1993 | 1994 | 1995 | 1996 | 1997 | 1998 | 1999 | 2000 | 2001 | 2002 | 2003
Technical efficiency

All Banks 0.958| 0.944] 0.956 0963 0.962 0.981 0.920.942| 0.921| 0.93§ 0.93p 0.941 0.9p1 0.943 0.942 .0570
Saving 0.996/ 1.000 1.000 0.993 0.993 1.000 1.p0Q000L| 0.995| 1.000 1.00 1.000 1.000 1.000 0.994 0001
Commercial 0.951] 0.934 0.94p 0.9%8 0.957 0.920 1®.9 0.935| 0.905] 0.921 0.928 0.930 0.940 0.931 0.9820.058

?\t\itlg;i 0.971| 0941 0.933 0929 0958 0.894 0.895 0.892 550/80.896| 0.894| 0.89%5 0.928 0.882 0.912 0.069
E\:\%ﬁ?ly_ 0.942 | 0.931| 0.956 0972 0957 0.983 0.915 0.949 210/90.930| 0.938] 0.940 0.944 0.944 0.940 0.051
Old 0.970| 0.956] 0.955 0.95 0.962 0.913 0.914 0.ba¥r861| 0.887| 0.903 0.910 0.922 0.904 0.92 .060

3 2 0
New 0.914| 0.891] 0.93% 096/ 0947 0.984 0907 0.p@B948 | 0.956] 0.950 0.94p 0.955 0.949 0.948 0.052

Pure-technical efficiency

All Banks 0.979| 0973 0.984 0974 0981 0.982 6.960.980| 0.968| 0.969 0.972 0.9799 0982 0.978 0.976 .0300
Saving 1.000f 1.000 1.00p 0.993 0.993 1.000 1.p000001| 0.996| 1.000 1.000 1.000 1.000 1.000 0.998 400
Commercial | 0975 0.968 0.982 0971 0.9y9 0.979 620.p 0.977| 0.960, 0.963 0.968 0.974 099 0.973 0.9720.031

g\t\?rtlz;j 0.992 | 0.991| 0.972 0954 0982 0.998 0.976 0.992 940/90.984| 0.936] 0.966 0.994 0.992 0.980 0.026
(Ij\;‘\l/\r/gthIy- 0.967 | 0.956| 0.987 0.979 0.977 0.969 0.957 0.972 490/90.956| 0.977] 0.97¢ 0.974 0.969 0.969 0.032
Old 0.982| 0.983] 0984 097p 0947 0.989 0978 0.DM959| 0.952| 0.949 0979 0.990 0.980 0.97p 0.028
New 0.960| 0.938 0.976 0972 0.982 0.957 0.946 0.p81962| 0.975| 0.983 0.970 0.970 0.969 0.968 0.034

Scale efficiency

All Banks 0.978| 0.970 0.971 0988 0.981 0.949 9.940.961| 0.952| 0.965 0.96p 0.960 0.967 0.964 0.965 .04%0
Saving 0.996/ 1.000 1.000 1.000 1.000 1.000 1.p0Q000L| 0.999| 1.000 1.00 1.000 1.000 1.000 0.996 80.00
Commercial | 0.975] 0.96% 0.966 0.986 0.978 0.941 43.p 0.957| 0.943] 0.957 0959 0.9%54 0.9560 0.956 0.959.046

i\t\?rtlza 0.979 | 0.950| 0.959 0978 0975 0.895 0.916 0.899 600/80.910| 0.956| 0.92% 0.933 0.889 0.930 0.064
E\:\Il\r/gtdely_ 0.973 | 0.973| 0.970 0992 0.980 0.963 0.952 0.976 710/90.972| 0.960; 0.962 0.968 0.973 0.969 0.033
Old 0.988| 0.972| 0970 0981l 0.985 0.923 0.933 0.93B900| 0.933| 0.950 0.929 0.931 0.923 0.946 0.054
New 0.950| 0.950] 0.959 0995 0.965 0.975 0.952 0.p81986 | 0.980| 0.9677 0.974 0.984 0.9y8 0.973 0.p31
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Appendix 6: Nature of return to scale

(@)

Efficiency in intermediation

2002-| 2001- | 2000-| 1999- | 1998-| 1997- | 1996-| 1995- | 1994-| 1993- | 1992-| 1991- | 1990- | 1989-
04 03 02 01 00 99 98 97 96 95 94 93 92 91
All banks IRS 0 0 3 0 1 1 0 0 0 0 0 1 2 0
CRS 17 12 11 14 16 16 16 15 14 12 18 13 13 11
DRS 19 23 20 19 15 14 13 13 11 11 8 1 6 10
Savings IRS 0 0 0 0 0 0 0 0 0 0 0 1 0 0
CRS 5 2 4 5 4 5 3 2 3 2 3 2 2 2
DRS 1 4 2 1 2 1 2 2 0 1 0 0 1 1
Commercial| IRS 0 0 3 0 1 1 0 0 0 0 0 0 2 0
CRS 12 10 7 9 12 11 13 13 11 1(Q 10 1 11 e]
DRS 18 19 18 18 13 13 11 11 11 10 8 1 5 D
Privately- | IRS 0 0 3 0 1 1 0 0 0 0 0 0 2 0
owned CRS 11 9 6 6 10 10 12 13 11 10 10 10 8 5
commercial | DRS 13 14 13 15 9 8 6 5 5 4 2 2 2 6
State- IRS 0 0 0 0 0 0 0 0 0 0 0 0 0 0
owned CRS 1 1 1 3 2 1 1 0 0 0 0 1 3 3
commercial | DRS 5 5 5 3 4 5 5 6 6 6 6 5 3 3
Old IRS 0 0 0 0 0 0 0 0 0 0 0 0 0 0
commercial | CRS 2 1 3 5 5 3 3 4 4 5 6 6 7 7
DRS 10 11 9 7 7 9 9 8 8 7 6 6 4 5
New IRS 0 0 3 0 1 1 0 0 0 0 0 0 2 0
commercial | CRS 10 9 4 4 7 8 10 9 7 5 4 5 4 2
DRS 8 8 9 11 6 4 2 3 3 3 2 1 1 4
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Efficiency in asset transformation
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Appendix 7: Regression results — Determinants of te  chnical
efficiency
. Commercial banks only All banks -Significant vatedonly
Explanatory Variables 310 TA) 210 T(A)
Assets quality -1.542 -0.031 --1.172%**
[-1.50] [-0.07] [-2.94]
Capital strength 0.374 0.242 0.0355
[0.42] [1.11] [0.35]
Collateral -4.766 -0.991
[-1.44] [-0.88]
-0.177 -0.040
GIM [-0.37] [-0.23]
Liquidity 0.851 -0.150
[1.59] [-0.79]
o 5.994*** -1.475 6.408***
Profitability [2.56] [-1.22] [3.78]
1.669*** -0.137 1.530%**
Purchased funds [3.70] [-1.11] [1.13]
Operational risk 0.826** 0.858*** 0.767*** 0.998***
[2.17] [5.62] [5.41] [5.92]
Size -0.042 -0.001
[-1.08] [-0.04]
Stock market capitalizatior 0.220™ 0.053" 02427 -0.087%
[2.62] [1.78] [3.57] [-2.80]
-0.468 0.241
GDP growth [-0.26] [0.33]
Inflation -1.086 0.224
[-1.09] [0.52]
Commercial banks 03751 -0.619™
[-3.49] [-5.21]
*k%k
Privately-owned banks -0.030 [0.30] -0.057 [-1.36] -0.083 [3.11]
0.092 -0.048* -0.053*
Old banks [1.21] [-1.73] [-2.49]
Political change -0.048 0032
[-1.01] [-1.51]
Intercept 0.891 0.569** 0.940** 1.045**
[1.53] [2.48] [10.49] [8.60]
R-squared 0.75 0.60 0.70 0.58
Adjusted R-squared 0.70 0.53 0.68 0.55
Log likelihood 168.03 215.99 197.67 236.23
Avg. log likelihood 1.87 2.12 190 2.13
Akaike info-criterion -3.36 -3.90 -3.63 -4.11
Schwarz criterion -2.88 -3.46 -3.53 -3.92
Jarque-Bera 14.90 2.84 29.23 1.411

[[Z’ values are in the parentheses, ***' indicateignificant coefficients under 1% confidence
level,”** indicates significant coefficients und&o confidence level and *' indicates significant
coefficients under 10% confidence level]
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Appendix 8: Regression results - Market structure, efficiency
and operational performance

Explanatory variables NIM1 NIM2°
(Equation 6.1) (Equation 6.1)
MP 0.012 0.015
[0.46] [0.60]
0.028
HHI [0.44]
0.098 0.097
SE() [1.62] [1.60]
-0.089 -0.087
TE( [-1.66]* [-1.64]
Risk 0.010 0.010
[1.24] [1.27]
. -0.032 -0.033
Capital strength [-2.21%] [-2.31]*
. 0.022 0.018
Assets quality [0.46] [0.39]
Liquidit 0.045 0.048
q y [2.81]*** [3'31]***
Inflation -0.066 -0.055
[-1.21] [-1.14]
-0.145 -0.122
GDPG [-1.36] [-1.31]
-0.005 -0.005
Old banks [-1.60] [1.61]
Constant 0.025 0.027
[1.46] [1.61]
R 0.270 0.269
Adjusted B 0.199 0.204
F-statistic 3.797 4.186
Jarque-Bera 376.130 384.000

[t values are in the parentheses, “***' indicatefgnificant coefficients under 1% confidence le¥&l
indicates significant coefficients under 5% confide level and **" indicates significant coefficisntinder 10%
confidence level]

NIM1 excludes explanatory variables which are wonhsidered as structural variables (such as
commercial banks and privately owned banks) anc lteamonstrated higher correlation coefficients
(more than 0.800) with other explanatory variables.
NIM2 excludes all explanatory variables which @ademonstrated higher correlation coefficients
(more than 0.800) with other explanatory variables.
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