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Median filters as a tool to determine dark noise thresholds in high
resolution smartphone image sensors for scientific imaging
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An evaluation of the use of median filters in the reduction of dark noise in smartphone high resolution
image sensors is presented. The Sony Xperia Z1 employed has a maximum image sensor resolution
of 20.7 Mpixels, with each pixel having a side length of just over 1 um. Due to the large number
of photosites, this provides an image sensor with very high sensitivity but also makes them prone
to noise effects such as hot-pixels. Similar to earlier research with older models of smartphone, no
appreciable temperature effects were observed in the overall average pixel values for images taken
in ambient temperatures between 5 °C and 25 °C. In this research, hot-pixels are defined as pixels
with intensities above a specific threshold. The threshold is determined using the distribution of pixel
values of a set of images with uniform statistical properties associated with the application of median-
filters of increasing size. An image with uniform statistics was employed as a training set from 124
dark images, and the threshold was determined to be 9 digital numbers (DN). The threshold remained
constant for multiple resolutions and did not appreciably change even after a year of extensive field
use and exposure to solar ultraviolet radiation. Although the temperature effects’ uniformity masked
an increase in hot-pixel occurrences, the total number of occurrences represented less than 0.1% of
the total image. Hot-pixels were removed by applying a median filter, with an optimum filter size of
7 x 7; similar trends were observed for four additional smartphone image sensors used for validation.
Hot-pixels were also reduced by decreasing image resolution. The method outlined in this research
provides a methodology to characterise the dark noise behavior of high resolution image sensors
for use in scientific investigations, especially as pixel sizes decrease. Published by AIP Publishing.
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INTRODUCTION

Scientific applications of digital photography have
been rapidly growing since the invention of the digital
camera in 1974 by Steven Sasson (Prikel, 2010). The
incorporation of miniaturised complementary metal oxide
semiconductor (CMOS) digital imaging sensors into smart-
phones that have had a rapid uptake of usage by the
general population provide an accessible tool for participa-
tion in citizen science projects (Hussain et al, 2016a and
Hussain er al., 2016b), in part addressing the increasing
necessity for integrated low-cost sensing (Batistell er al.,
2014). Smartphone camera sensors have been successfully
employed in continuous remote environmental monitor-
ing, detection of environmental contamination, subatomic
particle detection, biosensing platforms, personal health
monitoring, water turbidity, fluoride and salinity detection
and monitoring, ultraviolet-A (UVA) aerosol optical depth
evaluation, and ultraviolet-B (UVB) radiation monitoring
(Hussain et al., 2017; Igoe et al., 2017; Park et al., 2017,
Turneretal.,2017; Hussain et al.,2016a; Hussain et al., 2016b;
Pérez et al., 2016; Fung and Wong, 2016; Fontaine, 2015;
Igoe et al., 2014; Wei et al., 2014; Yetisen et al., 2014; and
Lee et al., 2012).

a) Author to whom correspondence should be addressed: Damien.Jgoe@
usq.edu.au
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Any scientific image sensor-based application requires
calibrating the sensor to identify any factors affecting its
functionality and determine its potentials and limitations
(Riutort-Mayol et al., 2012). The recent trend in reducing
pixel sizes and backside illumination (Chapman et al., 2017,
Chapman et al., 2016; and Fontaine, 2015) has resulted in
an increase in resolution and low-light sensitivity, provid-
ing the potential for more sensitive scientific measurements
(Hussain et al., 2017; Park et al., 2017, Hussain et al., 2016a;
and Hussain et al., 2016b). However, the higher resolutions
have resulted in an increase in image noise, particularly “hot
pixels” (Chapman et al., 2016). Image sensor noise is due to
the corrupted pixels that break the regular pattern of the pixel
mosaic (Prikel, 2010), and it is always present in any image as
it is either associated with the electronics of the sensor system,
long exposure times, and object bidirectional reflectance or
occurs during the image processing pipeline (Riutort-Mayol
et al., 2012). In general, image sensor noise could also be
caused by charge leakage between pixels (Aranda et al., 2017
and Riutort-Mayol et al., 2012) such as the increase in impul-
sive noise associated with low light imaging (Aranda et al.,
2017; Zhu and Huang, 2012; and Yoo et al., 2007).

Digital image sensors often develop defects over time,
reducing the quality of the captured images (Chapman et al.,
2017). Fortunately, the degradation process is usually very
slow (Pérez et al, 2016). The most common type of
image sensor defects is “hot pixels” (Chapman et al., 2017
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and Chapman et al., 2016), which are considerably brighter
than the surrounding pixels (Aranda ef al., 2017). Although
imaging sensors are referred to as digital systems, the actual
pixel portion is in reality an analog device, allowing a range
of intensity values to be observed (Chapman et al., 2017).
The pixel intensity (brightness) is a function of the incident
radiation rate, the dark noise, the dark current offset, and the
duration of exposure. Dark noise and dark current offset should
be close to zero for reliable measurements and any increase
of the dark noise above typical noise will amplify the pixel
brightness, creating “hot pixels” (Chapman et al., 2017).

As dark noise images are not affected by any external illu-
mination, its source originates from processes occurring within
the image sensor and pixel structure itself. Dark noise is usually
the product of thermally generated current generated by pro-
cesses such as the Shockley-Read-Hall thermal free-minority
carrier generation or recombination (Adao et al., 2017 and
Carrere et al., 2014). Additionally, hot pixels have also been
statistically found to be caused by cosmic radiation (Aranda
et al., 2017 and Chapman et al., 2017).

Dark noise is the noise of the captured image with
the image sensor being completely covered (Yoshida, 2006).
Although there is evidence that the dark noise increases with
increasing ambient temperature (Pérez et al., 2016; Irie et al.,
2008; and Baer, 2006), recent research conducted by Igoe
et al. (2014) indicated that smartphone image sensors are
shielded from temperature changes. Dark noise distributions
tend to exhibit a strong positive skew with a long tail, and the
associated pixel values cannot be negative, hence lognormal
distributions have been found to be a suitable model for the
data (Igoe et al., 2014 and Baer, 2006). Averaging all pix-
els across several images (Pereira, 2013) or recalibrating the
sensor (Chapman et al., 2017) can reduce only the random
noise effects occurring in the image sensor array but not those
effects resulting from other types of sensor defects (Chapman
etal.,2017). The random noise needs to be reduced to its min-
imum value at the beginning of imaging and before applying
any further image filtering techniques in order to minimise
noise propagation to successive image processing operations
(Aranda et al., 2017; Chapman et al., 2017; Zhu and Huang,
2012; and Yoo et al., 2007).

Different image filtering methods are applied to remove
the undesirable dark noise effects from the sensor response,
ensuring that the captured image results only from the true
information of the image (Pérez et al., 2016). Median filter-
ing is a simple widely used non-linear, rank-order filter that
is capable of attenuating the accompanying noise from the
image while preserving its details (Aranda et al., 2017; Tania
and Rowaida, 2016; Zhu and Huang, 2012; and Patidar et al.,
2010). Hot-pixels are a visual symptom of “salt-and-pepper” or
“impulsive” noise, which often contains bright and sometimes
dead pixels (Aranda et al., 2017; Tania and Rowaida, 2016;
and Patidar et al., 2010). By comparison, simple linear-based
filtering methods, such as mean filtering or “smoothing,” are
adversely affected by the presence of anomalously high pixel
intensities, such as is the case for hot pixels of any magnitude
(Tania and Rowaida, 2016).

The noise-reducing performance of the median filter
depends on the size and shape of the filtering mask and the
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time required to calculate its median value; the filtering mask
is an n X n square array whose centre is positioned in the
currently processed pixel, and therefore, n is an odd number
(Aranda et al., 2017 and Zhu and Huang, 2012). The noise
reduction ability of the filter increases as the area of the square
mask is increased, but with a reduction in image details, and
vice versa (Zhu and Huang, 2012). The median filter works
by replacing the central pixel of an n X n square array with
the median value of all the pixels within the array (Fig. 1).
This process is repeated across the entire image (Aranda et al.,
2017).

Despite its time complexity for larger sized arrays, median
filtering is a very effective technique for reducing noise from
digital images (Zhu and Huang, 2012) and is particularly useful
in scientific applications where image quality and pixel sen-
sitivity are important. Characterising image sensor defects is
important especially as the pixel size is reduced to the 1-2 ym
range (Chapman et al., 2017). This research evaluates the use
of median filtering in determining a dark noise threshold for
high resolution smartphone image sensors.

METHOD
Equipment

A Sony Xperia Z1 smartphone (Sony Corporation, Tokyo,
Japan) was employed, and the images comprised 5248 x 3936
pixels on a backside illuminated Exmor RS stacked image
sensor with an active pixel area of approximately 27.48 mm?.
The high resolution comes from pixel sizes approaching 1 um
as described by Chapman et al. (2017). Dark noise images
were recorded by placing black felt over the camera sensor
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FIG. 1. Simplified median filtering used in this research. The central pixel
in the top 3 X 3 array is anomalously high (hot pixel). It is eliminated by
computationally taking the median of all pixel intensities in the square array
(highlighted in the ordered list); this value then replaces the central anomalous
pixel, as in the filtered array underneath (adapted from Aranda er al. 2017).
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to prevent any light entering the sensor. Images were taken
using default settings and saved in the default JPEG format.
All images were captured in the default settings of the smart-
phone image sensor, and exhibited consistent settings in use,
with a gain of ISO 800, an f-number of f/2, and an exposure
time of 0.125 s.

Unlike previous object-detection-based image processing
(Igoe et al.,2017), dark noise images generally exhibit uniform
low-intensity pixel values, far closer to their grayscale (Y)
value than any hue (Sural ef al., 2002). Hence, all pixels were
converted to their grayscale intensity values.

Grayscale pixel intensities were calculated using the lumi-
nance formula [Eq. (1)] comprising a known proportion of the
red, green, and blue (RGB) signal from the image sensor (Wei
etal., 2016 and Alala et al., 2014). Grayscale pixel intensities
are measured in “digital numbers” (DN) that range from O to
255 for an 8-bit image sensor,

Y =0.299R +0.587G + 0.114B. N

Data analysis and visualisation for this research were per-
formed using the program language Python (version 3.5.2,
python.org) and Microsoft Excel. The Python libraries used
for data analysis and visualisation included the following:

1 OpenCV—used to read the image data and convert the
pixels to grayscale values (Mistry and Saluja, 2016).

2 NumPy—to organise and manage the image array data
(Abraham et al., 2014 and Oliphant, 2007).

3 SciPy—used to define and apply the median filter
(Oliphant, 2007).

4  Matplotlib—to generate graphs and specifically using
mpl_toolkits to generate 3D graphs (Wood, 2015 and
Abraham er al., 2014).

Temperature effects

A dataset of 124 photos was taken as part of research
by Igoe et al. (2017) with no illumination entering the image
sensor (Chapman et al., 2017), across ambient temperatures
ranging from 5 °C to 25 °C during the field observations.
Images were converted to grayscale (Igoe et al., 2014) to
ascertain the radiometric response value (Riutort-Mayol et al.,
2012). The temperature invariance observed in earlier dark
noise observations (to 38 °C) by Igoe et al. (2014) was further
tested in the current research, as a different and more mod-
ern smartphone was used than that in the earlier study. The
root mean squared (RMS) error was calculated to confirm the
consistency of the dataset. The defect rate which estimates the
increase of defective pixels such as hot pixels over a period of
time (Chapman et al., 2017) was also determined.

Median filtering

The grayscale images were also used in median filter rank-
ing of pixel values (Zhu and Huang, 2012). The geometric
mean and standard deviation were calculated as pixel intensity
distributions tended to be heavily positively skewed and the
pixel values cannot be negative (Igoe ef al., 2014; Baer, 2006;
and Limpert et al., 2001). Geometric mean, standard deviation,
and 60 (6th standard deviation upper threshold representing
99.999%+ of background pixel values) were taken from the
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images, the latter used to indicate the maximum magnitude of
the dark noise. Additionally, the maximum pixel intensity and
a count of pixels with values greater than the threshold were
taken (“hot pixels”™).

Median filters of different sizes were then applied with the
same statistics calculated. Dark noise images do not possess
any particular image features; the priority is on noise reduction
(Zhu and Huang, 2012). A threshold was calculated at the
inflection point on a plot of median filter size against 60 where
the maximum image pixel intensity is less than the 60-based
threshold; all pixel intensities above this threshold are referred
to as “hot pixels.” Additionally, the time taken to execute the
algorithm using different sized median filters was calculated to
gauge the time complexity of each iteration (Zhu and Huang,
2012). A flowchart summarising the filtering process (after
temperature effects are observed) is included in Fig. 2.

Further dark noise images were taken approximately a
year later in June 2017 to test for any degradation of the image
sensor due to use or aging. In addition, noise characteristics,
especially of hot pixel occurrences, associated with all res-
olutions available on the Sony Xperia Z1 smartphone were
also compared and analyzed. Available resolutions included
20.7 MP, 8.3 MP, 8.0 MP, 3.1 MP, and 2.1 MP, representing
an increase in the effective pixel size, as the dimensions of the
actual image sensor do not change. Furthermore, light-leaked
images were also tested to determine if this phenomenon could
be detected using this method.

Validation

To validate the developed method, it has been applied to
four different phones with pixel sizes still within the 1-2 ym
range. Two of the phones have image sensors and have the same
manufacturer as the Sony Xperia Z1; these are the iPhone 6

‘ Dark photo taken ‘

L4

’ Conversion to grayscale ‘

¥

Calculations:
- Geometric mean and 6
standard deviation (6 0)
- Maximum pixel value (max)

Starting at median filter = 1

$

‘ Increase median filter size ‘

§

‘ Compare 60 with max ‘

]

Determine inflection-
based threshold

Where max< 6o

FIG. 2. The filtering and thresholding method developed in this research.
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and the very recently released iPhone 8 plus, both using a
Sony Exmor RS image sensor. A Samsung Galaxy S5 was
also tested; the image sensor for this phone has isolated pix-
els, preventing crosstalk based noise (Fontaine, 2015). Finally,
an older model smartphone, the LG Optimus G Pro, with pre-
viously identified image sensor damage from over-exposure to
the sun was tested. The ambient temperatures were within the
range tested initially.

RESULTS AND DISCUSSION

The overall average dark noise grayscale magnitude was
0.76 DN with a standard deviation of 1.81 DN. All 124 dark
noise images had averages and standard deviations very similar
to the overall value, with an RMS error not exceeding 0.004
for any image. The consistent settings result in an approximate
pixel defect rate (Chapman ez al., 2017) of 1.43 pixels/mm?/yr.
This is equivalent to an increase of about 40 pixels for the
sensor per year, which is a very low proportion of the image
sensor; therefore, the mean dark noise is not expected to be
changed significantly over many years of use. It is not possible
to exactly predict when the image sensor response will become
significantly different due to the random nature of how these
defects present themselves (Chapman ez al., 2017).

Temperature effects

The analysis of the 124 dark images of 5248 x 3936 pix-
els each (20.7 MP) that were taken in ambient temperatures
between 5 °C and 25 °C showed a negligible effect of temper-
ature on the dark noise. The variation in ambient temperature
resulted in no significant increase in image sensor dark noise
geometric mean (Fig. 3), consistent with earlier observations
by Igoe et al. (2014). The same ambient temperature shield-
ing assumption was applied to the phone cameras used for the
validation phone camera models.

Median filtering

An important factor in the use of median filters is the
time it takes the software to perform filtering across the entire
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FIG. 3. Geometric mean of the pixel values of 20.7 megapixels for each data
point in response to varying ambient temperatures. The line represents the
mean of the 124 data points.
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image. The Python-based time function was used to investigate
the change of filtering process time with increasing median
filter sizes. As the median filter was increased, the processing
time increased exponentially, from approximately half a sec-
ond for the raw image to over a minute for a filter with a side
length of 15 pixels, taking over 100 times longer to process
than the original image. The latter placed a significant time
cost on analyses involving multiple images.

A sample image from the 124 dark images was selected
due to its geometric mean and standard deviation being very
similar to the overall values, with an RMS error of approx-
imately 3.25 x 1075. When the image was analyzed for the
number and the maximum grayscale pixel intensity (digital
number) of hot-pixels, and the 6o value for sequential median
filters up to a size 15 (15 x 15 grid), the inflection point where
the maximum pixel value fell below the 60 value was found
to occur at an intensity of approximately 9 DN (Fig. 4)—for
the purposes of analysis, all pixel intensities above this value
are referred to as “hot pixels.” The optimum median filter size
was surmised to be 7 (i.e., a 7 X 7 median filter), where the
maximum pixel grayscale intensity value was less than the 60
upper boundary (Fig. 4).

The original image possessed 10 348 hot pixels that were
distributed randomly and represented about 0.05% of the total
pixels of the image. A sample of 500 x 500 pixels of the
original image is presented in 3D structure in Fig. 5(a). In
comparison, the same section is shown in Fig. 5(b) after a size
7 median filter has been applied, removing all hot pixels.

For the further images taken over eight months of almost
continuous solar UV smartphone imaging on a series of field
campaigns, although there was an overall increase in the geo-
metric mean and standard deviation (0.85 DN and 1.71 DN,
respectively), the pattern in a representative image remained
almost the same as the original image (Fig. 4). Some of the
increase in mean and standard deviation could be attributed to
an approximate 10% increase in hot pixels appearing in the new
unfiltered image, possibly due to residual thermal effects from
the extensive field use and exposure to direct sun. There was
no appreciable difference in the magnitude of the 60-inflection
threshold and the location of the inflection.

1000 +

100 +

10 + ~-

Maximum grayscale (DN)

0 5 1lu 1|5
Size of median filter

FIG. 4. Maximum grayscale pixel intensity value (dots) and the 6th upper

standard deviation (dashed line) for a sample dark image, from the original

image (median filter size = 1) to a median filter of size 15. The 60-inflection
threshold is shown as a black line.
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The smartphone used (Sony Xperia Z1) has four addi-
tional lower resolution imaging options from the main 20.7 MP
default. Resolutions of 8.3 MP, 8.0 MP, 3.1 MP, and 2.1 MP
are available for smartphone photography, the video record-
ing setting was not considered in this research. Additionally,
a front-facing camera is available with a resolution of 2.1 MP;
however, several images taken with this camera were
extremely noisy, suggesting that it may be defective, thus was
also not used.

The analysis of a series of dark images that were taken
using each of the available resolutions indicated a strong
correlation between the resolution and dark noise (Table I).
The geometric mean decreased logarithmically with decreas-
ing resolution. The geometric standard deviations tended to
remain fairly consistent. Every image possessed the same gain,
f-number, and exposure times as the original samples.

The reduction in the geometric mean and maximum pixel
intensity is due to a larger effective pixel area, with the hot
pixel intensities present at higher resolutions being averaged
or “smoothed” out with the intensities of neighbouring pixels.

A similar pattern of maximum pixel intensity values and
the upper 60 boundary was observed for the different resolu-
tions when median filters (up to size 15) were applied (Fig. 6).
The inflection-based threshold was found to be the same as the
original characterisation data, 9 DN.

A similar, almost parallel trend is visible for all resolu-
tions, with all allowing an inflection-based threshold at the
same amount. A major difference is that the optimum dimen-
sions of the median filter decrease as the resolution decreases,
from size 7 for the 20.7 MP image, size 5 for the 8.3 MP
and 8.0 MP images, and size 3 for the 3.1 MP and 2.1 MP
images.

TABLE I. Comparison of the geometric mean and standard deviation, and
maximum pixel intensity for the resolutions available in the Sony Xperia Z1
smartphone.

Resolution Geometric Geometric standard Maximum pixel
(MP) mean (DN) deviation (DN) intensity (DN)
20.7 0.85 1.71 239

8.3 0.82 1.66 113

8.0 0.81 1.66 102

3.1 0.75 1.68 55

2.1 0.65 1.72 29
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FIG. 5. (a) 3D visualisation of a 500 x
500 pixel section of the original sample
image. Hot pixels are shown as spikes.
The vertical scale is the grayscale
pixel intensity in digital numbers (DN).
(b) The same section as in (a) having
been filtered by a 7 X 7 median filter.
All hot pixels have been successfully
removed, as seen by the absence of sharp
spikes.

Hot pixel analysis

Further analysis of the effects of temperature on the
original characterisation showed a moderate linear correla-
tion between the ambient temperature and the number of hot
pixels (Fig. 7), as defined earlier as being above the inflection-
threshold (9 DN). However, the increase in hot pixel occur-
rences as the temperatures increased was not sufficient to
significantly alter the overall geometric mean and standard
deviations for the dark images (as the total amount of hot-
pixels represent 0.1% or less of the total number of pixels
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FIG. 6. Comparison between dark images from different resolutions when
median filters of different sizes are applied.
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TABLE II. Comparison of hot pixel count and maximum hot pixel intensity
values for the resolutions available in the Sony Xperia Z1 smartphone.

Resolution Hot pixel Maximum hot pixel
(MP) count intensity (DN)
20.7 11389 239

8.3 1700 113

8.0 1583 102

3.1 394 55

2.1 80 29

in the image), consequently resulting in the overall temper-
ature invariance observed in Fig. 3. The magnitude of the
“hottest” hot pixel did not demonstrate any temperature-based
variation.

The resolution of the image is also a significant factor in
both the amount and intensity of hot pixels (Table II). There is
a roughly parabolic increase in the amount and magnitude of
hot pixels as the resolution increases.

The method developed performed efficiently for all res-
olutions irrespective of the number of hot pixels that were
observed to be present.

Light leakage

Another source of error from collected dark noise images
is light leakage. Two sample light leaked images were com-
pared to the original dark image: one was slightly light-leaked
(non-visible with a higher geometric mean of 3.4 DN) and the
second was visibly light-leaked (geometric mean of 28.5 DN).
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FIG. 8. Comparison of the maximum pixel values and the 6th upper standard
deviation for sub-visible light leakage (diamonds and dashed line, respec-
tively) and for a visibly light-leaked image (crosses and short-dashed line,
respectively). The earlier developed 60-inflection threshold (black line) is
shown for comparison.

A significant observation is that the maximum intensity values
for both are comparable to non-light leaked images when unfil-
tered; this is particularly important for the situation where light
leakage is not entirely visible, potentially resulting in incor-
rect statistical information about the image sensor’s dark noise
properties.

Once different sized median filters were applied (Fig. 8),
the differences between the light-leaked images and the orig-
inal image became more apparent with the remaining max-
imum values and the 60-inflection threshold almost entirely
translated to higher values proportional to the magnitude of
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FIG. 9. (a) Dark noise and hot pixel characteristics of the iPhone 6. (b) Dark noise and hot pixel characteristics of a Samsung Galaxy S5. (c¢) Dark noise and hot
pixel characteristics of an iPhone 8 plus. (d) Dark noise and hot pixel characteristics of a LG Optimus G Pro with a damaged image sensor.
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the intensity of the light leakage. However, the inflection point
remained in the same approximate position.

As the light leaked images are translations of the true dark
images, it may be possible to use this type of analysis to math-
ematically correct for light leakage; however, further study
would be needed to determine the effectiveness and robustness
of such a method.

Validation

Modeling of the dark noise and hot pixel characteris-
tics of the four additional phone cameras are compared in
Figs. 9(a)-9(d). All display similar general characteristics as
that observed for the Sony Xperia Z1. Different thresholds
were observed, very likely due to differences in the architec-
ture within the phone and image sensors; however, there were
very little differences in the optimum median filter size. The
dark noise and hot pixel characteristics of the iPhone 6 were
the most similar [Fig. 9(a)].

The Samsung Galaxy S5 noise characteristics were very
similar to the Sony, but the hot pixel intensities were consid-
erably lower, closer to the 60 line [dashed line—Fig. 9(b)].
This could be due to the “deep trench isolation” technology
used in the image sensor (Fontaine, 2015), suggesting that a
potential cause of hot pixel intensities may be due to electri-
cal and optical crosstalk in the substrate that this technology
prevents.

The iPhone 8 plus is a very new model at the time of
writing this paper. All noise and hot pixel parameters are con-
siderably lower than any other phone camera tested [Fig. 9(c)],
suggesting significant advances in noise suppression.

The LG Optimus G Pro had previously been identified
to have a damaged image sensor, with consistently elevated
noise levels [Fig. 9(d)]. Despite the damage, the overall pat-
tern observed remains similar to the Sony Xperia Z1, dis-
playing traits similar to that observed for non-visible light
leakage (refer to Fig. 8). As both light leakage and damaged
image sensors are deleterious to any high precision obser-
vations, it is not relevant to be able to distinguish between
them.

CONCLUSION

Throughout this paper high resolution smartphone images
were explored via dark noise analysis. An increase in image
noise was seen with higher resolutions, in particular, an
increase in the number of hot pixels, and a lognormal dis-
tribution was found to be a suitable model for this data. It
was also found that the mean pixel intensity of dark noise
images did not vary significantly with ambient temperatures
between 5 °C and 25 °C. The slight increase in hot-pixel occur-
rences with temperature represented 0.1% or less of the total
amount of pixels in an image, so the effects of these were
negligible.

Median filtering techniques were effectively employed to
reduce noise associated with the high-resolution Sony Xperia
Z1 smartphone image sensor which has a dark noise thresh-
old of about 9 DN. The processing time increased exponen-
tially as the median filter size was increased, with a surmised
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optimum filter size of 7 X 7; similar patterns were observed for
an iPhone 6, iPhone 8 plus, Samsung Galaxy S5 and a dam-
aged LG Optimus G Pro. The use of median filtering also made
light leakage more apparent when compared to the original
images. From the data analysis and visualisation gathered from
Python and Microsoft Excel, the overall average dark noise
grayscale magnitude was 0.76 DN with a standard deviation
of 1.81 DN, and this mean is not expected to change signif-
icantly over many years of use due to the low defect rate of
1.43 pixels/mm?/yr.

The available resolutions of 20.7 MP, 8.3 MP, 8.0 MP,
3.1 MP, and 2.1 MP were also tested. The geometric mean
of the pixel values of these lower resolutions was found to
decrease logarithmically as the resolution was decreased and
effective pixel size is increased. The inflection-based threshold
was determined to be 9 DN for each resolution, which was the
same as the original characterisation data. As the resolutions
were increased, a roughly parabolic increase in the amount and
magnitude of hot pixels was also seen. These results show the
versatility of smartphones, in particular, the proliferation of
in-built high resolution cameras, for low-cost and easy-to-use
scientific applications.
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