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ABSTRACT
This paper explores the use of Generative Artificial Intelligence (GAI) with chat-like functionality 
(CLF) in education, focusing on the secondary history classroom in an Australian context. It presents 
a reflexive iterative cycle of professional practice as the methodology for developing strategies 
using GAI, based on the author’s experience and literature review. It proposes three principles for 
the effective and ethical use of GAI in education: teach students how to use GAI tools, teach to 
promote discernment and critical thinking, and teach for the whole human. It demonstrates how 
GAI can foster student capabilities across the curriculum, aligned with the Australian Curriculum 
General Capabilities as a means of contributing to the fast-changing conversation about the use of 
GAI tools in educational settings.

Introduction

Generative Artificial Intelligence (GAI) using “chat-like func-
tionality” (CLF)1 has rapidly become available to secondary 
schools with potential to transform learning by cultivating 
holistic development in learners. There is no universally 
accepted definition of ‘chatbot’ but Furze suggests “a typi-
cally text-based (but increasingly multimodal) application 
built on top of a GAI model [which] has been trained…to 
respond conversationally” (Furze, 2023a).

The power of GAI and pace of its development and 
adoption are significantly greater than previous technological 
waves such as calculators and personal computers (Lodge 
et  al., 2023). Suleyman and Bhaskar note that “never before 
have we witnessed technologies with such transformative 
potential, promising to reshape our world in ways that are 
both awe-inspiring and daunting” (Suleyman & Bhaskar, 
2023, p. 3). They suggest that exponential growth in GAI is 
challenging because human “brains are terrible at making 
sense of the rapid scaling of an exponential” (Suleyman & 
Bhaskar, 2023, p. 67).

One notable characteristic of GAI has been its speed of 
adoption. Since the November 2022 release of OpenAI’s 
ChatGPT (https://chatgpt.com), Large Language Model 
(LLM) software has been widely adopted at unprecedented 
pace. In February 2023, the growth in ChatGPT users had 
eclipsed the previous record by TikTok (Chow, 2023).

As GAI becomes ubiquitous, educators must reexamine 
the goals underpinning subject-specific pedagogies, illumi-
nate values guiding the use of technology for learning, and 
articulate principles guiding GAI use, rather than adopting 

it without a clear educative purpose. While some educators 
have embraced the challenges of GAI (Wieck, 2023), others 
perceive it as a threat (Hattie et  al., 2023). Despite these 
challenges (Bauschard, 2023), incorporating GAI into the 
secondary classroom opens many learning opportunities for 
students. Rightly or wrongly, chatbots are already being used 
in schools around the world: “like any tool, AI offers both 
new capabilities and new risks” (Mollick & Mollick, 2023c).

GAI is not simply “like any tool”. Lodge et  al. rightly 
remind educators that “in many respects, generative AI is 
not just a tool for learning in and of itself ” (Lodge et al., 
2023). GAI provides opportunities to engage students in new 
ways, boost creativity, encourage the development of critical 
thinking skills, and enhance civic engagement (Cailey, 2023). 
It is more than “a tool” in that it “opens up infinite possi-
bilities for creating other tools” (Lodge et  al., 2023, p. 123) 
and has potential benefits for learning beyond a single sub-
ject. ISTE points out that generative technologies “further 
the opportunity to rethink and redesign learning” 
(ISTE, 2024).

As developing GAI is being adopted in schools these 
questions arise:

1.	 How are educators responding to the advent of GAI 
technologies?

2.	 How can GAI support learner growth and development?
3.	 What principles can guide teacher engagement with 

GAI in their practice?

This paper presents background on key concepts related 
to GAI in education and reflects upon one teacher’s 
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experience of using GAI within the context of an Australian 
secondary school history classroom. It demonstrates how 
GAI can foster student capabilities across the curriculum 
and argues that many of the educational goals expressed in 
documents such as the Australian Curriculum General 
Capabilities can be realized using GAI. This article contrib-
utes to ongoing academic discussion of GAI use in class-
rooms by offering three principles to guide the effective and 
ethical use of GAI for learning.

Background

Generative AI

Crawford indicates that the meaning of “artificial intelli-
gence” varies with context (Crawford, 2021). This paper 
draws upon the definition of Generative AI offered by 
UNESCO: “an Artificial Intelligence (AI) technology that 
automatically generates content in response to prompts writ-
ten in natural language conversational interfaces” (Miao & 
Holmes, 2023, p. 8). Generated content is not limited to text 
but may extend to images, music, code and other formats.

This paper does not explore the technicalities of GAI; 
however, it is worth noting that AI systems are not truly 
“autonomous” or “rational” but depend on human guidance 
(Crawford, 2021, p. 8). These technologies are unable to 
“discern anything without extensive, computationally inten-
sive training with large datasets or predefined rules and 
rewards” (Crawford, 2021, p. 8). The GAI tools entering 
classrooms are both powerful and flawed (Hattie et  al., 
2023), offering great affordances to teachers and students 
but not a panacea for every classroom challenge. They 
should be used with intentionality and care to enhance stu-
dent learning, not compromise it (Wall, 2023).

School administrators need awareness of the technology 
and understanding of licensing arrangements if they intend 
staff and students to use GAIs (Furze, 2023a). GAI terms of 
use are evolving and schools must be aware of implications 
for student use (Furze, 2023b). Educational institutions inter-
nationally, including in Australia, are beginning to support the 
use of GAI (Smith, 2023). The quality of relevant policy and 
guidelines varies but should address issues including ethics, 
acceptable use, data privacy and security, professional develop-
ment, and assessment (Furze, 2023a). Creation of school pol-
icy responsive to GAI and consistent with existing academic 
integrity approaches is vital to supporting teacher innovation 
alongside student academic integrity and learning success.

Ubiquity

Despite claims that “AI panic is spreading in education”, 
teachers have generally responded calmly (Mollick, 2022). A 
national survey of K-12 teachers, parents, students and oth-
ers in the United States found that 40% of teachers reported 
using ChatGPT at least once a week and 84% reported that 
AI had “positively impacted their classes” (Toppo, 2023). 
This rapid uptake suggests that it is important to “consider 
how having the ability to quickly and cooperatively generate 
content can be used to boost pedagogy, even as it threatens 
old methods” (Mollick, 2022).

Numerous studies note that rapid innovation in the use of 
AI within educational context requires careful alignment with 
“sound pedagogical practice” (Hu et al., 2025, p. 2). Among 
some of the traditional pedagogical methods at risk are those 
centered on student-led inquiry, critical reading, and dialogic 
learning, which depend heavily on active cognitive engage-
ment. While noting positive affordances such as “writing sup-
port capabilities” and the ability to support “self-directed and 
personalised learning”, Stahl cautions that an over-reliance on 
AI may lead to potential diminishment of learners’ “human 
thinking processes and decision-making abilities” (Stahl, 2025, 
p. 104). These critical thinking and problem-solving capacities 
are core to numerous pedagogical approaches. In a tone sim-
ilar to Stahl, Hu et  al. (2025, p. 6) warn that AI tools should 
be used within “robust pedagogy” so as to be instrumental in 
“creating diverse representations of knowledge” and to “avoid 
becoming mere information dispensers”. They remind us that 
“technology alone does not suffice to drive authentic learning 
experiences” (Hu et  al., 2025, p. 6). If generative systems 
begin to supplant rather than support human reasoning, core 
pedagogical goals – such as fostering independent analysis 
and reflective judgment – may be undermined.

Regardless of such concerns, the rapid advance of GAI means 
that it would be a disservice to students not to support them 
engaging appropriately with GAI. Australia’s leading universities 
have conceded that AI tools seem unavoidable in education and 
will likely become an employability skill, asserting that AI is 
already a “part of our collective future” and will be “playing an 
important role in future workplaces and, most likely, our daily 
lives” (Evans, 2023). Luckin (2023) sees an opportunity for edu-
cators to begin “radically rethinking what education is for, and 
what success means”. Her appeal to teachers is powerful:

We are capable of sophisticated, high-level thinking, yet the school 
curriculum … takes a rigid approach to learning, prioritising the 
memorising of facts, rather than creative thinking … we need humans 
to excel at what AI cannot do, so any workplace automation comple-
ments and enriches our lives and our intelligence. (Luckin 2023)

Wyatt-Smith et  al. acknowledge that digital disruption 
shapes classroom learning, impacting upon:

modes of communication, news media, the economy, industry, 
workforce, health sectors, work of governments, practices of citi-
zenship, research and development in universities, and schooling. 
There have also been significant digital impacts in how individu-
als experience their lives, make civic and community contribu-
tions, experience leisure, communicate locally and globally and 
construct their identities. (Wyatt-Smith et al. 2021, p. 222)

Such observations have implications for schools and 
necessitate the articulation of guiding principles for class-
room use of GAI.

Context

Digital technology and one-to-one learning in the 
classroom

Hill and Barber (2014) noted that “personalised learning” 
has been written about by educators for decades but has 
“become a realisable dream in recent years, thanks to the 
advent of new digital technologies” (pp. 56–57). This refers 
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obliquely to the work of Bloom who noted that Anania and 
Burke’s three different sets of learning conditions could be 
best described as: conventional (one teacher to 30 students), 
a specific set of “mastery” conditions (also one to thirty), 
and one-to-one tutoring (Bloom, 1984). Bloom noted that 
one-to-one tutored students’ achievement in Higher Mental 
Processes (HMP) was 2.0 sigma above the control students, 
meaning that the “average tutored student was above 98% of 
the control group” for HMP (Bloom 1984, p. 13). Bloom’s 
statement of his “2 sigma problem” directly challenged edu-
cational researchers to “find methods as effective as one-to-
one tutoring” (Bloom 1984, p. 15). While Bloom saw the 
potential of one-on-one tutoring to enhance students’ learn-
ing through personalization and mastery approaches, four 
decades later, Mollick and Mollick recognize the potential of 
GAI to provide one-on-one tutoring, effectively solving 
Bloom’s 2 sigma problem:

Generative AI, if fed deliberately designed and structured 
prompts, has the potential to give every student a personalized 
tutoring experience on any topic … With expert guidance and 
vetting from instructors, AI has the potential to increase student 
learning in ways that were impossible before. (Mollick & Mollick, 
2023b)

The potential of GAI for students’ learning experience is 
clear. Lévesque exhorts teachers to embed the use of digital 
technology within historical inquiry, believing that “rich tech-
nological open learning environments” are well-placed to 
“support inquiry-based learning because of the types of 
resources and opportunities they offer to learners” (Levesque, 
2014, p. 45). For Lévesque, “the question should no longer be 
about whether to use digital technology but rather how to 
use it to further the acquisition and development of expertise 
in domains of knowledge” (Levesque, 2014, p. 44). Since 
2023, GAI has become part of the rich technological learning 
environments that Lévesque refers to. Kee and Graham 
(2014) echo this in discussing subject-specific historical ped-
agogy. They assert that students “require” the incorporation 
of digital technology into their history learning processes  
(Kee et al. 2014, p. 270). Lucey and Meyer present the case 
that there is an “imperative” to teach young people the skills 
to negotiate civic, community and online spaces, “to engage 
in meaningful social dialogue if they are to become critically 
thinking participants of a democratic society” (Lucey & 
Meyer, 2013, p. 462). Thus, there is an imperative for educa-
tors to articulate guiding principles for classroom use of GAI.

Such guiding principles for what happens inside the class-
room should be set against the foundational ethics estab-
lished in documents such as UNESCO’s Guidance for 
generative AI in education and research which emphasize a 
“human-centre approach to AI” in education (Miao & 
Holmes, 2023, p. 18). Nguyen et  al. (2023, pp. 4225–4235) 
articulate that human-centredness is one of seven key ethical 
principles of note to educators. The remaining six of these 
ethical approaches include stances on governance, transpar-
ency, sustainability, privacy, security, and inclusivity.

It is worth noting that core to these foundational ethics 
in a classroom situation are efforts to ensure “personal pri-
vacy” (Nguyen et  al., 2023, p. 4231).

Developers and educators should embed transparency and visi-
bility to AIED-related threats while explaining potential ramifi-
cations to students’ learning, careers, and social lives. The 
objective is to cultivate trust among learners and provide them 
with insights to leverage their skills across contexts while main-
taining control of their respective data and digital identities. 
(Nguyen et  al., 2023, p. 4231)

Finally, any articulation of guiding principles should be 
developed in ways consistent with ongoing conversations 
regarding the how to “unleash the potential” and “mitigate 
the downsides” of AI tools such as those discussed in 
UNESCO’s AI and education: guidance for policy-makers 
(Miao et al., 2021, p. 24).

Theoretical framework

This paper deliberately foregrounds the Australian 
Curriculum’s General Capabilities as a guiding framework, as 
they articulate broad educational priorities rather than pre-
scriptive content or discipline-specific skills. Their focus on 
transferable dispositions and ways of thinking - across sub-
ject area disciplines - provides a valuable lens through which 
to consider how emerging technologies like GAI might sup-
port, challenge, or reframe the purposes of education in a 
rapidly evolving digital landscape.

The Australian Curriculum V9 aims to ensure “all young 
Australians become confident and creative individuals, suc-
cessful lifelong learners, and active and informed members 
of the community” (Australian Education Council, 2019). 
The need for a broad and flexible skillset is recognized by 
the General Capabilities: critical and creative thinking, digi-
tal literacy, ethical understanding, intercultural understand-
ing, personal and social capability, literacy, and numeracy 
(ACARA, 2024b).

This paper used Schön’s concept of reflective practice to 
gather data (Schön, 1983). At a technical level, reflection 
entails forming “a thought or idea as a consequence of med-
itation” (Carrington & Selva, 2010, p. 45). Reflective practice 
is how professionals become aware of their implicit knowl-
edge base and learn from experience (Schön, 1983).

For Schön, teachers’ reflective practice starts with their expert 
knowledge (Shah, 2022). It involves “reflection-in-action” and 
“reflection-on-action” (Schön, 1983, p. 49). Reflection-in-action 
is where the teacher reflects on behavior as it happens. For 
instance, the teacher notices that students are not understanding 
a mathematical problem, wonders why the students do not 
understand, and changes how they are teaching in response. 
Reflection-on-action is reflecting after the event—to review, ana-
lyze, and evaluate the situation. For example, the teacher might 
reflect on what values, assumptions, planning, or teaching 
resulted in students misunderstanding the concept then deter-
mine action for the next lesson. By engaging in reflection-in-ac-
tion and reflection-on-action, teachers develop their “professional 
identities”, as “cycles of reflection, including reflection in action 
and reflection on action, make explicit tacit knowledge, which 
forms the basis of teachers’ daily practices” (DeLuca et  al., 
2023, p. 5).

As reflective practitioners, teachers need to become aware 
of and question their “tacit” knowledge (Schön, 1983, p. 49). 
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They question “events and assertions in relation to other 
experiences”, which can lead “to new meanings and forms of 
practice” (DeLuca et  al., 2023, p. 6). Teachers engage in 
reflective practice continuously and deliberately to uncover 
their underlying thoughts, beliefs, and biases. They might 
use a reflective journal to assist reflection (Bursaw et  al., 
2015; Carrington & Selva, 2010). In this sense, reflective 
practice can be not only a technical activity but also an 
essential component of a socially critical pedagogy (Bursaw 
et  al., 2015; Carrington & Selva, 2010; Shah, 2022).

From this perspective, drawing on Vygotsky and Mezirow, 
reflective practice can be a social as well as an individual 
practice (Bursaw et  al., 2015; Carrington & Kimber, 2017; 
Mezirow, 2003; Shah, 2022). This interpretation draws on 
Vygotsky’s sociocultural theory, which positions reflection as 
a “social practice”—a socially mediated process shaped by 
language and interaction - rather than solely as an individ-
ual cognitive activity (Shah, 2022, p.309). Such an under-
standing is evident in use of the “4Rs” - report and respond, 
relate, reason, and reconstruct - in reflective practice and 
transformative learning (Carrington & Kimber, 2017; 
Mezirow, 2000, 2003). In “reporting”, a teacher states what 
has happened and identifies the relevance of the issue. By 
“responding”, they observe, express their view, and question. 
In “relating”, a teacher connects the issue to their skills, 
experiences, and specialized knowledges, leading to “reason-
ing” as the teacher interrogates the issue and connects with 
theory. They consider the issue from multiple “perspectives” 
such as the student, the parent, other students, and their 
peers. Literature is used to support the teacher’s “reasoning”. 
Finally, the teacher reconstructs their practice (Bain et  al., 
1999). Transformative learning theory involves action and 
critical reflection to change students’ “fixed assumptions and 
expectations”, with the aim of students becoming “more 
inclusive, discriminating, open, reflective, and emotionally 
able to change” (Mezirow, 2003). In initial teacher education 
these theories can be seen in pedagogies such as 
service-learning, where critically reflective practice deepens 
preservice teachers’ understanding of inclusion and stimu-
lates “perspective transformation”, growing critical thinking 
and professional identity (Carrington & Kimber, 2017; 
Mezirow, 2000, 2003; Mezirow & Marsick, 1978). In the con-
text of this study, these theoretical ideas were incorporated 
into practice through a structured process of teacher reflec-
tion designed to support action, critical analysis, and trans-
formation of practice.

Methods

This study was conducted over a six-month period in 2023 
across four history classes at a metropolitan all-girls second-
ary school in Australia, including two Year 9 classes (n = 47), 
one Year 10 class (n = 25), and one Year 12 class (n = 18). 
Students ranged in age from 13 to 18. While the school 
identifies as single-sex, it is acknowledged that some stu-
dents may have identified differently. The cohort was rela-
tively homogenous in terms of socio-cultural background. 
As practitioner-researcher, the lead author integrated 

generative AI tools - primarily ChatGPT, Microsoft Bing 
Chat (now Copilot), and Google Bard (now Gemini) - into 
classroom activities, alongside limited trials of 
teacher-developed chatbots which were developed using Poe 
and Playlab.AI. Observations were documented through 
reflective journaling and field notes. These records captured 
significant student interactions, the emergent classroom 
dynamics, and the lead author’s iterative changes in teaching 
strategies. These records formed the primary data set for 
analysis. Data was examined thematically through an itera-
tive, interpretive process involving reading, annotating, and 
collaborative discussion. This pragmatic and “recursive” pro-
cess was consistent with the participatory action approach 
described by Creswell (2008, p. 11). Following Braun and 
Clarke’s (2006) qualitative framework for thematic analysis, 
reflections were coded and synthesized to identify recurring 
patterns, particularly in relation to pedagogical 
decision-making, student engagement, and ethical tensions.

One of the benefits of thematic analysis is its flexibility… 
Through its theoretical freedom, thematic analysis provides a 
flexible and useful research tool, which can potentially provide a 
rich and detailed, yet complex, account of data. (Braun and 
Clarke, 2006, p. 78)

Through the recursive analysis, connections were drawn 
between classroom experiences and the broader aims of the 
Australian Curriculum General Capabilities. This process 
enabled an articulation of a range of practice-informed prin-
ciples for the use of GAI in school contexts.

This study applied teacher reflection iteratively. The pro-
posed curriculum alignment and principles were developed 
through the lead author’s research-informed pedagogical 
practice. Initial readings in epistemology, ontology, 
inquiry-based pedagogy, historical thinking, and applications 
of educational technology informed further reading around 
teacher experience of GAI. This reading directed his class-
room practice and subsequent reflections and iterations in 
the use of GAI, building a broad and flexible pedagogical 
frame contextualizing educators’ shared experiences in using 
GAI. The lead author’s longstanding interest in technology 
for history education informed his exploration with students 
of chatbots ‘built on top of ’ GAI such as ChatGPT and 
Claude. Using a blog, he reflected critically on his own role 
and biases and jointly with the coauthors in an iterative pro-
cess to articulate principles for educational use of GAI. 
While student perspectives were considered in the context of 
classroom interactions and reflections, they were not the 
direct focus of this phase of the research. This study forms 
part of a broader research project, with targeted data collec-
tion from students currently underway. Alignment of the 
principles with the Australian Curriculum General 
Capabilities became evident, and they are used as a frame-
work for discussing teacher practice.

Results and discussion

We present three principles for teachers as they engage with 
rapidly developing GAI:
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1.	 Teach students how to use GAI tools
2.	 Teach to promote discernment and critical thinking
3.	 Teach for the whole human

These principles rest upon the premise that “generative 
AI systems work in conjunction with human learners to 
promote both cognitive and metacognitive aspects of learn-
ing” (Lodge et  al., 2023, p. 6). They are platform agnostic - 
that is to say, they are applicable regardless of the specific 
generative AI tool used in the classroom. They are not tied 
to any specific generative AI product or interface; whether 
teachers use ChatGPT, Gemini, Claude or Copilot, the same 
principles apply. Further the relevance of these principles 
across learning areas is underscored by their alignment with 
the Australian Curriculum’s General Capabilities, which 
include critical and creative thinking, ethical understanding, 
and digital literacy. These capabilities are designed to be 
integrated across all subject disciplines, providing a unifying 
framework through which the principles can be enacted in 
diverse educational contexts.

Principle 1: Teach students how to use GAI tools

Teachers must explicitly teach students about GAI tools and 
how to use them ethically, consistent with the General 
Capabilities of ‘digital literacy’ and ‘ethical understanding’. 
Rapid development of GAI makes it imperative for students 
to develop digital literacy skills to enable evolving patterns 
of use (ACARA, 2024a).

Students are confident users of some digital technologies 
but benefit from instruction on how to use them practically 
and ethically. When the lead author introduced GAI in his 
secondary History classes in February 2023, most students 
had limited awareness of OpenAI’s release of ChatGPT. 
Some were excited by the potential of ‘using AI’, but few had 
experimented with GAI. In conversation, it became clear 
that these few often discovered GAI tools simultaneously 
with older ‘early adopter’ family members. Few, if any, could 
articulate strategies for effective use of GAI or had consid-
ered issues around ‘hallucinations’ and in-built biases within 
GAI or the broader ethical issues posed by GAI other than 
concerns about “cheating” and “plagiarism” as reported in 
the media. None had considered that they might be surren-
dering their own voice and agency through non-reflective 
adoption of GAI output. Thus, the need for students to gain 
a deeper understanding of how GAI works and their role as 
users emerged as a first step in teaching about GAI.

Digital Literacy
These experiences suggested that it is important for students 
to develop understanding of GAI and its limitations. Student 
experiences create opportunities for educators to foster a ‘trust 
but verify’ approach to GAI and to engage students in lateral 
reading for fact-checking (Wineburg & McGrew, 2019). 
Establishing the importance of verifying information generated 
by GAI is a vital step for digital literacy and ethical practice.

ACARA emphasizes that students’ learning must “make 
the most of the digital technologies available to them” 

(ACARA, n.d.). Hence, teachers should provide opportunities 
to adapt “to new ways of doing things as technologies 
evolve” while helping students to “limit risks to themselves 
and others in a digital environment” (ACARA, n.d.). Thus it 
is important to encourage students to see themselves as 
directing GAI rather than as passive recipients of its prod-
uct. Human users need a mindset that they are ‘driving the 
chat’ or ‘bossing the bot’ (Wall 2023). Students must see 
GAI as a tool, rather than a source of inherently reliable 
information.

‘Bossing the bot’ became the catchphrase of classes as the 
lead researcher trialed GAI. Thus, students were taught to 
recognize and exercise human agency, give primacy to their 
own voice, and see themselves ‘in charge’. Given the power 
of GAI and its unfamiliarity, it was necessary to articulate 
that they were active participants in their interactions with 
the GAI.

Students were encouraged to ‘put the chat in ChatGPT’. 
As a result of the lead author’s iterative and reflexive profes-
sional practice, students were routinely encouraged to chal-
lenge any perceived errors or shortcomings in responses 
from GAI, consistent with best practices articulated by 
Mollick and Mollick (2023a). Students need to recognize 
that GAI affords an opportunity to enter an exchange with, 
and interrogation of, its responses.

The catchphrase, ‘put the chat into ChatGPT’, raises a 
further digital literacy consideration because the conversa-
tional nature of GAI may lead students to anthropomorphize 
their experience (Spatola et  al., 2022). ACARA emphasizes 
the need to “limit [students’] risks to themselves and others 
in a digital environment” (ACARA, n.d.). Early literature 
about adolescents and GAI is noting that the anthropomor-
phizing effect poses a wellbeing risk for some students. For 
example, Nelson notes that GAI might encourage an “artifi-
cial intimacy” and possible emergent concerns that “children 
ascribe human characteristics to AI products … and estab-
lish bonds that might surpass their human relationships” 
(Nelson, 2023). Such concerns reflect the findings of Müller 
et  al., who indicated that “a felt decrease in distinctiveness 
between humans and machines would be the reason that 
participants feel a potential damage to their identity” (Müller 
et  al., 2021, p. 691). While further research is required, edu-
cators must note that this first principle seeks to ensure stu-
dents’ understanding of GAI as inherently artificial. Early 
commentary by Nelson articulates the risk of anthropomor-
phism in blunt terms: Anthropomorphizing GAI “represents 
a significant problem, however, because the child may come 
to rely on AI and not learn to navigate complex human rela-
tionships” (Nelson, 2023). As Mollick and Mollick (2023a) 
point out, students may be well-served by teachers empha-
sizing that “AI is not a person, but it can act like one. It’s 
very easy to read human intent into AI responses, but AI is 
not a real person responding to you”.

Central to ‘bossing the bot’ is the development of prompts, 
a core skill in using GAI. The development and implemen-
tation of age-appropriate thinking routines to support 
prompt creation requires attention. This proved especially 
important for lower secondary students who developed 
prompts through a teacher mediated process of peer-to-peer 
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collaboration. Collaborative prompt creation has been highly 
effective within the iterative practitioner research underpin-
ning this paper. Hattie supports such observations noting 
that “when learning with technology, it is important for dis-
cussions to be emphasised and for each student to work 
with a peer to articulate, explain, and understand a variety 
of hypotheses and solutions” (Hattie, 2023, p. 397). These 
findings are applicable to using GAI within secondary 
classrooms.

While Cummings’ and Mollick and Mollick’s work on 
effective prompt writing addresses an older audience, their 
key ideas were helpful in supporting students to develop 
effective prompts for GAI (Cummings, 2023; Mollick & 
Mollick, 2023b). The lead author encourages novice students 
using GAI to, firstly, develop simple prompts directing the 
GAI via clear articulation of a persona, audience/purpose, 
and direction. This he describes as two I-statements and a 
Verb—’2 eyes and a vee’. He then directs students to engage 
with the GAI generated response through a chat described 
as “bossing the bot”. Finally, students are called upon to “call 
out the BS” that may be generated by the tool (Wall, 2023).

Overall, in supporting students to develop as digitally lit-
erate users of GAI, the most effective strategies were found 
to be ensuring they understood the nature of GAI, the 
inherent need to verify the information produced, and strat-
egies for prompting quality responses.

Ethical understanding
The ‘ethical understanding’ General Capability refers to 
“knowledge and skills students require to identify ethical 
concepts, understand different ethical perspectives and apply 
ethical thinking in response to issues” (ACARA, 2024b). A 
core purpose of Australian education is to ensure that stu-
dents become “successful lifelong learners, and active and 
informed members of the community” (Australian Education 
Council, 2019). Hence, it is incumbent on teachers to offer 
students meaningful opportunities to examine and question 
the “structures of power” GAI serves (Crawford, 2021).

There are concerns around the ethics of GAI, ranging 
from environmental impacts to the ownership of informa-
tion upon which GAI builds responses. Crawford points to 
a concerning blurring of boundaries between the private and 
the corporate, as well as the corporate and the state when it 
comes to the use of AI (Crawford, 2021). Crawford’s con-
cern about the emergence of a “surveillance armoury” – in 
which generative AI contributes to the mass collection, sort-
ing, and deployment of metadata – raises important ques-
tions about how such technological systems consolidate 
power and shape civic life. Related to this is an immediate 
threat which directly connects to the lived experience of the 
lead author’s students. The misuse of GAI to produce deep-
fake imagery, often targeting young women, presents a 
growing wellbeing concern in school contexts. Together, 
these examples underscore the ethical imperative for stu-
dents to critically engage with how AI technologies are 
developed and deployed, and to consider their responsibili-
ties in ensuring these tools are used to support, rather than 
undermine, human dignity. Hence, teachers need to be 

cognizant of the ethics surrounding the use of GAI and 
present opportunities for students to consider and develop 
the skills they need to cope with a “radical redrawing of 
civic life, where the centres of power are strengthened by 
tools that see with the logistics of capital, policing, and mil-
itarization” (Crawford, 2021, p. 223). According to ACARA, 
the development of ethical understandings “involves students 
building a strong personal and socially oriented” outlook 
and the “awareness of the influence that their values and 
behaviour have on others” (ACARA, 2024b). Therefore, 
development of ethical understandings is a core aspect of 
the first principle in educational use of GAI.

Student engagement with GAI creates opportunities to 
consider how AI replicates biases from its dataset. Studies 
have revealed that AI tends to replicate “politics of gender 
and race” that are “harmful” (Crawford, 2021, p. 144). As 
GAI replicates the potentially racist, sexist or otherwise dis-
criminatory biases of its dataset, it tends to perpetuate 
unethical thinking and behavior: “dangerously reductive cat-
egorisations are widely used across many human-classifying 
training sets and have been part of the AI production pipe-
lines for years” (Crawford, 2021, pp. 144–145).

Mollick and Mollick urge teachers to make “students 
responsible for getting the facts correct in their AI output” 
(Mollick and Mollick 2023a, p. 3) ACARA requires that 
teachers “include approaches that address the role of conse-
quences on ethical actions; approaches that deal with issues of 
duty, justice and fairness; and approaches that focus on vir-
tues in the ethical decision-making process” (ACARA, 2024b). 
An increasing body of research examines the need for student 
ethical considerations when using GAI to complete assess-
ment to ensure they maintain academic integrity. The lead 
author’s experiences suggest that teachers should encourage 
students to document interactions with GAI, keeping track of 
information received and any fact-checking processes.

Teachers should develop classroom cultures of transpar-
ency, trust, and collaboration around the use of GAI, encour-
aging a culture that prizes a student voice reflecting the 
growth of the “strong personal and socially oriented ethical 
outlook” emphasized in ACARA’s General Capabilities. 
Paterson and Gavrin argue that:

Student voice is a critical component of democratic approaches 
in schools… Effective student voice grows students’ responsibil-
ity for their learning… An emphasis on critical thinking and 
more independent, informed decision-making for students better 
equips young people to engage thoughtfully and actively in 
democracy as adults. (Paterson et al. 2022, p.106)

Building a culture of student voice when using GAI is 
about empowering students to co-create their learning. 
Evidence gathered while developing this paper indicates that 
using GAI with the intention of enhancing student voice can 
benefit students by increasing their engagement, motivation, 
confidence, and sense of belonging. Students can and will 
make mistakes as they learn to use GAI. School cultures of 
transparency which prize student voice will help in that 
journey.

As the lead author’s reflections on his ‘year with GAI’ 
made evident, students need to be explicitly taught to use 
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GAI successfully. This involves not only developing their 
digital literacy in understanding how GAI works and strate-
gies for maintaining agency and voice through ‘bossing the 
bot’ and verifying responses through lateral reading 
(Wineburg & McGrew, 2019), but also creation of a school 
culture which values ethical conduct, in selecting and using 
digital tools, and ensuring appropriate use, particularly when 
assessment modes have been slower to adapt.

Principle 2: Teach to promote discernment and critical 
thinking

Proliferation of misinformation is a major challenge in our 
information-saturated world (Chesney & Citron, 2018). 
Publication, in print or online, is no longer a marker of 
accuracy or veracity.

Generative AI programs like ChatGPT don’t have a clear sense 
of the boundary between fact and fiction. They’re also prone to 
making things up as they try to satisfy human users’ inquiries… 
Misinformation can flow into AI models as well as from them. 
(Gold & Fischer, 2023)

Thus, students, as future citizens, need skills to locate and 
critically evaluate the quality of information and the ability 
to represent their understandings creatively (Wineburg, 
2018). Hattie believes the technological revolution will bear 
greatest fruit when teachers see “technology as an aid to 
teaching for enhanced knowledge production” (Hattie, 2023, 
p. 394). Therefore, the second principle is to use GAI to 
foster students’ critical and creative thinking as discerning 
consumers and creators of information.

Critical and creative thinking
The General Capability of Critical and Creative Thinking 
includes four interrelated elements: inquiring, generating, 
analyzing, and reflecting (ACARA, 2024b). Research hints 
that GAI may be more useful creatively than many users 
appreciate. One study, “found no qualitative difference 
between AI and human-generated creativity, although there 
are differences in how ideas are generated” (Haase & Hanel, 
2023, p. 1). Haase and Hanel point out that “exposure to 
other people’s creative ideas can stimulate cognitive activity 
and enhance creativity” (Haase & Hanel, 2023, p. 10). They 
argue that “anecdotal evidence” indicates the possibility of 
generating creative output in combination with GAI. They 
point to potential for GAI to “properly support human (cre-
ative) work” but argue that ethical issues must be front of 
mind and that critical thinking must be employed:

We recommend avoiding viewing GAI chatbots as omnipotent 
tools that may replace human performance. Instead, they can be 
valuable assistants in reviewing thoughts and ideas. The exten-
sive knowledge base they build upon can be very useful in 
expanding one’s ideas. The more our (working) lives are auto-
mated, and the more authority automation acquires, the more 
important the human role with its creative abilities becomes 
(Haase & Hanel, 2023, p. 10).

Perhaps it is Bowen and Watson (Bowen, 2024) who offer 
the most insight balanced insight into the impacts that GAI 

may have on creativity. While there are many voices that 
explore the disruption and/or threat generative AI poses to 
human creativity in different contexts (De Cremer et  al., 
2023; Salim & Khan, 2024; Shackell, 2023), Bowen and 
Watson anticipate that there may be a “shift in the skills we 
used to associate with ‘creativity’”(2024, p. 76).

Creation of effective prompts for GAI is an example of 
enhancing students’ creative thinking, but research is sugges-
tive of more. Burridge and Buchanan note that students 
need support to build the “critical thinking skills, creativity 
and resilience” required to meet “the challenges they will 
face in the decades to come” (Burridge & Buchanan, 2022, 
p. 83). Bowen and Watson (2024, pp. 62–77), citing numer-
ous papers, acknowledge that while AI tools can enhance 
creativity by offering diverse perspectives and breaking con-
ventional thought patterns, there is a risk that students 
might become overly reliant on AI-generated content, poten-
tially diminishing their own creative efforts. They therefore 
emphasize the importance of educators guiding students to 
use AI as a collaborative partner rather than a substitute for 
original thinking, ensuring that human creativity remains 
central in the learning process.

Traditionally, peers or teachers have been this helper, but simi-
larly, AI is becoming a new, powerful partner… AI can help 
humans clarify their thoughts, explore new ideas, increase diver-
gent thinking, and perhaps even become more creative. The 
potential for more creative humans and better thinking is the 
promise of this new partnership: it is in the iteration, the reflec-
tion, the backand forth, and the refined questions that thinking 
and creativity happen. It is the job of educators to help students 
become better thinkers. Our new job is to help them become 
even better thinkers with AI. (Bowen & Watson, 2024, p. 77)

GAI is best viewed as requiring steering by humans. It 
responds to the critical thinking, discerning decisions, and 
creative inputs and prompts of the user. The teacher’s func-
tion is to develop students’ capacities for exercising these 
skills. For every GAI output students must discern the effi-
cacy of their prompts and create subsequent interactions. 
Students are involved in a reflexive interplay of creation, 
reflection, discernment, and generation that develops “inquis-
itiveness [and] intellectual flexibility” (ACARA, 2024b).

Another approach to fostering critical thinking is engag-
ing students as ‘fact-checkers’. GAI is not a ‘research engine’ 
but school-aged users tend to use it as one. A useful 
‘fact-checking’ routine for students’ exchanges with GAI 
entails a pattern of discernment, reflection, responsiveness, 
and repetition. Calls for teaching to promote fact-checking 
and questioning as routine teaching processes are not new. 
Postman and Weingartner’s call for developing student “crap 
detection” skills in 1969 are one early articulation of these 
concepts (Postman & Weingartner, 1971, p. 218). They 
emphasized a “questing-questioning, meaning-making pro-
cess that can be called ‘learning how to learn’”, well-suited to 
developing critical thinking and discernment in students. 
Their ideas provided a base from which the lead author 
worked when engaging students with GAI:

‘Learning how to learn’ [provides] a posture of stability from 
which to deal fruitfully with change. The purpose is to help all 
students develop built-in, shockproof crap detectors as basic 
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equipment in their survival kits. (Postman & Weingartner, 1971, 
p. 218)

Figure 1 models a ‘crap detection’ routine used during 
classroom research. Students are taught to critically reflect 
and discerningly engage at each step of their inquiry, enter-
ing a ‘back and forth’ exchange with the GAI. They ‘put the 
chat into the ChatGPT’ which acted as one-on-one tutor 
and was interrogated by students. Students were encouraged 
to not necessarily accept the first GAI response. Critical 
reflection and information verification using lateral reading 
was encouraged at every stage.

This routine promotes critical thinking and development 
of research skills, vital to history study. The lateral reading 
processes developed by Wineburg and McGrew (2019) can 
be adapted for teaching students how to fact-check 
AI-generated information. Lateral reading is a “strategy for 
investigating who’s behind an unfamiliar online source by 
leaving the webpage and opening a new browser tab to see 
what trusted websites say about the unknown source” 
(Stanford History Education Group, n.d.). This fact-checking 
approach proved valuable and aligns with the work of Mollick 

and Mollick (2023a) who emphasize that requiring US col-
lege students to fact-check and interrogate sources challenged 
them to remain the "human in the loop". They argue that:

[N]ot only are students responsible for their own work but they 
should actively oversee the AIs output, check with reliable 
sources, and complement any AI output with their unique per-
spectives and insights. Our aim is to encourage students to crit-
ically assess and interrogate AI outputs, rather than passively 
accept them. This approach helps to sharpen their skills while 
having the AI serve as a supportive tool for their work, not a 
replacement. (Mollick & Mollick, 2023a, p. 3)

When using GAI in secondary schools, it is important to 
encourage students to periodically ‘leave’ the GAI and 
cross-check GAI sourced information via triangulation using 
other trusted sources. Lateral reading is explored at length 
in Wineburg and McGrew (2019) and Kozyreva et  al. (2023). 
These approaches can be adapted to encourage students to 
critique online information provided by GAI and call out 
errant, biased, or misleading outputs. In this manner, using 
GAI is structured into a teaching and learning process pro-
moting student voice, discernment, and critical thinking; a 

Figure 1. A  Fact-Checking Routine for students using GAI in research.
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process that “promotes active engagement with, rather than 
passive acquisition” of content (Kelly, 2013, p. 12).

The routine outlined in Figure 1 cements important aspects 
of using GAI to support development of students’ critical and 
creative thinking skills. It aligns with the ‘traditional’ inquiry 
cycle of disciplinary history, and with other areas using an 
inquiry approach (such as the sciences). The creation and itera-
tion of research questions and the verification of sources are 
core steps in historical (and scientific) inquiry and as Figure 1 
suggests, GAI can be used to develop questions and test initial 
hypotheses and sources. Students can build upon these exchanges 
through lateral reading and the use of non-AI information 
sources, both on- and off-line. Thus, Principle 2 can be seen as 
the logical outcome of the focus of Principle 1 on developing 
students as active and ethical users of GAI who think critically 
in their engagement with the tool and its responses.

Principle 3: Teach for the whole human

Article 26 of the Universal Declaration of Human Rights 
emphasizes “full development of the human personality” as 
a global educational goal (United Nations, 1948). This view 
has been supported in a range of literature including Seery 
who points out that:

Education has long been associated with the project of the for-
mation of individuals or ‘self ’. The production or development of 
stable dispositions of character and action is of obvious per-
sonal, social and political importance, and education is an 
important public arena and instrument, through cultural interac-
tion and linguistic shaping, in the realisation of this project. In 
this important reading of the term, education is a change pro-
cess by which ‘self ’ and identity are realised. (Seery, 2010, p. 63)

Australia’s national curriculum explicitly aims to help “all 
young Australians become confident and creative individuals, 
successful lifelong learners, and active and informed members 
of the community” (Australian Education Council, 2019). 
Discussions of GAI use with students must be grounded in 
such goals and conscious of the attributes of “the kinds of 
people we will need to deal effectively with a future full of 
drastic change” (Postman & Weingartner, 1971, p. 218). In 
another time of rapid change, Postman and Weingartner 
called for a “new education” directed to the fullness of human-
ity. Their manifesto for change has resonance today:

[We need to develop students with an] actively inquiring, flexi-
ble, creative, innovative, tolerant, liberal personality who can 
face uncertainty and ambiguity without disorientation, who can 
formulate viable new meanings to meet changes in the environ-
ment which threaten individual and mutual survival. (Postman 
& Weingartner, 1971, p. 218)

Such views are supported by Poquet and De Laat who 
emphasize that AI is changing the “context of learning” to 
such a degree that notions of lifelong learning must be revis-
ited in ways that even consider aspects of human develop-
ment such as “self-fulfilment” and “mindful” approaches to 
learning (Poquet & De Laat, 2021, p. 1703). They posit that:

The advancement of artificial intelligence (AI) and its integration 
into everyday technologies influences how people are exposed to 
information, interact, learn and make decisions. We argue that 

technology, data and evolving AI applications affect how humans 
enact and experience life and work, changing the context for 
learning… [T]he current notion of lifelong learning needs a 
revisit to embrace technology at its foundation. To bring freely 
chosen goals and ownership in one’s learning to the fore, in the 
context of the coming AI age, we argue for the telos of learning 
to shift from human capital to human development, with the 
spotlight on capabilities. (Poquet & De Laat, 2021, p. 1695)

The Australian Curriculum’s General Capabilities encap-
sulate these goals. While critical and creative thinking, digi-
tal literacy, and ethical understanding are addressed in the 
first two principles above, the third principle explores how 
GAI can develop personal and social capability and intercul-
tural understanding (ACARA, 2024b, 2024c).

Personal and social capability
It is vital to preface discussion of personal and social capa-
bility by recalling that the A in GAI is for ‘Artificial’. As GAI 
becomes ubiquitous, humanity must remain at the heart of 
teaching. While GAI may allow a human-like veneer to 
interactions with information, the humanity of students is 
core to education. The novelty of GAI should not distract 
from an established goal of education—the development of 
the human personal and social capability.

Personal and Social capability provides a foundation for students 
to understand themselves and others, and navigate their rela-
tionships, lives, work and learning. Students with well-developed 
social and emotional skills find it easier to manage themselves, 
relate to others, collaborate, develop empathy, set goals and 
resolve conflict. They feel positive about themselves and the 
world around them. … This ability assists students to effectively 
engage with new ways of thinking, knowing and doing in an 
increasingly demanding and diverse global society (ACARA, 
2024d).

Engagement with technology is often, but not necessarily, 
solitary. Hattie emphasizes the “critical importance of devel-
oping skills to work in and contribute to groups” and pro-
vides evidence supporting his claim that “when learning 
using technology, it is important for discussions to be 
emphasised and for each student to work with a peer to 
articulate, explain and understand” (Hattie et al. 2023, pp. 
382, 397). Classroom experience indicates that students can 
work collaboratively to develop and use GAI prompts, 
fact-check responses, and evaluate sources. It is incumbent 
on teachers to create opportunities for students to find and 
share their voice and develop personal and social capabilities 
while working with GAI.

Students need teachers to lead in a world where GAI is 
likely be significant. Teachers can create opportunities for 
students to examine the findings of AI, express their own 
insights, and connect their experiences with their wider 
world. Far from dehumanizing, GAI offers opportunities for 
history teachers to foster enriched collaborative, inclusive 
learning environments. Developing the personal and social 
capabilities of students is much more important than mas-
tering one aspect of technology. Teachers must teach for the 
development of the “full human”. By ensuring students are 
digitally literate, thinking ethically and critically, and sharing 
ideas through collaboration and connection with their peers, 
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we can leverage the ‘artificial’ of GAI to promote students’ 
personal and social growth.

Intercultural understanding
ACARA defines this capability as encompassing “the 
behaviours and dispositions that students need to under-
stand what happens and what to do when cultures intersect” 
(ACARA, 2024d), arguing that this capability focuses on the 
development of empathy, sensitivity, respect for diversity, 
inclusivity, and an awareness of perspective-taking within 
themselves and by others (ACARA, 2024d). This paper con-
tends that GAI can play a role in developing this under-
standing. As Suleyman and Bhaskar (2023, p. 70) point out, 
existing artificial intelligence models “clearly have the poten-
tial to be as toxic as they are powerful”, but exposure of this 
‘toxicity’ can work to broaden students’ intercultural under-
standings and empathy, both through explicit teaching and 
ongoing improvements in the technology itself:

Since they are trained on much of the messy data available on 
the open web, they will casually reproduce and indeed amplify 
the underlying biases and structures of society, unless they are 
carefully designed to avoid doing so … But the positive news is 
that many of these issues are being improved with larger and 
more powerful models (Suleyman & Bhaskar, 2023, p. 70).

Using the chat-like functionality of GAI creates possibilities 
for students to reflect upon the relationships between cultures 
and identities, examine cultural perspectives and world views, 
and explore the influence of cultures on interpersonal interac-
tions. Because much of the information upon which GAI 
models draw comes “from unvetted sources and lacks conven-
tional indicators of trustworthiness”, student GAI use must be 
intentional, critical and ethical (Kozyreva et  al., 2023, p. 81).

The classroom research for this paper directed GAI to 
assume roles of diverse historical characters reflecting diverse 
experiences and cultures that students would not have other-
wise engaged with. In another experience, students used a 
prompt engaging a simulated ‘choose your own adventure’ 
experience which positioned students safely and ethically into 
culturally unfamiliar roles. Such activities allowed for explora-
tion of perspectives and development of empathy. Both activ-
ities were supplemented by technology-free learning 
experiences such as yarning circles (New South Wales 
Department of Education, n.d.), that required students to “dis-
cuss their own cultural identities and draw connections with 
those of others,” to “consider representation and acknowledge 
that multiple perspectives exist for any given issue,” and to 
“reflect on their thoughts and feelings when taking on a range 
of perspectives” (ACARA, 2024d). GAI allowed for creation of 
representations of cultures of the past, while providing oppor-
tunities to consider and critique these representations.

As Bedford and Kerby (2024) argue, exposing students to 
diverse historical perspectives - including those that disrupt 
dominant or monocultural narratives - can foster pluralistic 
thinking and strengthen democratic dispositions.

The relationship between historical thinking and the skills of 
effective democratic citizens is a vital one, particularly within a 

society saturated with fake news and online echo chambers 
which amplify misinformation. Ensuring students can not only 
locate a range of perspectives, but evaluate their reliability is a 
curriculum expectation. (Bedford & Kerby, 2024, p. 470)

This aligns with ACARA’s emphasis on students learning 
to “empathise with others and appreciate diverse perspec-
tives” as part of developing intercultural understanding 
(ACARA, 2024b). In classroom practice, students used GAI 
to generate alternative viewpoints on contested historical 
events, prompting critical conversations about bias, voice, 
and historical interpretation - discussions that helped them 
move beyond surface-level representations and engage with 
cultural complexity.

This third principle focuses on the development of the 
student’s own social capacity, while offering opportunities for 
them to reflect, with teacher support, upon the 
often-problematic constructions of non-dominant cultures 
offered by GAI tools. Thus, students’ understandings of 
other cultures are broadened, and these representations can 
be discussed critically and empathetically.

Implications/recommendations, limitations, future 
research

GAI is not an end in itself but is an important addition to 
the tools available to teachers. When employed intentionally 
and reflectively within established subject-specific pedago-
gies, GAI has potential to help students to grow as active 
and ethical citizens.

This paper, based upon the lead author’s own professional 
practice informed by an emerging body of academic and 
practitioner literature, is offered as a contribution to conver-
sations about pedagogical applications of GAI.

Ongoing research is needed into pedagogical applications 
of GAI for different learning areas and purposes and into 
how students’ use GAI affects their general capabilities.

Conclusion

This paper has explored the use of GAI in education, with 
a focus on the lead author’s experiences in a secondary his-
tory classroom. It has proposed three practice-principles for 
the use of GAI in education:

1.	 Teach students how to use GAI tools - by developing 
digital literacy, ethical use, and active prompting 
techniques;

2.	 Teach to promote discernment and critical thinking - 
by embedding routines for fact-checking, lateral read-
ing, and iterative inquiry; and

3.	 Teach for the whole human - by aligning GAI use with 
broader educational goals such as empathy, collabora-
tion, intercultural understanding, and student voice.

Each principle draws from the affordances and limitations 
of GAI, and from the lived reality of its use in the class-
room. Together, they represent a values-based pedagogical 
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response to this powerful and disruptive emerging technol-
ogy. While the implementation of GAI in education is com-
plex and evolving, applying these principles enables teachers 
to support students’ learning in ways that align with the 
Australian Curriculum General Capabilities - helping stu-
dents grow not just as learners, but as thoughtful, ethical, 
and capable citizens.
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