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A B S T R A C T 

Minimizing the impact of stellar variability in radial velocity (RV) measurements is a critical challenge in achieving the 10 cm 

s −1 precision needed to hunt for Earth twins. Since 2012, a dedicated programme has been underway with HARPS-N, to 

conduct a blind RV rocky planets search (RPS) around bright stars in the Northern hemisphere. Here we describe the results 
of a comprehensive search for planetary systems in two RPS targets, HD 166620 and HD 144579. Using wavelength-domain 

line-profile decorrelation vectors to mitigate the stellar activity and performing a deep search for planetary reflex motions using 

a trans-dimensional nested sampler, we found no significant planetary signals in the data sets of either of the stars. We validated 

the results via data-splitting and injection reco v ery tests. Additionally, we obtained the 95th percentile detection limits on the 
HARPS-N R Vs. W e found that the likelihood of finding a low-mass planet increases noticeably across a wide period range when 

the inherent stellar variability is corrected for using SCALPELS U -vectors. We are able to detect planet signals with M sin i ≤
1 M ⊕ for orbital periods shorter than 10 d. We demonstrate that with our decorrelation technique, we are able to detect signals as 
low as 54 cm s −1 , which brings us closer to the calibration limit of 50 cm s −1 demonstrated by HARPS-N. Therefore, we show 

that we can push down towards the RV precision required to find Earth analogues using high-precision radial velocity data with 

no v el data-analysis techniques. 
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 I N T RO D U C T I O N  

 radial velocity (RV) precision of 0.1 m s −1 is essential for the
etection of Earth-sized low-mass exoplanets orbiting in the hab- 
table zones of Sun-like stars. Each subsequent advancement in 
nstrumental stability since the disco v ery of the first exoplanet around 
 Sun-like main sequence star in 1995, has been reflected in a
eduction in the detection limit of exoplanets down to 1 m s −1 (green-
haded region in Fig. 1 ). Thanks to impro v ements in precision, it is
ow possible to use the new generation of spectrometres to observe 
he reflex motions of stars hosting such low-mass planets. However, 
he red-shaded region in Fig. 1 shows that despite these further
nstrumental advancements, the declining trend in the detectable RV 

emi-amplitude has hit a ‘1 m s −1 saturation limit’, at an amplitude
omparable to RV variations produced by the intrinsic variability of 
he host star. 

Stellar variability is an umbrella term for a variety of astrophysical 
rocesses that have an impact on the RV of stars on time-scales
anging from minutes to days. While stellar p modes impose RV 
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ariability of up to 1 m s −1 on a minutes scale in solar-type stars
e.g. Bouchy, Pepe & Queloz 2001 ; Chaplin et al. 2019 ), granulation
ntroduces variability on time-scales of hours to days (e.g. Gray 2009 ; 

eunier et al. 2015 ). Astronomers combat these parasitic signals by
sing longer exposure times and averaging out (for p modes), and
bserving the stellar target multiple times throughout the night at 
ntervals of several hours (for granulation; Dumusque et al. 2011 ).
n magnetically active stars, stars-pots and faculae/plage can cause 
V shifts of the order of 1–100 m s −1 , while the suppression of
onvection causes shifts of about 10–20 m s −1 (Meunier, Desort &
agrange 2010 ). Magnetic activity poses the biggest obstacle to the

dentification and characterization of small exoplanets, as it can occur 
n similar time-scales and can completely obscure or mimic the RV
ignals of real exoplanets. 

Recent studies have had some success modelling stellar variability 
y employing photometry to independently estimate the impact of 
tellar activity on the RVs (Aigrain, Pont & Zucker 2012 ). Other
pproaches include using time domain techniques like Gaussian 
rocess (GP) regression to model the correlated noise induced by 
tellar activity (e.g. Haywood et al. 2014 ; Rajpaul et al. 2015 ; Delisle,
ara & S ́egransan 2020 ) and using multi-dimensional GP to use spec-

roscopic activity-indicators in conjunction with RVs to constrain the 
ctivity-induced signal in the RV time-series (e.g. Rajpaul et al. 2015 ;
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Figure 1. The radial velocity semi-amplitudes of planets obtained from the 
NASA e xoplanet archiv e are shown as a function of the disco v ery year. 
The green-shaded region shows an era in which the detection threshold 
impro v ed almost exponentially in response to the improvement in wavelength 
calibration. Ho we ver, this do wnward trend stops and flattens out in the 
early 2000s, despite the significant impro v ement in the instrument precision 
achieved by the new generation spectrographs. 
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Figure 2. Nightly binned radial velocity observations (median-subtracted) 
for HD 166620 and HD 144579 measured from HARPS-N spectra are shown 
in the top and bottom panels, respectively. 
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arrag ́an et al. 2022 ). Using neural networks to distinguish activity
ignals from true centre-of-mass RV shifts of dynamical origin (de
eurs et al. 2021 ) and detrending the RVs for line shape variations
sing the SCALPELS basis vectors (Collier Cameron et al. 2021 ) or
pectral SHELL vectors (Cretignier, Dumusque & Pepe 2022 ) are a
ew wavelength domain techniques. Doppler imaging is also used
o model both acti vity-induced v ariations and planet-induced shifts
imultaneously in the spectral line profiles (Klein et al. 2022 ). A
elf-consistent comparison of these different methods (and more) is
resented in Zhao et al. ( 2022 ). 
In this paper, we present a deep search for planetary reflex-
otion in the HARPS-N data of bright K & G dwarfs HD 166620

nd HD 144579, obtained as part of the rocky planet search (RPS)
rogramme. We use TWEAKS ( T ime and W avelength-domain st E llar
 ctivity mitigation using K IMA and s CALPELS ): an RV analysis
ipeline designed for attaining sub-m s −1 detection thresholds at long
rbital periods, by combining wavelength-domain and time-domain
tellar activity mitigation (Anna John, Collier Cameron & Wilson
022 ). This approach takes the posterior probability distributions for
he orbital parameters of a system determined along with a complete
eplerian solver and a GP (on/off) using the nested sampling

lgorithm, KIMA (Faria et al. 2018 ). We then use SCALPELS basis
ectors for spectral line-shape decorrelation (Collier Cameron et al.
021 ), following the result from Anna John et al. ( 2022 ) which shows
hat detrending the RVs for line shape variations using the SCALPELS

asis vectors yields a significantly better RV model o v er a model that
oes not account for these stellar activity signatures. There are also
ther studies that use SCALPELS and TWEAKS for impro v ed detection
f exoplanets (Wilson et al. 2022 ; Stalport et al in re vie w; Palethorpe
t al in preparation; Dalal et al in preparation). 

 TA R G E T S  A N D  OBSERVATIONS  

e applied TWEAKS to two targets: HD 166620 and HD 144579.
D 166620 and HD 144579 hav e been observ ed for more than a
ecade with HARPS-N (Cosentino et al. 2012 ), as part of the
NRAS 525, 1687–1704 (2023) 
ARPS-N collaboration RPS initiative. The RPS programme was
nitiated in 2012 to search for small planets orbiting bright nearby
tars (mainly K and early M dwarfs) when the Kepler field was
nobservable. The major objective of the RPS program is to conduct a
ystematic search for low-mass planets around nearby quiet stars that
re visible from the Northern hemisphere via e xtensiv e monitoring of
he RV, with extremely high precision (Motalebi et al. 2015 ). Targets
or this programme are monitored 2–3 times per night (to mitigate
ranulation), with exposure times of 15 min, which is the cumulative
pen shutter time during multiple sub-exposures taken to prevent
aturation of the brightest spectral orders. This helps to average out
he p mode oscillations (Chaplin et al. 2019 ), and thereby reduce the
mpact of stellar variability with brief typical time-scales. 

A total of 1025 observations of HD 166620 were obtained between
013 March and 2023 March, and 888 observations of HD 144579
ere taken between 2013 February and 2022 March. For the
itigation of p mode oscillations and granulation, we use the daily

inned observations in this study, which reduces the total number
f RV observations for HD 166620 and HD 144579 to 293 and 256,
espectively (Fig. 2 ). After binning, the radial velocity RMS for
D 166620 reduced from 1.8 to 1.45 m s −1 and a reduction from 3.5

o 1.29 m s −1 was observed for HD 144579. 
The HARPS-N data reduction software (DRS), version 2.3.5

Dumusque et al. 2021 ), was used to reduce the spectra used in
his research. The DRS uses a mask (K2 & G9 spectral types
ere used for HD 166620 and HD 144579, respectively) composed
f a multitude of lines that span the entire HARPS-N spectral
ange to calculate the cross-correlation function (CCF), which is a
epresentation of the average shape of the absorption profiles across
he whole spectrum. Fitting a Gaussian to the CCFs then determines
he stellar radial velocity, full-width at half maximum (FWHM) and
CF Area (product of FWHM and the central line depth). In this
nalysis, we use the CCFs as they are obtained from the DRS. The
RS pipeline also provides supplementary information such as the

pectral bisector span (BIS), H α, Na-Index, and Mount Wilson S-
ndex for each observation. These additional data products are widely
sed as stellar activity indicators. 
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Figure 3. The Ca II H&K S-index data of HD 166620 from Mount Wilson 
and Keck-Hires, displaying the transition into the Maunder-minimum (e.g. 
Baum et al. 2022 ; Luhn et al. 2022 ). The 10 yr of S-index data obtained from 

HARPS-N, shown by the o v erlapping red points reinforces the star’s present 
Maunder-minimum phase. We adjusted for the offset in the HARPS-N data 
with a constant shift to have a consistent median S-index value with the 
Mount Wilson data set. Altogether, we present 57 yr of stellar chromospheric 
activity record for HD 166620 here. 

Table 1. Stellar parameters obtained for HD 166620 and HD 144579 from 

three independent methods. Our final adopted parameters, listed in Table 2 , 
are the weighted average of the results from these three methods. 

Parameter HD 166620 HD 144579 Method 

5005 ± 116 5323 ± 70 ARES + MOOG 

T eff (K) 4966 ± 70 5248 ± 70 CCFPams 
4997 ± 50 5316 ± 50 SPC 

4.82 ± 0.22 4.84 ± 0.12 ARES + MOOG 

log g (cgs) 4.70 ± 0.20 4.56 ± 0.20 CCFPams 
4.43 ± 0.10 4.60 ± 0.10 SPC 

− 0.21 ± 0.06 − 0.63 ± 0.05 ARES + MOOG 

[Fe/H] − 0.25 ± 0.05 − 0.70 ± 0.05 CCFPams 
[m/H] − 0.19 ± 0.08 − 0.62 ± 0.08 SPC 
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HD 166620 is a K2V type star with V mag = 6.38 (Motalebi et al.
015 ). The Mount Wilson program (1966–2001; Duncan et al. 1991 )
tudied the stellar chromospheric activity of HD 166620, leaving us 
ith an e xtensiv e record of the stellar chromospheric activity (Baliu-
as et al. 1995 ). Baum et al. ( 2022 ) updated the stellar parameters for
D 166620 and identified this star as a possible Maunder-minimum 

andidate based on the five decades of Ca II H&K measurements 
rom the Mount Wilson Surv e y, and continued observations at Keck
s part of the California Planet Search programme (Wright 2004 ; 
saacson & Fischer 2010 ). Recently, Luhn et al. ( 2022 ) presented
dditional Mount Wilson data that definitively traced the transition 
rom cyclic activity to a prolonged phase of flat activity. 

Baum et al. ( 2022 ) and Luhn et al. ( 2022 ) concluded HD 166620 to
e the first unambiguous Maunder-minimum analogue, as shown by 
ts S-index activity time series, as it changed from a cycling to a flat
ctivity state. We reproduce Luhn et al. ( 2022 )’s data along with the
0 yr of S-index data from HARPS-N here in Fig. 3 . This ‘flattened’
tate is explained by Luhn et al. ( 2022 ) as a less active phase of the
tar with fewer residual active areas to account for the even lower
ariability. This span of low activity includes the period of time from
012 to the present, during which the radial velocity of HD 166620
as been monitored intensively for planetary reflex-motion as part of 
he HARPS-N RPS programme. 

The second target of this study is HD 144579. In contrast to
D 166620, no in-depth literature is presently available about this 

xtremely bright G8V star with V mag = 6.65. The stellar parameters 
btained as part of this study together with the Gaia Early Data
elease (Gaia Collaboration 2021 ) for both the stars are given in
ection 2.1 and Table 2 . 

.1 Stellar characteristics of HD 166620 and HD 144579 

alactic velocities for both stars were derived using the Gaia DR3
Gaia Collaboration 2021 ) data and in particular the trigonometric 
arallax, the radial velocity, the positions, and the proper motions. 
ollowing Johnson & Soderblom ( 1987 ), we calculated the galactic
elocities U , V , and W , as reported in Table 2 . These are expressed
n the directions of the Galactic centre, Galactic rotation, and North
alactic pole, respectively, and we did not subtract the solar motion

rom our calculations. Using this kinematical information, we can 
stimate which population in the Galaxy, our stars belong to. Using
he descriptions in Reddy, Lambert & Allende Prieto ( 2006 ), we find
hat there is 98 . 5 and 90 . 8 per cent probability that HD 166620 and
D 1445797, respectively, belong to the thin disc. 
We utilized our HARPS-N spectra (details below) to estimate 

he stellar atmospheric parameters: ef fecti ve temperature (T eff ), 
etallicity [Fe/H], surface gra vity, microturb ulent velocity, and 

rojected rotational v elocity. F ollowing Mortier et al. ( 2020 ), three
ndependent methods were used for obtaining these parameters: (1) 
RES + MOOG, 1 using a stacked spectrum for each star, where

he stitched spectra were simply added together after putting them in
he lab-frame. Parameters were estimated using a curve-of-growth 

ethod based on neutral and ionized iron lines (Sousa 2014 ). (2)
CFPams , 2 using the cross correlation functions and applied an 
mpirical relation, found in Mala v olta et al. ( 2017 ). (3) Finally,
pectral synthesis was applied on all individual spectra using the 
tellar parameter classification tool (SPC – Buchhave et al. 2012 ). 

Surface gravities are notoriously hard to measure accurately from 

pectra. The values resulting from ARES + MOOG and CCFPams
ere corrected following Mortier et al. ( 2014 ) while the value for
PC was additionally constrained using YY isochrones (Yi et al. 
001 ). Precision errors for ef fecti ve temperature, surface gravity,
nd metallicity from ARES + MOOG and CCFPams were inflated 
or accuracy by 60 K, 0.1 dex, and 0.04 dex respecti vely follo wing
ousa et al. ( 2011 ). Errors for the values of SPC are also accounted
or accurac y (Buchhav e et al. 2012 ). We note that ARES + MOOG is
he only method to derive microturbulent velocity ( ξ t ) while SPC is
he only method that derived the projected rotational velocity ( vsin i ).

The stacked spectra were additionally used to derive individual 
hemical abundances for magnesium, silicon, and titanium. To 
alculate these abundances, ARES + MOOG was used with more 
etails provided in Mortier et al. ( 2013 ). These three abundances, in
ombination with the iron abundance, were then used to calculate 
he alpha-o v er -iron ab undance, [ α/Fe]. We find that HD 166620 has
n alpha element o v erabundance of 0.20 and HD 144579 of 0.26,
alculated with respect to iron as compared to the Sun. That makes
hese stars as alpha-enhanced as the planet hosts K2-111 (Mortier 
t al. 2020 ) or TOI-561 (Lacedelli et al. 2021 ) whose small planets
ave densities that are significantly below the densities of small 
lanets around non-alpha-enhanced stars. 
Stellar mass, radius, density , luminosity , distance, and age were

urther obtained from an isochrones and evolutionary tracks analysis, 
s described in Mortier et al. ( 2020 ). We used the three individual val-
es for ef fecti ve temperature and metallicity, the Gaia DR3 parallax,
pparent magnitude in eight photometric filters (listed in Table 2 ),
MNRAS 525, 1687–1704 (2023) 
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Table 2. Stellar parameters obtained for HD 166620 and HD 144579 from the literature and from this study. All 
methods obtaining the parameters are described in Section 2.1 . 

Parameter HD 166620 HD 144579 Reference 

RA (J2000) 18:09:37.4162 16:04:56.7936 Gaia Collaboration ( 2021 ) 

DEC (J2000) + 38 27 27.9980 + 39:09:23.4346 Gaia Collaboration ( 2021 ) 

μα (mas yr −1 ) −316.454 ± 0.018 −570.872 ± 0.016 Gaia Collaboration ( 2021 ) 

μδ (mas yr −1 ) −468.348 ± 0.020 52.633 ± 0.017 Gaia Collaboration ( 2021 ) 

G 6.130 ± 0.003 6.461 ± 0.003 Gaia Collaboration ( 2021 ) 

B 7.28 ± 0.02 7.388 ± 0.065 Wenger et al. ( 2000 ) 

V 6.39 ± 0.02 6.655 ± 0.014 Wenger et al. ( 2000 ) 

J 4.952 ± 0.0278 5.182 ± 0.02 Cutri et al. ( 2003 ) 

H 4.458 ± 0.192 4.824 ± 0.017 Cutri et al. ( 2003 ) 

K 4.232 ± 0.021 4.755 ± 0.016 Cutri et al. ( 2003 ) 

W1 4.236 ± 0.279 4.733 ± 0.178 Cutri et al. ( 2021 ) 

W2 3.996 ± 0.13 4.601 ± 0.083 Cutri et al. ( 2021 ) 

W3 4.235 ± 0.014 4.777 ± 0.015 Cutri et al. ( 2021 ) 

Spectral type K2V G8V This work 

Parallax (mas) 90.12 ± 0.02 69.64 ± 0.014 Gaia Collaboration ( 2021 ) 

Radial velocity (km s −1 ) −19.51 ± 0.12 −59.44 ± 0.12 Gaia Collaboration ( 2021 ) 

U (km s −1 ) 16.80 ± 0.05 −35.88 ± 0.04 This work 

V (km s −1 ) −31.34 ± 0.10 −58.51 ± 0.07 This work 

W (km s −1 ) 0.25 ± 0.05 −18.57 ± 0.09 This work 

T eff (K) 4989 ± 48 5296 ± 37 This work a 

log ( g ) spec (cgs) 4.65 ± 0.10 4.67 ± 0.08 This work a 

[Fe/H] (dex) −0.21 ± 0.04 −0.65 ± 0.04 This work a 

[ α/Fe] 0.20 0.26 This work 

vsin i (km s −1 ) < 2.0 < 2.0 This work 

ξ t (km s −1 ) 0.45 ± 0.31 0.62 ± 0.12 This work 

Mass (M �) 0.76 + 0 . 032 
−0 . 019 0.73 + 0 . 022 

−0 . 013 This work 

Radius (R �) 0.77 + 0 . 007 
−0 . 006 0.76 + 0 . 005 

−0 . 004 This work 

log g (cgs) 4.55 + 0 . 02 
−0 . 01 4.53 ± 0.01 This work 

Density ( ρ�) 1.67 + 0 . 093 
−0 . 059 1.63 + 0 . 057 

−0 . 038 This work 

Luminosity (L �) 0.36 + 0 . 02 
−0 . 01 0.47 ± 0.01 This work 

Distance (pc) 11.09 ± 0.002 14.36 ± 0.002 This work 

Age (Gyr) 10.09 + 2 . 73 
−3 . 76 11.90 + 1 . 57 

−2 . 50 This work 

log(R’ HK) (median) -5.143 -4.976 This work 

P rot 42.4 d – Vaughan et al. ( 1981 ) 

P cyc 17 years – Baum et al. ( 2022 ) 
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nd two different sets of isochrones (Dartmouth and MIST). For each
arameter, six sets of posterior distributions were obtained using
he code isochrones (Morton 2015 ) and the nested sampling
lgorithm MultiNest (Feroz et al. 2019 ). All six scenarios yielded
onsistent results (Table 1 ). The final adopted parameters, as listed in
able 2 , were calculated from the median and 16th and 84th percentile
f the merged posterior distributions. A more precise value for
urf ace gravity w as then calculated using the stellar mass and radius.

 ANALYSES  A N D  RESULTS  

.1 RV analysis pipeline 

e employed TWEAKS as an RV analysis pipeline to search for
lanetary signals below the 1 m s −1 RV barrier imposed by stellar
ctivity (Fig. 1 ). This pipeline uses the SCALPELS technique to sepa-
ate the stellar variability component in the RVs, driven by spectral
NRAS 525, 1687–1704 (2023) 
ine-shape changes (Collier Cameron et al. 2021 ). The temporal
ariability of the CCF contains both spectral line ‘shape’ changes and
oppler ‘shifts’. SCALPELS uses the translational invariance property
f the autocorrelation function (ACF; Adler & Konheim 1962 ) of
he CCF to isolate the effects of shape changes in the CCF from
hifts of dynamical origin. SCALPELS constructs an orthogonal basis
ontaining the coefficients of the first few principal components of
hape-induced CCF variations, then projects the raw RVs on to this
asis to obtain a time series of shape-induced RV variations. These
re then subtracted from the original RVs to leave shift-only RV
ariations, where the planet signals are sought (Anna John et al.
022 ). 
The perturbations resulting from stellar activity (shape component,

hown as the orange time series in Fig. 4 ) are isolated by projecting
he RVs on to the time-domain subspace spanned by the amplitude
oefficients (a.k.a U -vectors) of the ACF’s principal components
Collier Cameron et al. 2021 ). Ho we ver, when projected on to
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Figure 4. In both panels, the blue scatterplot at the top is the barycentric RV 

with its own mean subtracted. The orange time series in the middle represents 
the shape-driven component obtained from the SCALPELS projection, while 
the green one shows the ‘cleaned’ shift-driven velocities, obtained when the 
shape-dri ven v ariations are subtracted from the observed RVs. Please note that 
an offset is introduced to each RV component for better illustration. The jump 
in the shape time series of HD166620, at around BJD = 2456737 corresponds 
to the focus intervention that occurred in the HARPS-N instrument. 
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he orthogonal complement of the time-domain ( U ) subspace, the 
ynamical shifts (shift component, shown as the green time series in 
ig. 4 ) due to the planets are preserved. 
We found that the first three leading principal components are the 

trong contributors to the shape component out of the first five (see
igs D2 and D1 ). This optimal ranking was done using leave-one-out
ross-validation. Collier Cameron et al. ( 2021 ) found this method to
e efficient in identifying the number of leading columns of U that
ontain significant profile information. The raw implementation of 
CALPELS returns not just the basis vectors, but also the RV response.
o we ver, the shape time series in Fig. 4 are from the SCALPELS -only

mplementation, not the coefficients of the amplitude obtained from 

he simultaneous fitting of any keplerian. 
The basis vectors ( U -vectors) representing the shape components 

dentified by SCALPELS are then used for stellar activity decorrelation 
sing the KIMA nested sampling package (Faria et al. 2018 ). KIMA

mploys dif fusi ve nested sampling (DNS; Brewer 2014 ) to sample
he posterior distributions for each of the orbital parameters by 

odelling the RV data with a sum of up to N p Keplerian functions.
his gives KIMA the estimates for the Bayesian evidence ( Z) of

he data supporting each model, enabling the model comparison 
Brewer, P ́artay & Cs ́anyi 2010 ). The ratio of Bayesian evidences
etween models with different N p can then be compared. There 
s a ‘known’ object setting provided by KIMA , which allows one
et of priors to be applied to the orbital parameters of a known
lanet while a different set of priors is used to explore the existence
nd parameters of putative planets (Standing et al. 2022 ). When a
andidate Keplerian signal is proposed in the model, KIMA conducts 
ts for both the ‘known’ planet and the new signal. This option is
seful if there is a transiting planet with precisely determined transit
arameters or another ‘known’ Keplerian signal in the system that 
e can confidently fit out. Anna John et al. ( 2022 ), presented a
ilot demonstration of TWEAKS in action. They used a GP along with
CALPELS + KIMA to update the transiting planet’s mass and establish
he existence of a third planet in the CoRoT-7 system. 

KIMA posteriors are also used to estimate the detection limits as
n Standing et al. ( 2022 , 2023 ) and Sairam & Triaud ( 2022 ) for the
ntire orbital period range spanned by the data. With KIMA , we test
ur sensitivity to detecting low-mass planets and use it to generate a
eliable limit of detection before and after correcting for the stellar
 ariability using SCALPELS . Additionally, follo wing Standing et al.
 2022 , 2023 ) we e v aluate the ef fecti veness of our detection protocol
y injecting low-mass planets with RV semi-amplitudes in the sub- 
 s −1 level into our HARPS-N data and retrieving them with KIMA

nd SCALPELS . 

.1.1 Prior distribution 

he models we fit for the two stars are defined by the priors given in
able 3 . These priors are comparable to those described in Faria et al.
 2020 ), but tailored for HD 166620 and HD 144579, independently. 

We set the number of Keplerians N p to be a free parameter with a
niform prior between 0 and 5, i.e. KIMA will try to fit a maximum of
ve Keplerians to the data simultaneously and independently of each 
ther. For this search, we use a uniform distribution for φ, γ , and ω,
s there is no justification to fa v our any specific value within these
arameter regimes. We use a Kumaraswamy distribution ( α = 0.867 
nd β = 3.03; Kumaraswamy 1980 ) for planetary eccentricities, 
hich fa v ours lo wer v alues but still permits the exploration of
igher eccentricities when the data requires it (Standing et al. 2022 ).
he values for shape parameters α and β are justified by the Beta
istribution in Kipping ( 2013 ). 
The stellar reflex orbital semi-amplitude ( K ) is the one parameter to

ample with the highest sensitivity when establishing robust detection 
imits (Standing et al. 2022 ). We will describe this analysis in
ection 4.1 . In this regard, we use a modified Log-Uniform (Jeffreys)
rior. The prior values given for K in Table 3 are obtained by carrying
ut a number of initial runs with uninformative priors, to establish
 plausible upper limit. The model also accounted for the systemic
elocity of the centre of mass of the system ( γ : which corresponds
o an RV offset measured by HARPS-N) and a jitter term ( σ jit )
dded in quadrature, to ef fecti vely represent the uncorrelated noise
ources (uncorrelated at the time-scale of the planet signals we are
ooking for) such as granulation and small night-to-night wavelength 
alibration errors. For σ jit , we again use a Jeffreys prior. In order to
ccount for the stellar activity, the SCALPELS U-vectors, representing 
he projection of line-shape changes on to the RV are included as
ecorrelation vectors (as in Anna John et al. 2022 ), using a Gaussian
rior for their amplitude coefficients. 

.2 1400 d periodicity 

ig. 5 shows the resultant posterior distribution for the RV semi-
mplitudes for HD 166620 and HD 144759, plotted against the 
osterior orbital periods. The analyses initially revealed a long- 
erm periodicity of approximately 1400 d in both stars. We obtained
eaningful fits for 1400-d sinusoids in both stars while decorrelating 

gainst the SCALPELS shape-dri ven v ariations. We found that these
MNRAS 525, 1687–1704 (2023) 
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Table 3. Prior distributions used in the radial velocity model in the KIMA analysis. 

Parameter Notation Unit HD 166620 HD 144579 Distribution 

Number of Keplerians to fit N p U (0, 5 ) U (0, 5 ) Uniform 

Orbital period P d U (1.1, 3492 ) U (1.1, 2700 ) Uniform 

RV Semi-amplitude K m s −1 MLU (0.2, 15 ) MLU (0.2, 4 ) Modified Log-Uniform 

Eccentricity e K(0.867, 3.03 ) K(0.867, 3.03 ) Kumaraswamy 
Orbital phase φ U (0, 2 π) U (0, 2 π) Uniform 

Longitude of line of sight ω U (0, 2 π) U (0, 2 π) Uniform 

Decorrelation vectors β m s −1 G(0, 10 ) G(0, 10 ) Gaussian 
Systemic velocity γ m s −1 U (-2.89,5.37 ) U (-4.84,4.96 ) Uniform 

White noise σ jit m s −1 LU (0.01, 10 × rms ) LU (0.01, 10 × rms ) Log Uniform 

Figure 5. The KIMA joint posterior distribution of RV semi-amplitudes (in 
log scale) for HD 166620 and HD 144579 in log orbital period space are 
shown. Both stars exhibit an anomalous signal with a similar orbital period 
of 1400 d. The posterior orbital period space is populated with more o v er- 
density patches, which represent signs of additional signals, possibly planets, 
aliases, and/or harmonics. 

Figure 6. The orbits have been simulated using the best-fitting parameters for 
the ∼1400 d signal, observed in HD 166620 and HD 144579. The signals are 
nearly in phase (there is a small offset) and exhibit comparable RV variations 
of 95 cm s −1 . The phase offset possibly arises from the slightly different 
periods (1390 and 1420 d) of these signals. 
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ignals are also more or less in phase and share very similar sub-m s −1 

95 cm s −1 ) semi-amplitudes (Fig. 6 ). This suggested a systematic,
ather than a dynamical origin. Therefore, we investigated further the
ature and possible origin of these common periodic signals. 
NRAS 525, 1687–1704 (2023) 
.2.1 Instrumental zero-point subtraction 

e searched for a common signal with a similar orbital period
 ∼1400 d), phase, and semi-amplitude in 12 of the most intensively-
bserved RPS targets to gain clarity on whether or not this signal is
ommon to all the RPS targets. From parallel analyses using YARARA

Cretignier et al. 2021 ) and SCALPELS (Collier Cameron et al. 2021 ),
e disco v ered sporadic sub-m s −1 jumps in the observed RV data
f most of the RPS targets, in a pattern that mimics a long-term
eriodicity. Further investigation revealed that these discontinuities
n RV occurred at the times of maintenance interventions performed
n the HARPS-N instrument. These were the periodic warm-ups
erformed on the detector as a temporary solution for the small leak
n the detector cryostat (Dumusque et al. 2021 ). The detector cryostat
as changed in October 2021. This solved the leak problem, but the

umps remain in observations made prior to this intervention. 
We experimented with establishing a zero-point offset between

he interventions and subtracting it from the target star RVs in
rder to account for these substantial instrumental interventions
cryostat warmups). A sample set of stars with long observation
aselines, good seasonal sampling, and photon uncertainties of less
han 1 m s −1 was selected for this purpose. Table A1 displays the list
f stars (including the Sun) chosen using these criteria, the majority
f which shared a comparable long-term periodicity. This enabled
etter quantification of the RV offsets between major interventions
erformed on the instrument. To prevent removing genuine signals
rom the data of HD 166620 and HD 144579 analysed in this paper,
e remo v ed those stars from the sample used to calculate the

ero-point offsets induced by detector warmups, i.e. we omitted
D 144579 from the sample set to calculate the zero-points for
D 144579 and did the same for HD 166620. 
The zero-point estimation was performed as follows: The observed

Vs of each star were first corrected for activity cycles by removing
he SCALPELS shape component. We then remo v ed the e xtreme
utliers after subtracting the median RV from the activity-corrected
hift R Vs. W e divided the data set into segments between the known
ates of interventions and estimated the zero-point as the median of
he combined corrected RV data set in each segment. The floating
hunk offset technique, used to correct for night-to-night zero-point
elocities by Hatzes ( 2014 , 2011 , 2010 ), served as the basis for
hunk-by-chunk offset subtraction used in this study. The dates
f the cryostat warmups that define the segment boundaries while
stimating the zero-points are represented by the vertical lines in
ig. 7 . Then, we simply subtract the estimated chunk-by-chunk zero-
oint (illustrated in red and green in Fig. 7 ) from the observed RV data
f the target stars for further investigation. The hence obtained BJD
oundaries and zero-point offsets are given in Table A2 . This finding
erves as a powerful demonstration of the ability of HARPS-N to
onitor such a sub-m s −1 level signal over a 10-yr period. 
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Figure 7. The estimated zero-points in RVs between the epochs of cryostat 
warmups for HD 166620 and HD 144579 are shown by red and green points, 
respectively. It is evident that when we analyse HD 166620 and HD 144579 
individually, we find very similar values for the offsets. The grey points in the 
background represent the median-subtracted shift RVs of 11 other HARPS-N 

targets, corrected for activity variations using SCALPELS . The dashed grey 
vertical lines indicate the dates of instrumental interventions considered for 
the zero-point estimations. 

Figure 8. The joint posterior distributions from KIMA after subtracting the 
zero-points estimated for the chunks of observations between major cryostat 
interventions, shown in Fig. 7 . The common long-term instrumental signal 
shown in Fig. 5 with orbital period ∼1400 d is hence modelled out. The 
displayed posteriors are obtained from more than 100 000 independent trial 
models for HD 166620 (Top) and HD 144579 (Bottom). 
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.3 Posterior analysis 

.3.1 HD 166620: The tale of a ‘quiet’ star 

ig. 8 displays the RV semi-amplitude posteriors from KIMA , after 
he y hav e been adjusted for the long-term instrumental systematics
using the zero-point subtraction method outlined in Section 3.2.1 ). 
he pre v alent 1400 d signal that was caused by occasional cryostat
armups is no longer dominant (compare Figs 5 and 8 ). 
We then directed our search for planet candidates in the offset-

ubtracted RVs using TWEAKS (described in Section 3.1 ) that takes 
nto consideration the instrumental shifts and stellar activity cycles 
n both the wavelength and time domains. Using the KIMA nested- 
ampling package (Faria et al. 2018 ) and a model with up to five
nkno wn K eplerian signals, we performed a blind search of the
adial velocities. With a sum of Keplerian functions from N p orbiting 
lanets, the algorithm models the RV time series while estimating 
he posterior distributions for all of the orbital parameters. With 
CALPELS (Collier Cameron et al. 2021 ), which uses principal- 
omponent analysis of the ACF of the CCF, the time-domain activity-
ecorrelation vectors were computed. These vectors are then used as 
ndependent activity indicators for linear decorrelation in KIMA . 

The top panel of Fig. 8 displays the resultant joint posteriors
or HD 166620 after the removal of the floating-chunk zero-point 
stimates between cryostat warm-ups and decorrelation against the 
CALPELS decorrelation vectors. The posterior samples below the 
etection threshold appear as a background ‘fog’ following the priors 
or K and log P. 

A relatively well-defined signal appears at an orbital period of 
60.59 d. Using a Gaussian mixture model based on Foreman- 
ackey ( 2014 ), we computed the probabilities of posterior samples

elonging to Gaussian foreground and background populations in 
og K and log P , to exclude the posterior points coming from the
niform prior ‘fog’. This way, we isolated the foreground probability 
f the cluster and obtained a reliable estimation for the RV semi-
mplitude for this signal as 0.41 ± 0.10 m s −1 . If this signal is
lanetary, this would correspond to a planet with an upper M sin i
ass limit of 3.34 ± 0.85 M ⊕ (Table 4 ), when taking into account
 stellar mass of 0.76 M �. This method increases the precision and
ccuracy of K compared to the standard measurement of the posterior
n KIMA . 

We conducted a FIP analysis (Hara et al. 2022 ) in frequency space,
ith the bin size set to the Nyquist frequency resolution o v er the

ntire data duration. The Gaussian mixture model allowed us to 
alculate the probability of posteriors in the foreground, indepen- 
ently of the choice of frequency bin width. We first computed the
rue inclusion probability (TIP), as the fraction of all KIMA trial
odels (N s ) that contain planets whose periods fall in the frequency

nterval of interest, belonging to the foreground. In other words, TIP
s the number of models for which the orbital period ( P ) and RV
emi-amplitude ( K ) of a sampled planet fall within their respective
oreground populations. 

IP = 

∑ N s 
i= 1 Pr i (foreground) 

N s 
(1) 

he FIP was then obtained as: 

IP = 1 − TIP (2) 

Hence, we simultaneously searched for multiple planets using a 
requency window sliding across the full frequency range covered by 
he posterior distribution. A FIP value of 0.83 (Fig. 9 ) was found at an
rbital period of 460.59 d. This is not what we anticipate from a strong
lanetary signal detection, particularly for a star that is magnetically 
uiet. A FIP value of 0.83 indicates that only 17 per cent of the models
ested fa v oured a detection at this orbital period interv al. To v alidate
his, we performed several analyses by shuffling the observing 
easons between years and found that the long-term signal at 460.59 d
s comparable in its amplitude and its FIP to window-function 
rtefacts appearing at other periods in the permuted data sets. We
onclude that it too is most likely to be a window-function artefact. 

.3.2 HD 144579: A moderately active ‘lone’ star 

nlike in HD 166620, the joint posteriors from the HD 144579
Vs adjusted for long-term systematics show strong signals at 7.39 
nd 284.13 d (bottom panel of Fig. 8 ) with RV semi-amplitudes of
.50 ± 0.11 and 0.60 ± 0.07 m s −1 . If these signals are planetary,
hey would correspond to planets with M sin i of 1.28 ± 0.29
MNRAS 525, 1687–1704 (2023) 
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Figure 9. False Inclusion Probability (FIP) periodogram of HD 166620 
showing the minimal values at orbital periods of potential detections. Top 
: FIP when no SCALPELS U -vectors are used for activity decorrelation in 
KIMA . Bottom: A more significant FIP value is observed at the same orbital 
periods when SCALPELS is included. 

Figure 10. FIP for HD 144579 before and after stellar activity decorrelation. 
The top and bottom panels are as in Fig. 9 . Here, the FIP periodogram of 
HD 144579 shows clearer detection of the signals of interest (SOIs), when 
decorrelated against the SCALPELS U -vectors. 
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Figure 11. FIP for HD 144579 before and after stellar activity decorrelation. 
The observations are now divided into two subsets to investigate the coherency 
of the SOIs that appeared in the bottom panel of Fig. 10 . The FIP diagrams 
obtained for individual half subsets of the HD 144579 data are shown in the 
two panels. Each data subset co v ered an observation baseline of > 1500 d. 
Unlike any coherent signal, none of the signals of our interest was commonly 
detected in both data subsets. Hence, each of these signals could possibly be 
an artefact of the sampling pattern arising from individual seasons. 
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nd 4.14 ± 0.52 M ⊕, respectively, from the foreground posterior
robability contained using a Gaussian mixture model (See Fig. 13 ).
he obtained results fa v oured ≥4.5 σ detections for both signals.
o we ver, based on the ratio of probabilities of consecutive values
f the number of planets iterated in the KIMA model comparison,
he sampler fa v oured zero planets (based on the 150 Bayes factor
hreshold), as shown in Fig. 12 . 

The FIP from the posteriors of HD 144579 are shown in Fig. 10 .
n contrast to HD 166620, substantially lower FIPs are observed
n HD 144579 at orbital periods of 7.39 and 284.13 d (see also
NRAS 525, 1687–1704 (2023) 
ig. B7 showing the posterior sample density). Although there is
 notable decrease in the FIP when SCALPELS decorrelation vectors
re included in the model, the values are still not conclusive. Using
he 284.13 d signal as an example, reporting a detection based on a
IP value of 0.37 (Fig. 10 ) is analogous to boarding an aeroplane
ith only a 63 per cent chance of making it to the destination. 
Moreo v er, a number of ambiguous detections can be triggered

t spurious periods because of the sampling pattern and cross-talk
etween various aliases (e.g. Anna John et al. 2022 ). To guard against
his possibility, we analysed the system further by splitting the data
rain. The primary goal was to examine the individual data halves
or any candidate signals. If the baseline covered by any individual
ubset is appropriate for sampling the SOIs, then any coherent signal
hould be detectable independently in n number of data subsets, while
he significance of detection depends on the size of the subset. There
s a caveat, though. It is probable that the stellar activity can manifest
ifferently in the subsets and the ability of TWEAKS to completely
lean the time series could vary, leading to stronger signals in some
ases, and weaker in others. 

Fig. 11 shows the FIPs obtained from the posteriors of individual
alf subsets. Contrary to what would be expected from any coherent
lanetary signal, neither of the SOIs were consistently found in both
f the two data subsets. Each of these signals could, therefore, be an
rtefact of the sampling pattern resulting from a particular localised
ubset of the observations or the existing data may not be adequate
o confirm these detections. 

To validate this finding, we also performed some injection and
eco v ery tests by injecting a Keplerian with an orbital period of
10.28 d and an RV semi-amplitude of 60 cm s −1 (comparable to the
emi-amplitude of the 284 d signal). We then repeated the analysis
nd successfully reco v ered the injected Keplerian as independent
arginal detections in individual half-data subsets (Fig. B5 ). An

njected signal with a slightly larger semi-amplitude (80 cm s −1 )
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Figure 12. The posterior distribution for the number of planets N p . The 
counts are the number of posterior samples in trial models with a specific 
number of planets. The probability ratios between models with 0, 1, and 2 
planets are shown. The posterior distribution suggests (Fig. 8 ) that there are 
likely to be planets present. The ‘confident detection’ criterion adapted by 
KIMA , ho we ver, takes into account the ratio of probabilities for successive 
values of N p , which fa v ours N p = 0, rather than depending solely on the 
probability values. The preferred model (N p = 0) appears underrepresented, 
because of the significantly larger parameter space for models with succes- 
sively greater N p . On the other hand, when a Keplerian was injected, KIMA 

fa v oured N p = 1 (Fig. B2 ). A similar representation for HD 166620 is shown 
in Fig. B1 . 
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Table 4. Derived posterior values for SOIs from the KIMA + SCALPELS RV 

analysis detailed in Section 3.3 . The FIP values given are obtained from the 
entire data. M p sin i values are estimated considering if the SOIs are planetary. 

Parameter (unit) HD 166620 HD 144579 HD 144579 
SOI.1 SOI.1 SOI.2 

Derived parameters from KIMA posteriors 
P (d) 459.88 ± 11.05 7.39 ± 0.002 284.13 ± 4.16 
K (m s −1 ) 0.41 ± 0.10 0.50 ± 0.11 0.60 ± 0.07 
M p sin i (M ⊕) 3.34 ± 0.85 1.28 ± 0.29 4.14 ± 0.52 
e 0.22 0.14 0.18 
ω (deg) 2.97 3.48 3.01 
T 0 (BJD – 2400000) 57491.32641 58514.54291 58243.86417 
FIP 0.83 0.78 0.37 

Table 5. Bayesian evidence for models with and without SCALPELS vectors 
used for stellar activity decorrelation. 

Star ID KIMA KIMA + SCALPELS Bayes factor 
(log Z 1 ) (log Z 2 ) Z 2 / Z 1 

HD 166620 −457.29 −453.65 38.09 
HD 144579 −362.94 −357.56 217.02 

Figure 13. The purple points represent the entire KIMA joint posterior semi- 
amplitudes plotted against the orbital periods. The green to yellow points 
represent the posterior samples that correspond to the foreground probability 
of the candidate signals as determined by a Gaussian mixture model. A point 
is more likely to be in the foreground if it is more yellow. Top: HD 166620 
and Bottom: HD 144579. 
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as consistently better detected in the individual subsets as shown 
n Fig. B6 . We also experimented with injecting a short-period
ignal with P = 5.12 d which is closer to the 7.39 d signal and
ith an RV semi-amplitude K = 60 cm s −1 . Unlike the long-period

njected signal, this signal was only reco v ered in one of the half sets
Fig. B3 ). On the other hand an 80 cm s −1 injected Keplerian was
uccessfully reco v ered in individual subsets (Fig. B4 ). This suggests
hat K = 60 cm s −1 is below the detection threshold for the data
artitioning test at P = 5.12 d. By the same token, it also suggests
hat the 7.39 d signal might not be entirely spurious. Ho we ver,
ithout confirmation in independent subsets of the data, we cannot be 

ertain. 
This provides a pragmatic estimate of the detection limit in the 

ARPS-N data to be somewhere between 60 and 80 cm s −1 , which is
onsistent with the formal estimation of detection threshold presented 
n Section 4.1 . In addition, these simulations show that the data in
and are not sufficient enough to conclude the origin of the 7.39 and
80-d signals. 

.4 Impact of stellar activity mitigation using SCALPELS , in the 
odel selection 

he difference in evidence (a.k.a Bayes factor) between a model 
ith decorrelation performed against stellar activity using SCALPELS 

 -vectors and a model uncorrected for stellar activity is given in
able 5 . The shape component comprising the corresponding U- 
ectors for individual stars are shown in orange colour in both panels
f Fig. 4 . As anticipated for a star in a Maunder-minimum state
ith no identifiable magnetic activity cycles, the shape component 
btained for HD 166620 looks essentially flat. Ho we ver, SCALPELS 

f fecti vely deals with the focus intervention that occurred in the
ARPS-N instrument, which is seen as an evident jump in the shape

ime series, at around BJD = 2456737. This intervention was planned 
s the FWHM in all stars observed by HARPS-N was showing a
ignificant drift, likely due to a change of instrument focus with 
ime. A component was remo v ed that was supposed to stabilize the
ocus o v er time but was clearly not performing as expected. This
xed the FWHM drift issue, ho we ver, a significant jump in FWHM,

ikely due to a PSF change, was observed after this intervention.
his jump has been efficiently tracked by some of the SCALPELS

asis vectors (Figs D2 and D1 ). 
As is evident from the shape component in the lower panel of

ig. 4 , SCALPELS identified a greater amplitude of shape-driven RV
ariation in HD 144579 than in HD 166620, owing to its greater
ntrinsic acti vity le vel. If we no w take a look at Table 5 , we can see
ow the Bayes factor reflects the impact of shape corrections on each
tar. The Bayes factor provides a measure of how strongly one model
s supported o v er the other by the data. We use the same Jeffreys’
cale as a benchmark for our model e v aluation. In accordance with
rotta ( 2008 ), we defined the threshold for ‘moderate’ evidence at
MNRAS 525, 1687–1704 (2023) 
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Figure 14. A greyscale hexbin plot representing the density of posterior samples derived from the KIMA + SCALPELS runs. Faded blue lines represent detection 
limits derived from a KIMA run without any decorrelation against the scalpels basis vectors. The solid red line shows the detection limit computed from a KIMA 

run corrected for stellar activity with SCALPELS . The grey dashed lines are contours of constant planet mass ( M sin i ) for comparison. 
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ayes factor = 12 and for ‘strong’ evidence at Bayes factor = 150.

hile SCALPELS decorrelation impro v es the model by a factor of
8 for HD 166620, HD 144579 shows a significant impro v ement of
17 times. 

 DISCUSSION  

.1 Detection limits 

 distinct characteristic of a trans-dimensional nested sampler, such
s KIMA , is that it will create a map of all signals that are consistent
ith the data when forced to explore higher N p than is explicitly de-

ected. Since those suggested signals are still technically undetected,
his posterior can be used to generate a detection threshold (Standing
NRAS 525, 1687–1704 (2023) 
t al. 2022 ). To establish the detection limits in HD 166620 and
D 144579, we typically adhere to the process described in Standing

t al. ( 2022 ), where they use the Bayesian approach with KIMA to
roduce detection limits to answer the question ‘what is compatible
ith the data?’. A well-sampled posterior is necessary for generating
 reliable detection limit. The number of saves in KIMA was set to
00000 to obtain a minimum of 30000 ef fecti ve posterior models.
 robust detection limit is usually obtained after the removal of

ny candidate Keplerians present in the data. Here, we can directly
ompute the detection thresholds from the posteriors, since no valid
etection can be established using the data presented. 
The posterior is divided into log-spaced bins in the orbital period

 P ) to calculate the detection limit. Within each bin, the 95th
ercentile of the semi-amplitude ( K ) distribution is then e v aluated.
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Figure 15. Upper detection limits in the M sin i versus orbital period space. 
The blue and red stepped histograms respectively show the 95th percentile 
detection limit before and after decorrelating against SCALPELS U -vectors. 
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he findings of our analysis of the detection limits for the HD 166620
nd HD 144579 are shown in the top and bottom panels of Fig. 14 .
he grey scale hexbins display the posterior sample density from the 
IMA + SCALPELS trials on each target. The red lines enveloping the
ntire posterior space represent the calculated detection limit from 

 single run with decorrelation performed against the SCALPELS U - 
ectors. The no- SCALPELS version is used to compute the faded blue
etection limit line. 
Figs 9 and 10 depict the effect of SCALPELS correction in 

D 166620 and HD 144579. While the window function artefact at 
 ∼ 460 d in HD 166620 appears well below the detection threshold,

he corresponding signals in HD 144579 at 7.39 and 284 d obstruct
he impro v ement in the detection limit despite being decorrelated 
gainst SCALPELS U -vectors. 

.2 Probing RV signals in the sub-m s −1 regime 

oing the stellar activity decorrelation in the wavelength domain 
sing SCALPELS also has an evident impact in bringing down the 
etection limit more towards the sub m s −1 regime. In Fig. 14 , the
etection limits calculated with and without SCALPELS decorrelation 
re shown. Although the impact varies slightly across various period 
egimes, SCALPELS decorrelation allows for better probing in the 
ow-mass regime in both stars. This is in line with a recent study by
airam & Triaud ( 2022 ), in which they sho w ho w the activity cycle
ffects the detection efficiency of planets in the solar case. They 
ound that the likelihood of finding a low-mass planet falls by an
rder of magnitude during the solar activity maximum. Therefore, 
hey suggest a more ef ficient observ ational strategy based on a
orecast of stellar activity that would enhance the identification 
f Earth counterparts and their analysis. Our study shows that we 
ould detect smaller planets, when we correct for the stellar activity 
nd instrumental shifts using SCALPELS , despite the activity state 
f the target star. Ho we ver, the le vel of magnetic activity in the
ndividual stars is reflected in the impro v ement in the ability to
etect low-mass planets on the application of adequate stellar activity 
orrection. 

While the detection limit does not show significant enhancement 
n HD 166620, the mean detectability in HD 144579 impro v es
rom 0.62 to 0.54 m s −1 after correcting for the spectral-line shape
hanges. The most striking impro v ement is observ ed in the long-
eriod regime, where the detection threshold consistently impro v es 
t periods longer than 300 d, reducing the detection threshold from
1.2 to 0.6 m s −1 at periods around 1000 d. In the era of upcoming
issions like PLATO and HARPS3, striving for Earth-like planets 

n an Earth-like orbit around a Sun-like star, these findings are of
igh importance. It is evident from Fig. 14 that we are sensitive to a
ide variety of super-Earths (5–10 M ⊕) in the entire orbital period

ange ( P < 2800 d) spanned by the posterior space. Moreo v er, we can
etect planets with masses as low as 1–3 M ⊕( P < 300 d), and more
assive planets with 5 M ⊕ up to P = 1000 d. The mean detection

hreshold computed after correcting for stellar activity falls around 
0 cm s −1 in HD 166620 and 54 cm s −1 in HD 144579, approaching
he HARPS-N precision limit imposed by wavelength solution 
Dumusque et al. 2021 ), which, without considering instrument inter- 
 ention, should pro vide a similar long-term calibration precision for
ARPS-N. 
Fig. 15 displays the same detection limit figure translated into 

 M sin i -orbital period space. It is now easily readable that under
 = 10 d, we are able to detect significantly lower-mass planets in
D 166620 and HD 144579 with masses smaller than Earth. 
.3 Areas for further development 

iven that TWEAKS does not completely model the rotational 
odulation of the star, there is room for further advancement. 
nna John et al. ( 2022 ) found that some shift-like patterns e v ade

CALPELS analysis. They attribute the origin of these patterns to 
tellar rotation. We tried to use a GP to model any residual rotationally 
odulated signals. We were unable to proceed, as the typical GP

yperparameters change considerably o v er the course of a cycle,
aking it more difficult to include in studies with long-term follow-

ps like RPS. In addition, when we attempt to model the data using
 single quasi-periodic GP, injected planetary signals with orbital 
eriods longer than the activ e-re gion lifetime parameter are modelled
s long-term trends, becoming attenuated. A multi-variate GP using 
he SCALPELS basis vectors as activity indicators could be used to
ptimally resolve this (e.g. Rajpaul et al. 2015 ; Barrag ́an et al. 2022 ).
o we ver, this is beyond the scope of the current investigation. 

 C O N C L U S I O N S  

n this study, we report a thorough investigation of the HARPS-
 spectroscopic data of bright K and G dwarfs HD 166620 and
D 144579, neither of which is known to host a planetary companion. 
e examined these stellar systems using TWEAKS , that combines 
avelength-domain and time-domain stellar activity mitigation using 

he KIMA and SCALPELS . The major objective was to search for
lanetary reflex-motion and investigate the impact of stellar activity 
itigation on the capability of detecting low-mass planets, in stars 
ith dif ferent le vels of magnetic acti vity. We found no significant
etections in either of the stars. We also ruled out the possibility
MNRAS 525, 1687–1704 (2023) 
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f being misled by erroneous signals from sampling patterns by
erforming data splitting e x ercises and validating using injection
eco v ery tests. The injection reco v ery tests also showed that the data
n hand might be sufficient enough to conclude the origin of the 7.39
nd 280-d signals. The data partitioning test is something we would
dvise as a standard procedure to confirm the coherency of a signal
efore making any detections public. More rigorous coherency tests
ave also been proposed by Gregory ( 2016 ) and Hara et al. ( 2022 ). 
Additionally, we provide an estimate for the detection limits on the

ARPS-N radial velocity data using posteriors from KIMA dif fusi ve
ested sampler. We demonstrate the varied impact of stellar activity
n the detection efficiency of planets in HD 166620 which is in the
aunder-minimum state and HD 144579 which is moderately active.

he likelihood of finding a low-mass planet increases noticeably
cross a wide period range when the inherent star variability is
orrected for using SCALPELS U -vectors. The 54 cm s −1 detection
hreshold achieved based on the aforementioned decorrelations
rings us closer to the known calibration precision value provided
y the HARPS-N instrument (50 cm s −1 ; Dumusque et al. 2021 ). 
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Table A2. BJD boundaries and RV zero-point offsets calculated from the 
full sample including both HD 166620 and HD 144579. The ‘nan’ values for 
offsets represent the intervals where no observations were obtained. 

Date of intervention RV zero-points 

2456738.50000 −0.2805 
2456826.50000 −0.9587 
2456947.50000 −0.7384 
2457056.50000 −1.6168 
2457072.50000 nan 
2457076.50000 nan 
2457161.50000 −0.2981 
2457308.50000 nan 
2457478.50000 −0.1927 
2457687.50000 0.4363 
2457854.50000 −0.0994 
2458071.50000 0.1848 
2458231.50000 0.4039 
2458412.50000 −0.2475 
2458554.50000 −0.4048 
2458683.50000 −0.5337 
2458839.50000 0.2337 
2458997.50000 0.0001 
2459049.50000 0.6544 
2459180.50000 0.7807 
2459316.50000 1.0554 
2459390.50000 −0.0803 
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Figure B1. The posterior distribution for HD 166620, for the number of 
planets N p . The counts are the number of posterior samples in trial models 
with a specific number of planets. The probability ratios between models with 
0, 1, and 2 planets are shown. The posterior distribution suggests that there 
are likely to be ‘zero’ planets present. 
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PPEN D IX  A :  INSTRU MENTAL  ZERO-PO I NT  

O R R E C T I O N  

able A1 shows the information about the 12 stars included in the
ample set used to estimate the RV zero-point between the cryostat 
armups described in Section 3.2.1 . The epochs of cryostat warmups 

nd the consequently obtained RV zero-points between the intervals 
f these instrumental interventions are given in Table A2 . 

able A1. RPS targets used in the sample data set to monitor the 1400-d
eriodicity and calculate the zero-points. Note: HD 166620 is taken out from
he list when estimating zero-points for itself. Similarly, for HD 144579 as
ell. 

tar No. of observations After nightly binning Time span (d) 

D 10476 1062 257 4108 
D 122064 709 280 4187 
D 127334 1432 388 4023 
D 128165 473 268 3674 
D 144579 888 257 3646 
D 158633 626 167 3301 
D 166620 947 318 4080 
D 32147 505 139 4091 
D 3651 720 154 3558 
D 4628 1540 379 4099 
D 62613 527 157 3976 
un 857 
PPENDI X  B:  I N J E C T I O N  A N D  R E C OV E RY  

ESTS  

he FIP periodograms from the injection reco v ery tests, performed
ith injected Keplerians of varied orbital periods and RV semi- 

mplitudes are shown in Figs B3 , B4 , B5 , and B6 . As discussed in
ection 3.3.2 , we performed four injection and reco v ery tests. 

(1) Injecting a signal with K = 60 cm s −1 and P = 5.12 d (Fig. B3 ),
loser to the signal of interest at P = 7.34 d. 

(2) Injecting a signal with K = 80 cm s −1 and P = 5.12 d (Fig. B4 ).
(3) Injecting a signal with K = 60 cm s −1 and P = 210.28 d

Fig. B5 ), closer to the second signal of interest at P = 285 d. 
(4) Injecting a signal with K = 80 cm s −1 and P = 210.28 d

Fig. B6 ). 
MNRAS 525, 1687–1704 (2023) 
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Figure B2. A Keplerian with P = 210.28 d and K = 0.8 m s −1 is injected to 
the data. The ratio of probabilities for successive values of N p now fa v ours 
N p = 1. 

Figure B3. A Keplerian with P = 5.12 d and K = 0.6 m s −1 is injected 
into the data. The FIP diagrams obtained for individual half subsets of the 
HD 144579 data are shown in the two panels. The injected Keplerian is only 
detected in one of the data sets. 
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Figure B4. A Keplerian with P = 5.12 d and K = 0.8 m s −1 is injected 
into the data. The FIP diagrams obtained for individual half subsets of the 
HD 144579 data are shown in the two panels. The injected Keplerian is now 

detected in both data sets independently, strongly in one half and marginally 
in the other half. This can be due to the cross talk of the injected signal 
between the nearby 7.34 d signal and its strong 1-d alias possibly arising 
from the sampling pattern of the first half data set. 

Figure B5. A Keplerian with P = 210.28 d and K = 0.6 m s −1 is injected 
to the data. The observations are then divided into two subsets to investigate 
how a coherent signal appears in the individual halves. The FIP diagrams 
obtained for individual half subsets of the HD 144579 data are shown in the 
tw o panels. Unlik e the SOIs at P = 7.39 and 284 d, the injected Kepelerian is 
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These injection and reco v ery tests helped us to validate the
onclusions about the incoherency of the SOIs, as the injected signals
ppeared independently in individual data halves (weak though in
he case of 60 cm s −1 signals), unlike the SOIs. The strength of
etection as shown by the FIPs (in Figs B5 and B6 ) impro v ed
ramatically from 0.42 to 0.18 when the semi-amplitude of the
njected signal was increased from 60 to 80 cm s −1 , which aided
s in estimating the pragmatic detection limits to lie between 60 and
0 cm s −1 . 
The FIP appears undoubtedly higher in the individual halves than

he full data set (in both 60 and 80 cm s −1 cases). Ho we ver, the idea
ere was to investigate if the injected signals show up independently
n individual data halves with robustly defined orbital periods. The
otable differences in the FIP in the full data also point towards
he fact that doubling the number of observations impro v es the
ignificance of detection drastically. This will also be important
n planning observations in order to make good use of telescope
ime. 
NRAS 525, 1687–1704 (2023) 
marginally detected in both data sets, independently. 
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Figure B6. A Keplerian with P = 210.28 d and K = 0.8 m s −1 is injected 
to the data. The FIP diagrams obtained for individual half subsets of the 
HD 144579 data are shown in the two panels. The injected Keplerian is now 

better detected in both data sets independently. 

Figure B7. Histograms showing the number f independent posterior samples 
for each star. The SOIs are marked with green vertical lines. 
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PPENDI X  C :  K I M A PLANET  M O D E L S  

he KIMA transdimensional nested sampling algorithm also provides 
 posterior distribution of the number of planets fa v oured by the data
ased on the ratios of Bayes factor (or evidence) between successive
odels with different numbers of Keplerians. A model with N p 

lanets is considered to be the most fa v oured (strongly detected)
hen this ratio Z N p / Z N p −1 > ∞�′ , and moderately detected when
 38, based on the Jeffreys criteria. Fig. B1 shows this representation

or HD 166620, while the complementary figure for HD 144579 is
iscussed in Fig. 12 , both of which show the supported zero-planet
odels. Fig. B2 on the other hand shows the fa v oured ‘1-planet’
odel on the injection of the 80 cm s −1 signal in HD 144579, pointing

owards the detection threshold obtained in Section 4.1 . 

PPENDI X  D :  SCALPELS U - V E C TO R S  &  

C TI VI TY  I N D I C ATO R S  

e also examined the first five leading principal components that 
ontributed significantly in modelling the stellar activity (orange 
ime series shown in Fig. 4 ), to understand how efficiently the
rincipal component analysis of the ACF correlate with the known 
ctivity proxies such as FWHM, area and Bisector span. The corner
lots showing the correlation between the SCALPELS U -vectors 
nd traditional activity indicators are shown for HD 166620 and 
D 144579 in Figs D2 and D1 , respectively. 
In HD 166620, the first and second principal components ( U 1 &
 2 ) ef fecti vely trace do wn the FWHM and area of the CCF,

espectively. In HD 144579, the first principal component ( U 1 )
xhibits a strong resemblance to the variability of CCF area. Another
orrelation is found between the second principal component ( U 2 )
nd the FWHM. This indicates that the changes in the width of the
rofile are also reliably considered while modelling the shape-driven 
omponent. 
MNRAS 525, 1687–1704 (2023) 
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Figure D1. The correlations plots for HD144579 showing the leading U -vector components of the residual CCF of RV time series and the traditional activity 
indicators such as FWHM, area, and Bisector span. U 2 is the prominent contributor to the entire shape component which shows a weak correlation with the 
FWHM, while the U 1 component is strongly correlated with the area. U 3 shows an anticorrelation with the FWHM. 
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Figure D2. The correlations plots for HD166620 showing the leading U -vector components of the residual CCF of RV time series and the traditional activity 
indicators such as FWHM, area, and Bisector span. U 1 is the prominent contributor to the entire shape component which shows a strong anticorrelation with the 
FWHM, while the U 2 component is strongly correlated with the FWHM. 
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