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Abstract—The heart is one of the strongest muscular organs in 
the human body. Every year, this disease can kill many people 
in the world. Coronary artery disease (CAD) is named as the 
most common type of heart disease. Four well-known decision 
trees (DTs) are applied on the Z-Alizadeh Sani CAD dataset, 
which consists of J48, BF tree, REP tree, and NB tree. A multi 
filtering approach, named MFA, was used to modify the weight 
of attributes to improve the performance of DTs in this study. 
The model was applied on three main coronary arteries 
including the Left Anterior Descending (LAD), Left 
Circumflex (LCX), and Right Coronary Artery (RCA). The 
obtained results show that data balancing has a valuable 
impact on the performance of DTs.  The comparison results 
show that this study provides the best results applied on the Z-
Alizadeh Sani dataset compared to previous studies. The 
proposed MFA could improve the performance of the classic 
DTs algorithms significantly, with the highest accuracies 
obtained by NB tree for LAD, LCX, and RCA are 94.90%, 
92.97% and 93.43%, respectively. 

Keywords-heart disease; coronary artery disease; data mining; 
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I.  INTRODUCTION  
Automatic computer-based Diagnosis has been 

developed in order to decrease patient mortality and has been 
applied in various healthcare issues (e.g. different diseases 
and cancers). [1]. The ADDI systems consist of different 
data mining (DM) and machine learning (ML) algorithms 
which are faster, more accurate, and sometimes cheaper than 
classical diagnosis methods. The effectiveness and authority 
of ML/DM methods is derived from a capability to use  
proportionate techniques to find hidden patterns and as a 
result construct different models from raw data [2]. 

Nowadays, there are huge amount of raw data in different 
fields. ML/DM methods investigate data to find patterns. 
The extracted patterns reveal useful information from raw 
data that cannot be seen from such raw data. Generally 
speaking, ML techniques can be grouped into three major 
categories: supervised learning, unsupervised learning and 
reinforcement learning [3]. Each of these categories includes 
different algorithms which were applied on different subjects 
such as diseases and cancers [4, 5, 6, 7, 8, 9], security and 

networks [10, 11], transportation [12, 13], economics [14], 
energy [15,16,17], etc. Some of most well-known ML/DM 
algorithms are: Artificial neural network  (ANNs), Support 
vector machines (SVMs), Decision trees (DTs), k-nearest 
neighbours (KNN), Naïve Bayes, K-means and C-means. As 
discussed, ML/DM techniques have been successfully used 
for diagnosing of different diseases and cancers. Coronary 
artery disease (CAD), a common type of heart disease, is one 
of the most important diseases. Heart disease is one of 
leading causes of death worldwide [18]. According to a 
report published by the World Health Organization (WHO), 
CAD was the cause of death for an estimated 17.7 million 
people in 2015. This shows that CAD has a grave impact on 
public health which means to decrease mortality rates of 
CAD by using new methods are clearly in the public interest.   

There are three main coronary arteries are as follows: the 
Left Anterior Descending (LAD), Left Circumflex (LCX), 
and Right Coronary Artery (RCA) [19].  It should be noted 
that CAD occurs when one of these coronary arteries is 
blocked. Therefore, this paper investigates each of these 
coronary arteries using ML/DM techniques. This research 
tries to introduce an accurate and efficient technique for 
diagnosing CAD by using these coronary arteries (LAD, 
LCX, and RCA). 

We investigate three main coronary arteries (LAD, LCX, 
and RCA) using classical DTs. The DTs algorithms are: J48, 
BF tree, REP tree, and NB tree. In this paper, a new multi 
filtering approach (MFA) is proposed as our balancing 
technique that includes both supervised and unsupervised 
techniques. The methodology includes four main filtering 
techniques and the MFA can modify the weights of 
attributes. The proposed methodology can increase the 
capability of prediction of DTs algorithms. To the best of our 
knowledge, the obtained outcomes are best results on the Z-
Alizadeh Sani coronary artery disease dataset. 

The rest of study is structured as follows. In Section II, 
some related works are discussed. Section III discusses about 
the material and method used. The proposed methodology is 
described in Section IV. The obtained outcomes are 
presented in Section V. Then, we conclude the research in 
Section VI.  
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II. RELATED WORK 
In this section, we reviewed some related studies that 

have used ML/DM techniques to detect CAD. In the past few 
years, various ML/DM algorithms have been applied on 
CAD datasets successfully; some will be presented here 
briefly.  

Abdar [5] compared the performances of four different 
decision trees on a heart disease dataset. The results 
demonstrated that C5.0 showed better performance than 
other algorithms with 85.33%. In [3], the author reviewed 
and provided a workflow for the diagnosis of coronary artery 
disease. Alizadehsani et al. [19] selected most important 
features among the Z-Alizadeh Sani coronary artery disease 
(CAD) dataset using Information Gain approach. Then, SMO 
classifier was applied on the dataset and reached the highest 
accuracy with 94.08%. Alizadehsani et al. [20] applied a 
bagging ensemble technique with C4.5 algorithm. The study 
investigated the performance of methods on the dataset for 
each LAD, LCX, and RCA coronary arteries separately. The 
highest accuracies obtained by bagging C4.5 was 79.54% 
(LAD), 61.46% (LCX), and 68.96 (RCA). Alizadehsani et al. 
[21] improved the accuracy of the methods applied on the Z-
Alizadeh Sani dataset. To this end, SVM algorithm was 
chosen as the base classifier. They combined information 
gain for all arteries. The proposed approach indicated 
significant performance with high accuracy for each LAD, 
LCX, and RCA coronary arteries which are 86.14%, 83.17%, 
and 83.50% for LAD, LCX, and RCA, respectively. Stuckey 
et al. [22] analyzed the signals obtained from 606 persons at 
rest just frontward to angiography to investigate CAD. Their 
report indicated that the machine-learned algorithm showed a 
high sensitivity of 92% (95% CI: 74%-100%). 
Electrocardiogram (ECG) is an important method that can be 
used for detection of CAD [23, 24, 25]. Giri et al. [23] used 
Discrete Wavelet Transform (DWT) approach in order to 
decompose the heart rate signals into frequency sub-bands. 
The best accuracy using the proposed methodology and 
Gaussian Mixture Model (GMM) classifier was 96.8%. In 
addition, Patidar et al. [24] introduced tunable-Q wavelet 
transform (TQWT) using features extraction from heart rate 
signals for CAD diagnosis.  The least squares support vector 
machine (LS-SVM) and TQWT showed the highest accuracy 
(99.72%). 

Convolutional neural network (CNN) algorithm was 
applied in [25], which investigated two and five seconds 
durations of ECG signal segments. The accuracy of applied 
CNN for normal and abnormal ECG data of two seconds was 
94.95% while the accuracy of five seconds was 95.11%. 
Alkeshuosh et al. [26] applied Particle swarm optimization 
(PSO) to create the best rules among heart disease dataset.  
The performance of proposed PSO was then compared with 
C4.5 algorithm. Their findings indicated that the average 
accuracy of PSO was 87% while related accuracy of C4.5 
was 63%.  

III. PROPOSED METHODOLOGY 
In this study, four decision trees were selected to 

investigate CAD dataset. Four well-known algorithms are 

J48, BF tree, REP tree, and NB tree methods. Moreover, 
both supervised and unsupervised filtering approaches were 
chosen to change the weight of attributes. It should be noted 
that resample (both supervised and unsupervised) and class 
balancer (supervised) techniques were applied. This study 
applies multi filtering approach which several simple 
techniques can be applied at the same time. The proposed 
methodology is illustrated in Fig. 1.  
      As Fig. 1 shows, a Multi Filtering Approach (MFA) is 
used to change the weights of features.  The proposed 
approach includes three supervised filtering techniques (2 
resample and one class balancer techniques) and one 
unsupervised technique (resample). The proposed MFA 
methodology applies three supervised filtering techniques 
and then one unsupervised filtering technique. In other 
words, MFA allows the filtering techniques to change the 
weights of attributes. A 10-fold cross validation was used. 
This means that in each training-testing set, 90% of data will 
be used for training and the rest of data (10%) will be used 
for testing. The WEKA 3.9.1 was used to apply proposed 
methodology. The classical algorithms were implemented on 
a system with 3.40 GHz Intel Core i7 CPU and 8 GB RAM, 
with Windows 7 operating system. 
 
 

 
 

Figure 1. The proposed multi filtering approach for prediction of CAD 



IV. EXPERIMENTS AND RESULTS 
Current research uses the extension of the Z-Alizadeh 

Sani coronary artery disease dataset which can be 
downloaded from UCI Machine Learning Repository [27]. 
The dataset has three main target features: LAD, LCX, and 
RCA. The dataset includes 303 records with 55 features as 
input and also three features as output (LAD, LCX, and 
RCA: attributes for prediction). The dataset is categorized 
into four major types as follows: demographical features, 
symptoms and examination features, ECG features, and 
laboratory and echocardiography features which more 
information can be found about the dataset in [20][21][28]. It 
should be noted that the dataset has three prediction features 
including LAD, LCX, and RCA. Hence, we performed the 
application of ML/DM techniques on all of these features.  

A. First Experiment 
In the first experiment, simple classical DTs techniques 

were applied. The initial weights of all coronary arteries 
(LAD, LCX, and RCA) are shown in TABLE I.  

As TABLE I shows in LAD category, “Stenotic” class in 
the major class (including more records) whereas in both 
LCX and RCA categories “Normal” class is the major class. 
Thus, the DTs are applied on the original dataset without any 
modification. The results are presented in TABLES II, III, 
and IV. 

TABLE I.  INETIAL WEIGHTS    

Label Count Weight  

LAD 
Normal 126 126 
Stenotic 177 177 

LCX 
Normal 184 184 
Stenotic 119 119 

RCA 
Normal 189 189 
Stenotic 114 114 

TABLE II.  COMPARISON BETWEEN THE ACCURACY OF THE 
DTS FOR LAD 

Method Precision Recall F-measure Accuracy 
J48 65.00 72.20 72.40 72.27 
BF tree 70.90 65.90 74.40 74.58 
REP tree 74.70 74.90 74.70 74.91 
NB tree 70.50 70.60 70.60 70.62 

TABLE III.  COMPARISON BETWEEN THE ACCURACY OF THE 
DTS FOR LCX 

Method Precision Recall F-measure Accuracy 
J48 55.30 55.80 55.50 55.77 
BF tree 61.90 62.00 62.00 62.04 
REP tree 58.10 60.10 58.10 60.06 
NB tree 59.70 60.10 59.80 60.06 

TABLE IV.  COMPARISON BETWEEN THE ACCURACY OF THE 
DTS FOR RCA  

Method Precision Recall F-measure Accuracy 
J48 60.80 62.40 61.00 62.37 
BF tree 63.00 64.40 63.10 64.35 
REP tree 61.00 63.40 60.10 63.36 
NB tree 65.50 66.00 65.70 66.00 

The obtained results demonstrate that REP tree had the 
best performance for LAD with 74.91% whereas BF tree and 
NB tree had better performance for LCX and RCA with 
62.04% and 66%, respectively.  

B. Second Experiment 
In the second experiment, we first apply multi filtering 

approach (MFA) technique in order to reweigh the features 
for all three coronary arteries (LAD, LCX, and RCA). The 
reweighted results are displayed in TABLE V. Then, the 
classical DTs methods which are used in the first experiment 
are applied and results are shown in TABLES VI, VII, and 
VIII.  

As TABLE V shows the MFA modified the weights of 
attributes. These new weights are different to previous ones 
presented in TABLES I. As TABLE V presents, the weights 
are different with the real count of records in the dataset. 
This means that the proposed technique can give weights to 
attributes to decrease the impact of unbalancing of the 
original data. The results of proposed approach are presented 
in TABLES VI, VII, and VIII. 

As TABLES VI, VII, and VIII show the proposed MFA 
could improve the performance of classic DTs algorithms 
significantly. According to TABLES VI, VII, and VIII, the 
highest accuracies for LAD, LCX, and RCA are 95.36%, 
96.29%, and 96.14%, respectively. To compare the 
performance of DTs optimized by MFA is presented in the 
following section. 

TABLE V.  THE NEW WEIGHTS OBTAINED USING MFA. 

Label Count Weight  

LAD 
Normal 107 128.655 
Stenotic 196 167.763 

LCX 
Normal 180 148.207 
Stenotic 123 156.592 

RCA 
Normal 187 149.897 
Stenotic 116 154.158 

TABLE VI.  COMPARISON BETWEEN THE PERFORMANCE OF DTS FOR 
LAD OPTIMIZED BY USING MFA 

Method Precision Recall F-measure Accuracy 
J48 92.60 92.40 92.40 92.36 
BF tree 90.20 90.20 90.20 90.22 
REP tree 86.00 85.80 85.90 85.83 
NB tree 95.00 94.90 94.90 94.90 

TABLE VII.  COMPARISON BETWEEN THE PERFORMANCE OF DTS FOR 
LCX OPTIMIZED BY USING MFA 

Method Precision Recall F-measure Accuracy 
J48 88.90 88.90 88.90 88.89 
BF tree 83.70 83.70 83.70 83.66 
REP tree 83.60 83.60 83.60 83.56 
NB tree 93.10 93.00 93.00 92.97 

TABLE VIII.  COMPARISON BETWEEN THE PERFORMANCE OF DTS FOR 
RCA OPTIMIZED BY USING MFA 

Method Precision Recall F-measure Accuracy 
J48 92.10 92.00 92.00 92.02 
BF tree 89.30 89.20 89.20 89.22 
REP tree 83.70 83.40 83.40 83.44 
NB tree 93.70 93.40 93.40 93.43 



V. DISCUSSION 
In previous section, we showed the results of our 

proposed method. However, this section discusses the 
outcomes of proposed methodology and compares with other 
results in the literature and also some well-known algorithms 
to show the effectiveness of it. The improvement of DTs 
using MFA for LAD, LCX, and RCA are presented in Fig. 2, 
Fig. 3, and Fig. 4. 

According to Fig. 2, Fig. 3, and Fig. 4, it can be observed 
that presentation of data plays a significant role in order to 
have better prediction results. For more clarity, the results 
should be compared with previous studies those applied their 
methods on the same dataset. Hence, TABLE IX indicates 
the comparison of our outcomes with prior results. 

 

 
Figure 2. The improvement of DTs using MFA for LAD 

 
Figure 3. The improvement of DTs using MFA for LCX 

 
Figure 4.The improvement of DTs using MFA for RCA 

TABLE IX.  COMPARISON BETWEEN OUR RESULTS AND OTHER STUDIES 

Study Method Accuracy 

Alizadehsani et al. 
(2016)  [20] 

Combined information 
gain for all arteries-
SVM 

86.14 (LAD) 
83.17 (LCX) 
83.50 (RCA) 

Alizadehsani et al. 
(2013)  [21] 

 
Bagging-C4.5 

79.54 (LAD) 
61.46 (LCX) 
68.96 (RCA) 

Alizadehsani et al. 
(2012)  [28] 

 
C4.5 

74.20 ± 5.51% (LAD) 
63.76 ± 9.73% (LCX) 
68.33 ± 6.90% (RCA) 

WEKA 3.9.1 
 
C-SVC 

58.41 (LAD) 
60.72 (LCX) 
62.37 (RCA) 

WEKA 3.9.1 
 
Naïve Bayes 

71.94 (LAD) 
64.35 (LCX) 
65.34 (RCA) 

WEKA 3.9.1 
 
MLP 

69.63 (LAD) 
62.70  (LCX) 
64.02 (RCA) 

This study 
 
MFA+ NB tree 

94.90 (LAD) 
92.97  (LCX) 
93.43 (RCA) 

 
As TABLE IX shows, the obtained outcomes in this 

research are much better than previous results. Moreover, we 
compared our outcomes with other three methods (C-SVC, 
Naïve Bayes, and MLP algorithms) using WEKA open 
source data mining tool. It should be noted that Alizadehsani 
et al. [20, 21, 28] applied feature selection in order to 
increase the prediction results; however, in this study we did 
not eliminate any feature. This means that the study used 
more features and such data is commonly available in the 
real world. Thus, we would argue that our results are more 
reliable and practicable. The number of techniques used for 
MFA in this study was chosen manually; while this number 
can be found using some evolutionary algorithms (EAs) such 
as genetic algorithm [29, 30, 31] and PSO [26]. Moreover, 
deep learning algorithm can be used with our proposed 
methodology [32]. 

VI. CONCLUSION 
This research investigated the performance of four 

classical DTs algorithms including J48, BF tree, REP tree, 
and NB tree on the CAD dataset. Three major coronary 
arteries (LAD, LCX, and RCA) were selected. In other 
words, we applied the methods on each artery separately. 
Due to low performance of those methods, a new multi 
filtering approach (MFA) was proposed in order to improve 
the quality of the prediction. Our findings showed that the 
MFA can improve the prediction outcomes of DTs. The 
highest accuracies were obtained using NB tree and MFA 
approach for LAD, LCX, and RCA which were 94.90%, 
92.97%, and 93.43%, respectively. As a conclusion, this 
study introduced a new approach that can outperform 
previous algorithms having much better results on CAD 
dataset. 
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