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A B S T R A C T

Making agricultural research datasets Findable, Accessible, Interoperable, and Reusable (FAIR) is an evolving 
priority for research organisations in Australia. Indigenous data governance standards, described in the CARE 
(Collective benefit, Authority to control, Responsibility and Ethics) principles complement FAIR principles when 
managing research datasets. Agricultural research data have traditionally been difficult to publicly access and 
share due in part to conflicting interests in ownership, commerce, multiparty contracts, and diverse research 
practices.

As part of an agriculture digital research platform development project (AgReFed Platform project), we 
develop here a workflow that applies the FAIR data and CARE principles to the Australian Drought Monitor 
dataset, a product developed as part of the Northern Australia Climate Program (NACP), a joint project funded by 
Meat and Livestock Australia, the Queensland Drought and Climate Adaptation Program and the University of 
Southern Queensland (UniSQ). We present here a complete process on how to apply the FAIR principles to the 
Australian Drought Monitor dataset, including a digital infrastructure development to enable its re-use in the 
AgReFed Platform project.

1. Introduction

Data shareability, and findability in Agriculture is an ongoing chal-
lenge for data collectors and users alike. Agricultural research is expe-
riencing a rapidly evolving and growing data environment, with the 
potential to facilitate a transformation towards resilient, sustainable, 
and environmentally sound food production systems globally (Coble 
et al., 2018; Hackett et al., 2019; Knapen et al., 2023; Petrosyan et al., 
2023; Top et al., 2022). There are calls to share agricultural research 
data between researchers, the research community, data users and data 
providers (Top et al., 2022) as this is considered crucial both for the 
advancement of the discipline and ability to meet global challenges 
(Petrosyan et al., 2023). The FAIR data principles as outlined by Wil-
kinson et al. (2019) act as a guiding principle to ensure that data are 
Findable, Accessible, Interoperable and Reusable. Adherence to the 
FAIR principles furnish agricultural researchers with the concepts and 
framework to unlock multiple and varied data sources not otherwise 
accessible, and allows reuse, integration, collaboration, and 

investigation to answer broad-scope questions surrounding food pro-
duction worldwide (Hackett et al., 2019; Knapen et al., 2023). As de-
mand for data sharing increases, concerns have been raised about the 
need to protect the ownership and interests of indigenous owners when 
integrating Indigenous knowledges and approaches into data practices 
and policies. The CARE Principles outlined by the Indigenous Data 
Sovereignty Interest Group within the Research Data Alliance as out-
lined by Carroll et al. (2020) ensure that Indigenous Peoples retain 
control, protection, and rights of development of Indigenous cultural 
heritage embedded in their data. CARE principles embody Collective 
Benefit, Authority to Control, Responsibility and Ethics and are 
considered along with the FAIR (Findable, Accessible, Interoperable, 
Reusable) data principles of Wilkinson et al. (2019) for a ‘best-practice’ 
approach for data management. The CARE principles extend the FAIR 
principles to reverse historic power imbalances that resulted from 
colonisation, by creating value from Indigenous data that are grounded 
in Indigenous worldviews and by realizing opportunities for Indigenous 
peoples within the research sphere (Carroll et al., 2020).
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The sharing of research data that is FAIR provides multiple benefits 
to the research community, corporate and government partners, and 
end-users of the datasets. FAIR datasets can be validated, evaluated, 
verified, peer reviewed and facilitate progression for researchers with a 
lower level of technological readiness, and streamlines the collection 
and collation of multiple datasets while reducing labour and errors 
(Coble et al., 2018; Top et al., 2022). Major impediments to achieving 
these benefits include agricultural data lacking interoperability and 
standards (Top et al., 2022), agricultural research encompassing mul-
tiple data types across multiple sub-discipline and computational agents 
that undertake data retrieval, management and storage currently exist-
ing in a variety of formats that are increasingly decentralised (Wilkinson 
et al., 2019). There is also a lack of reliable or complete metadata of 
shared datasets, confidential proprietary data, limited documentation 
accompanying the dataset, lack of open accepted data formats and APIs 
(Application Programming Interfaces), undocumented data sharing 
processes, availability of automated tools for data providers and data 
users, lack of finance to build the required computational infrastructure 
and data ownership (Coble et al., 2018; Hackett et al., 2019; Top et al., 
2022). As the awareness of FAIR Data Principles spreads in there is a 
gradual increase in the number of datasets available. Agricultural in-
dustry is still in the early stages of incorporating computational data 
intensive workflows and until a critical mass is achieved, the growth of 
data services is expected to be slow (Coble et al., 2018; Top et al., 2022).

Implementation of FAIR agricultural datasets is a developing area of 
interest and necessity, and because of this, knowledge and practice gaps 
exist in the achievement of FAIR data principles in agricultural research 
projects. In the present work, we propose to address a FAIR imple-
mentation of an agricultural dataset by developing our dataset to be 
stored on premise at UniSQ and accessible via the AgReFed Platform 
which aims to be a portal for FAIR agricultural research datasets and 
workflows. The formal publication of workflows in the agricultural data 
sphere are vitally important for transparency and reproducibility, and it 
has been identified that there is a need for greater guidance in data 
curation and archiving (Hackett et al., 2019; Wilkinson et al., 2019) with 
the goal to increase effectiveness and transparency of agricultural 
research and innovation (Top et al., 2022). We present here a case study 
of how the Australian Drought Monitor (ADM) dataset was made FAIR, 
shared, and reusable on the AgReFed Platform. The AgReFed Platform 
project aims to unlock the potential of agricultural research datasets and 
workflows from organisations in Australia by providing governance, 
data stewardship and a data sharing platform to increase knowledge, 
innovation and improve decision making in Australian agriculture 
(Agricultural Research Federation, 2023a).

There are many stages in making a research dataset FAIR. The pro-
cess of making the ADM dataset FAIR as a part of the AgReFed Platform 
project is dependent on an output dataset originating from the ADM 
project under the Northern Australia Climate Program (NACP). The 
ADM project dataset was co-owned by the project collaborators who 
were part of the multi-party agreement that enabled the reuse of the 
datasets in other projects. The ADM project had many stakeholders, each 
with their own interest and unique perspectives on challenges and 
considerations. Stakeholders included researchers wishing to share their 
data, citation of each other’s research publication; institutions ensuring 
compliance; professional data publishers; software engineers; DataOps 
(integration and automation of Software Development and IT Opera-
tions work); funding bodies (public and private); computational infra-
structure providers, data scientists; and the end-users who access the 
data. We outline in our workflow how we addressed multiple stake-
holder interests in ensuring that the dataset is FAIR without breaching 
proprietary or institutional obligations. Research projects often do not 
consider the long-term legacy of the dataset and its utility and often 
insufficient funding is supplied for the personnel and technological 
components of ongoing data storage, maintenance and management 
which challenge interoperability (Hackett et al., 2019). The data find-
ability, accessibility, interoperability and reusability were not planned 

for in the ADM project under the NACP. The AgReFed Platform project 
and digital research support teams at UniSQ align the dataset with the 
FAIR and CARE data principles by applying a methodological approach 
described in the method section.

The present work is not only about defining the FAIR principles for 
agricultural data. FAIR data principles by their initial definition are 
almost exclusively about metadata (Wilkinson et al., 2019) and how it is 
created, shared, and made available to support data re-use. In the pre-
sent work, we aim to propose and develop an implementation workflow 
method on how to achieve FAIR for a typical dataset in agriculture. The 
proposed implementation workflow is not only about providing 
accompanying metadata that accurately describes the dataset but a 
comprehensive development including an operable infrastructure for a 
FAIR agricultural dataset and its results. This includes assigning 
persistent identifiers to the dataset, making the dataset available 
through open access repositories, using standard format and protocols 
for data exchange, and ensuring that the dataset is properly licensed for 
reuse. Additionally, it is important to ensure that the dataset is properly 
curated and maintained over time, particularly for datasets with the 
regular update such as the ADM dataset to achieve its long-term us-
ability. We should also note that there is not a unique implementation to 
achieve FAIR data in agriculture. We aim to propose and develop one of 
them.

2. Methods

In the present agricultural research, we aim to unlock the ADM 
dataset developed in a climate science project for the reuse in agricul-
tural research applications. The data curation, archiving, and formats in 
climate science can impose challenges to agricultural applications. In 
the present work, we aim to propose and develop a FAIR implementa-
tion workflow for a typical dataset in agriculture which was initially 
developed in another scientific discipline.

This method section is organised into four sub-sections that define 
and explain the approach and steps undertaken in this study following a 
generalised workflow outlined in Hackett et al. (2019) describing the 
people, places, and processes involved in the transfer of biodiversity 
data from the field to users. In the first subsection a background on the 
generation of the ADM is provided. In the second sub-section, the FAIR 
alignment workflow, we provide an overview of the motivation for 
applying the FAIR data principles to the ADM then describe the people, 
places, processes, activities and outputs in the ADM FAIR alignment 
workflow. The third subsection details the data collector activities un-
dertaken to make the ADM dataset FAIR including FAIR and CARE 
assessment, contracts negotiation, licensing the ADM, registering and 
publishing the metadata record, adding the accompanying metadata and 
linking research outputs to the metadata record. In the fourth subsection 
we describe the data curator and DataOps activities undertaken 
including the design and development of a platform to extend and 
enable the reuse of the ADM dataset and outline the underpinning 
computing infrastructure for processing, storage and publication of the 
ADM.

2.1. The Australian Drought Monitor dataset

The ADM (Cobon et al., 2022) was developed by the UniSQ’s Centre 
for Applied Climate Sciences under the Northern Australia Climate 
Program (NACP) as detailed in Guillory et al. (2023) specialised for 
Australian conditions (Fig. 1). The ADM comprises a software package 
developed in Python that calculates Combined Drought Indicators (CDI) 
at a range of time scales e.g., last month, last three months, last six 
months and last twelve months, based on the United States Drought 
Monitor (Svoboda et al., 2002) (USDM). The USDM was developed at 
the National Drought Mitigation Centre at the University of Nebraska- 
Lincoln in the late 1990 s. The CDIs are the combination of four 
different input indices/indicators: 3-month Standardized Precipitation 
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Index (SPI), Soil Moisture (SM), Evapotranspiration (ET) and Normal-
ised Difference Vegetation Index (NDVI). Each input dataset is percentile 
ranked over a baseline period and the results combined using a weighted 
average. Principal Component Analysis (PCA) was used to determine the 
optimal weighting of each input dataset for generating the CDIs at each 
grid cell (5 km x 5 km) and each time scale over Australia.

The outputs are Australian-continent-coloured maps of the CDI 
values for all grid cells, representing the local drought condition which 
is categorised in Table 1. The detailed methodology for generating the 
ADM dataset can be found in Cobon et al. (2022); Guillory et al. (2023)
and the maps are hosted on the NACP website.1 The dataset and its maps 
are updated monthly and made available from April 1998. Initially, the 
dataset and source codes were stored inaccessibly, lacking metadata and 
without an explicit usage license. This meant that this key dataset and its 
source codes were not findable, accessible or reusable per the FAIR data 
principles.

2.2. The FAIR alignment workflow

A plan was developed for the computational and data processing 
steps (workflow). We aimed to create a FAIR dataset that would be made 
accessible via the AgReFed platform project, utilising federated cloud 
architecture interconnecting cloud-based systems for data storage and 
data backup, a custom-built data server, as well as a local data repository 
as recommended by Ali and Dahlhaus (2022). We firstly created a 
metadata record that utilised the DublinCore metadata schema (Dublin 
Core Metadata Initiative, 2002) and the RIF-CS metadata standard as 

recommended by Research Data Australia (Australian Research Data 
Commons, 2013). This has created fully contextualised and descriptive 
machine-readable metadata, a robust database and record that is easily 
utilised by humans and machines. This process allows new consumers to 
reuse data for new needs and applications (Ali and Dahlhaus, 2022; 
Bahlo and Dahlhaus, 2021; Knapen et al., 2023).

In this project the alignment of the ADM dataset with the FAIR 
principles (Wilkinson et al., 2019) was achieved by organising the team 
roles and workflow groupings derived from a “generalized workflow 
describing the people, places, and processes involved in the transfer of 
data from the field to users” (Hackett et al., 2019). The implementation 
of the principles followed a non-linear, iterative path where several 
processes occurred simultaneously and in parallel as progress was made 
and goals achieved. The implementation progressed organically and 
with processes undertaken iteratively to complete tasks. Fig. 2 is pre-
sented on a two-dimensional plane showing the FAIR principles along-
side the activities undertaken by the team roles of data collector, data 
curator, and DataOps. This depiction is intended to make it easier to 
show how the processes, activities and outputs undertaken by the data 
collector, data curator and DataOps roles aligned with the FAIR prin-
ciples as originally outlined and referenced to their numbers by Wil-
kinson et al. (2019).

2.2.1. The FAIR guiding principles for the Australian Drought Monitor 
dataset

Findability of a dataset refers to the ease with which the dataset can 
be located, being crucial for promoting data sharing and reuse. It is an 
important aspect of data management as it ensures that the dataset is 
discoverable by potential users. To improve the findability of a dataset, 
it is important to provide descriptive and accurate metadata that in-
cludes information such as the title, author, date, and keywords 
(Australian Research Data Commons, 2020). Additionally, assigning a 
persistent identifier such as a Digital Object Identifier (DOI) or Unique 
Resource Locator (URL) can make it easier to locate the dataset. Making 
the dataset available through a searchable repository or catalogue can 
also improve its findability.

Accessibility of a dataset refers to the ability of users to obtain and 
use the dataset for research and other purposes. The accessibility ensures 
that the dataset is available to all potential users, regardless of their 
location or technical expertise. To improve the accessibility of a dataset, 
it is important to provide clear instructions on how to access and use the 
data, including any necessary software or tools. Additionally, ensuring 
that the dataset is available in multiple formats, such as Comma Sepa-
rated Values (CSV), JavaScript Object Notation (JSON), or network 
Common Data Form (netCDF) can make it easier for users to access and 
use the data. Providing open access to the dataset, either through a 

Fig. 1. Process for developing the ADM dataset in the UniSQ NACP-ADM project.

Table 1 
Drought categories given by the CDI values.

CDI value Category

<0.02 Exceptional Drought
0.02–0.05 Extreme Drought
0.05–0.1 Severe Drought
0.1–0.2 Moderate Drought
0.2–0.3 Slightly Dry
0.3–0.7 Near Normal
0.7–0.8 Slightly Wet
0.8–0.9 Moderate Wet
0.9–0.95 Severe Wet
0.95–0.98 Extreme Wet
>0.98 Exceptional Wet

1 https://www.nacp.org.au.
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public repository or by releasing it under an open license, can also 
improve its accessibility.

Interoperability refers to an approach whereby individual data 
components are coupled in a flexible way that permits data exchange 
across platforms, allowing to re-use and substitution of data components 
within an overarching framework. Interoperability also refers to the 
ability of different systems and applications to communicate and ex-
change data seamlessly. It is proposed that the availability of better, 
more trusted, and targeted datasets within an interoperable data 
framework will result in more effective use of datasets for improved 
production and environmental management. In the context of agricul-
ture, interoperability enables the integration of different agricultural 
data sources, such as soil data, weather data, and crop data, to provide a 
comprehensive view of agricultural systems. This can lead to improved 
decision-making and increased efficiency in agricultural practices. To 
achieve interoperability, various instruments such as metadata, schema 
languages, and ontologies have been developed to support data 
description and sharing (Cerba et al., 2011). Additionally, initiatives 
such as AgBioData and API-AGRO have been established to improve 
data exchange and interoperability between agricultural stakeholders 
(Sine et al., 2015).

The reusability of agricultural data by humans or machine agents is 
the main goal of making it FAIR. Reusability refers to the ability to use 
data for different purposes beyond its original intended use. Agricultural 
data can be reused for various purposes, including research, policy- 
making, and informed decision-making. By making agricultural data 
FAIR, it becomes easier to reuse the data for different purposes, which 
can lead to increased collaboration and innovation in agricultural 
research. Additionally, the reusability of agricultural data allows to 
develop applications, contributing to sustainable agricultural perfor-
mance and bringing in economic and social benefits.

2.2.2. FAIR alignment workflow – people, places, processes, activities and 
outputs

This section describes the roles undertaken by the authors of this 
article in making the Australia Drought Monitor dataset FAIR and 
highlights the contribution to the project by other subject matter experts 
in UniSQ research support roles. The core project team and support roles 
are presented in summary in Table 2 and Table 3.

2.3. A FAIR Drought Monitor metadata record − data collector Activity

The definition of “data collector” in this workflow is a trained indi-
vidual gathering, recording, analysing or transforming datasets for 
transfer to the data curator, and preparing the metadata, license, 

contract, FAIR and CARE assessments of the dataset (Hackett et al. 
(2019)).

2.3.1. FAIR assessment
The dataset was iteratively tested and progressed for alignment with 

FAIR principles using the AgReFed platform FAIR self-assessment tool 
(Agricultural Research Federation, 2023b) which extends the Australian 
Research Data Commons (ARDC) FAIR assessment tool (Schweitzer 
et al., 2021) by applying it to the Agricultural domain. The assessment 
tool is designed to be able to assess the dataset’s FAIRness to identify 
gaps where information is lacking. The AgReFed FAIR self-assessment 
tool is designed to give the user immediate feedback through a 
progress-bar that indicates how the database matches FAIR principles. A 
benefit of using a standardised tool is in overcoming subjectivity in FAIR 
assessments done manually (Kumar et al., 2024). A challenge experi-
enced when using this tool was that the researcher is unable to get an 
interim result of the FAIRness of the dataset, especially during the 
planning stage, because every field must be populated for the tool to give 
an output. Unless researchers have already planned how they are going 
to make their data FAIR prior to the project commencement, the tool by 
design requires multiple iterations to get a valid assessment result while 
the project is still ‘in-progress’. This can be challenging for researchers 
as they are confronted with trying to work through FAIR alignment post 
project completion. This was the case for our research and testing with 
the tool was done repeatedly through the FAIR updates to the dataset 
until it reached completeness. Once the dataset was deemed FAIR 
aligned, and the metadata record publishable engagement with UniSQ 
Library Support and Research Contracts teams was completed.

2.3.2. CARE assessment
An associated guide to the FAIR data principles are the CARE prin-

ciples (Carroll et al., 2020) that acknowledge the right of indigenous 
peoples to govern the collection, ownership and application of their own 
data including traditional knowledge (Australian Research Data Com-
mons, 2022). The CARE principles complement the FAIR principles by 
ensuring that appropriate data sharing and reuse is done with awareness 
of indigenous governance and stewardship for indigenous data. The 
Data Collector consulted authors of the UniSQ’s Research Data Man-
agement and Indigenous Data Governance Schedule (RDM&IDGS) to 
investigate whether the raw data sources used to generate the Australian 
Drought Monitor dataset accessed any indigenous data or knowledge. 
UniSQ’s RDM&IDGS are based on the code of ethics from the Australian 

Fig. 2. Outline of the process, activities and outputs in making the Australian Drought Monitor dataset FAIR.
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Institute of Aboriginal and Torres Strait Islander Studies,2 the Global 
Indigenous Data Alliance statement on CARE Principles,3 the National 
Health and Medical Research Council Australia’s ethical guidelines for 
research with Aboriginal and Torres Strait Islander People,4 the 
Australian Research Data Alliance Practice paper on the CARE Principles 
for Indigenous Data Governance5 and the United Nations Declaration on 
The Rights of indigenous Peoples.6 Based on this, we found that none of 
the raw or processed data came under any Indigenous Data Governance 
Schedules. The CARE principles in this project were applied to ensure 
the collective benefit of the dataset to the broader community, main-
tenance of authority to control the dataset via licencing, responsible 
operation of the dataset through clear role assignment and documented 
practice and adherence to ethical standards throughout all processes.

2.3.3. Contracts renegotiation
It is well documented that proprietary, government and non- 

government funding bodies, partners or contractual agreements can 
hinder the sharing of research data (Bahlo and Dahlhaus, 2021; Coble 
et al., 2018; Hackett et al., 2019; Top et al., 2022; Wilkinson et al., 
2019). Before deciding on a creative commons license for the dataset, 
contracts had to be reviewed between the NACP and AgReFed projects 
and their respective funding bodies. The NACP-ADM project and 

subsequent development of the ADM dataset was jointly funded through 
Meat and Livestock Australia (MLA), the Queensland Department of 
Agriculture and Fisheries’ Drought and Climate Adaptation Program 
and UniSQ. The ADM dataset is a product subject to several contractual 
arrangements for use on the AgReFed project.

To ensure that contractual obligations were met and to prevent 
contract breaches, we consulted UniSQ research contract and legal 
teams, who provided expert guidance on gaining permission from MLA 
and the Drought and Climate Adaptation Program (DCAP) in amending 
the project contracts to include the sharing of the dataset on the 
AgReFed platform. The consultations were initiated through meetings 
with the Research Contracts Manager, outlining the aim of the project 
and rationale for contracts review and amendment. Following the con-
sultations, a written request was made to funding bodies to approve in- 
principal support for the sharing of the netCDF dataset on the AgReFed 
platform. Once this was granted, the contracts team amended the 
AgReFed and NACP contracts to enable sharing of the dataset that in-
corporates and protects all the partner’s interest. Agricultural re-
searchers must take contracts into consideration when planning the 
sharing of their intellectual property or data, as some contracts stipulate 
ownership of the intellectual property and the rules surrounding the 
sharing of datasets. This is often set at the start of a project and should be 
undertaken as good practice that facilitates responsible sharing and 
reuse of datasets.

2.3.4. Licensing the Australian Drought Monitor dataset
The ADM dataset required licence assignment to protect the research 

partners right, complete the metadata record and to ensure that end- 
user’s awareness of their obligations when using the dataset (Top et al., 
2022). The UniSQ Library Research Support team (Research Librarians 
that are experts on Licensing at our Institution) was consulted for 
guidance on the appropriate licensing of the dataset which was shared 
with the UniSQ Contracts team for alignment with the contractual ob-
ligations among projects and any needed amendments. The resultant 
information was communicated through the DataOps team and a 
licensing arrangement agreed upon. Accounting for the contractual ar-
rangements surrounding the CDIs, it was decided that a Creative Com-
mons Attribution NonCommercial License ShareAlike 4.0 (Creative 
Commons, 2023) was the most appropriate choice because it allows 
widespread and open use of the dataset for all research purposes, with 
caveats for commercialisation. This aligns with the project goals of 
AgReFed, in making sure that the data is as FAIR as possible. Three 
layers of licensing information (Fig. 3a) were then added to the meta-
data record, the dataset’s readme file and its current derivative works 

Table 2 
Core project team roles and activities.

Person Organisation Role Project Role Research Activity FAIR Principles Alignment Activity

Dr Francis 
Gacenga

Senior Digital Research Advisor Funding 
acquisition

Project Management Guide FAIR and CARE assessment

Data Collector Literature Review Contracts negotiation and data sharing agreement
Data Curator Research Data Management
Data 
Publication

Information Systems Design 
and Architecture

Dr Duc-Anh 
An-Vo

Agricultural Research Data Scientist Data Curator Data Interpretation Authoring Jupyter notebooks and publishing workflows, 
interoperability testing and documentation for data accessibility and 
reuse.

Data 
Publication

Data Analysis

Data Visualisation
Platform testing

Jillian 
McCulloch

Research Assistant Data Collector Literature Review Assess FAIRness through AgReFed RDA tool
Research Data Management CARE assessment through UniSQ guidelines

Metadata record creation
Richard 

Young
HPC Systems Engineer DataOps Design implementation, Implement storage and compute infrastructure

coding, scripting and 
containerisation

Prof David 
Cobon

Associate Professor (Climate and 
Agricultural Systems Modelling)

Data Collector Original data contributor Contracts negotiation and data sharing agreement

Table 3 
Project support roles and activities.

Organisation Role Support 
Role

FAIR Principles Alignment Activity

Research Contracts 
Team

Contracting Guide FAIR and CARE assessment 
Contracts negotiation and data sharing 
agreement

Research Operations 
Team

Contracting

Senior Research 
Librarian

Curation Metadata curation, 
DOI minting, 
Licensing

ICT infrastructure team DataOps Virtual server provision

2 https://aiatsis.gov.au.
3 https://www.gida-global.org/care.
4 https://www.nhmrc.gov.au/research-policy/ethics-and-integrity.
5 https://datascience.codata.org/articles/https://doi.org/10.5334 

/dsj-2020–043.
6 https://social.desa.un.org/issues/indigenous-peoples.
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such as the NACP website7 that hosts the post-processed maps and the 
Drought Status work package of the AgReFed Platform8 (Fig. 3b).

Legal code (Fig. 3a) is a text document being familiar to legal pro-
fessionals. For non-legal readers, the license is also available in a format 
that is understandable – the Common Deed (also known as the “human 
readable” version of the license). To make it easy for the machine agents 
and web engines to discover when a dataset is available under a Creative 
Common license, a “machine readable” version of the license is also 
provided.

2.3.5. Metadata record registration and publication
A comprehensive metadata record is one of the most important 

factors in ensuring a dataset is aligned with FAIR and CARE principles. 
Metadata schemas exist to ensure that a uniform system is applied to 
datasets and that metadata adhere to recognised standards for datasets 
and the indigenous governance structures that surround them (Carroll 
et al., 2020; Wilkinson et al., 2019).

Once a digital object identifier (DOI) was minted by UniSQ library, 
required fields were populated for the metadata record listing which 
include an introduction, the spatial region, research areas (fields of 
research and social-economic objectives), a citation, the DOI, related 
publications, related information, related organisations, links, contact 
details, researchers and their ORCiD, temporal data coverage, link to the 
dataset, licensing and rights.

The metadata record was created, registered and published at UniSQ 
research data and publication repository (Cobon et al., 2022) and also 
via the Research Data Australia repository.9 The metadata follows the 
Dublin Core schema and adheres to the RIF-CS metadata standard used 
by Research Data Australia (RDA). The metadata record aims to closely 
follow the Climate and Forecast Metadata Conventions, with spatial and 
temporal properties of the data listed (CF Community, 2023). RDA 
metadata standards were adhered to when creating the metadata record. 
For model-generated climate data, RDA metadata standards recommend 
for data to be written in the netCDF format.

2.3.6. Accompanying metadata – ReadME file
The development of the ReadME file is done to ensure that other 

parties accessing the dataset can understand the context and its original 
intended usage to make the data interoperable and reusable for their 
own research purposes. ReadME files are also recommended for use if a 
metadata record is unavailable (Research Data Management Service 
Group, 2023), but in this case we used it to enhance the metadata record. 

The ReadME file was developed to describe the entire dataset from the 
Australian Drought Monitor including inputs and outputs, with details 
for each individual file listed at the bottom of the document. The 
ReadME file accompanies the metadata record and the dataset to 
enhance the findability of the dataset and its accessibility. The ReadME 
file is written in plain text document to enable all formats of computers 
to be able to read the document. The ReadME file format was based on 
those of the Cornell University, Research Data Management Service 
Group (2023).

2.4. A FAIR Australian Drought Monitor dataset − data curator and 
DataOps Activity

The data curator is supplied the data from the data collector (Hackett 
et al., 2019). In our case the supplied dataset is the ADM project output 
of CDIs at a range of time scales stored in netCDF files. The data curator 
works on developing and augmenting local databases, uploading data to 
a server, testing and quality controlling the dataset for querying, 
labelling, transcribing, and managing the data. They oversee the data 
portal and the dissemination of data. This allows data users to focus on 
data analysis and ensures that someone is responsible for the quality of 
available data (Top et al., 2022). In our research project the data curator 
role was undertaken by the UniSQ AgReFed Project Research Data 
Scientist.

The role of the DataOps in this workflow was to oversee and manage 
the process and ensure that the appropriate hardware, software and 
personnel for the project were obtained at the right time during the 
project to achieve project goals, timelines and reporting objectives. The 
DataOps role in this project was undertaken by the UniSQ eResearch 
Services team comprised of a High-Performance Computing (HPC) 
Systems Engineer and Senior Digital Research Advisor.

2.4.1. Extending and reusing the Australian Drought Monitor dataset
The data curator developed scientific applications that extended and 

repurposed the ADM dataset and was also responsible for testing the 
virtual machines and automation deployed by the DataOps team. The 
ADM dataset is updated monthly by pulling input data from external 
databases. The latest ADM dataset is then automatically uploaded into a 
secure UniSQ on-premises server that pushes the dataset to an UniSQ 
ARDC Nectar tenanted virtual server and finally to an AgReFed ARDC 
tenanted Nectar virtual server. The data curator developed agricultural 
science applications scripted in Python and deployed in Jupyter note-
books that enable end users to access the latest dataset and documen-
tation.10 To demonstrate and support further reuse of the dataset, the 

Fig. 3. Three Layers of a Creative Commons Licence (a), and its license badge (b) was imposed to the Drought Status work package of the AgReFed Platform.

7 https://www.nacp.org.au/.
8 https://github.com/AgReFed/drought-status-notebooks/wiki/Drought-sta-

tus-workshop.
9 https://researchdata.edu.au/australian-drought-monitor/2027489.

10 https://github.com/AgReFed/drought-status-notebooks/wiki/Drought-sta-
tus-workshop#drought-monitor-dataset.
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data curator developed two user cases in separate notebook 111 and 
notebook 212 demonstrating the dataset applications. The first user case 
is a basic application giving step-by-step instruction on how to access 
and visualise the dataset spatially (maps) and temporally (time series). 
The second user case is at the research level investigating how to use the 
CDI dataset for better drought assistance allocation across the Australian 
wheatbelt. The user cases and their supporting files are published as part 
of the AgReFed platform tools and datasets (Agricultural Research 
Federation, 2023a). The tools developed for extending and reusing the 
ADM dataset meet key effectiveness criteria proposed by (Top et al., 
2022) including making automated tools available for data providers 
and users, applying a community-based approach in developing tools 
and vocabularies and securing the data owners’ rights through appro-
priate licensing.

2.4.2. Drought Monitor compute virtual Machines for Processing, storage 
and publication

The DataOps team was responsible for the design, build and 
deployment of the systems required to reuse the drought monitor dataset 
and for the interoperation with external systems used to publish the 
dataset. The DataOps team developed a virtual research environment as 
outlined in Knapen et al. (2023) that allows researchers to access 
datasets, storage and computational resources on a secure platform for 
data exchange, and complete metadata.

An outline of the processes, activities and outputs of the DataOps 
team and Data Curator are shown in Fig. 4.

The DataOps team worked through several iterations of re-
quirements gathering, building, testing, and piloting candidate solu-
tions. The initial concept design entailed the implementation of 
Thematic Real-time Environmental Distributed Data Services 
(THREDDS) data server. This design on testing and minimal viability 
pilot implementation proved to be resource intensive, onerous and not 
easy to interoperate with other platforms. A second build and test phase 
involved the use of virtual machine (VM) infrastructure deploying the 
CERN (European Centre for Nuclear Research) VM-filesystem (CERN 
VM-FS) on a Microsoft Azure Proof of Concept pilot. This deployment 
was an improvement and supported interoperability but was not cost 
efficient. A third iteration incorporated the learnings and evolved user 
requirements from the first two iterations and implemented a hybrid 
pilot solution that included a physical on-premises VM server and ARDC 
Nectar Cloud Service VMs still using CERN VM-FS this solution worked 
well and was cost efficient. A final adjustment for further improvement 
was implemented in the final iteration which entailed simplifying the 
data flow and processing and integration with the AgReFed platform by 
using the native operating system, Linux filesystem and NetCDF without 
the added layer of the CERN VM-FS. Interoperability was further 
improved by deploying process over open-source services including 
Jupyter Hub and GitHub services (Knapen et al., 2023). Cost efficiency 
in the final iteration was achieved by eliminating a hybrid architecture 
that relied on a low-cost scalable on-premise virtual machine on shared 
server infrastructure and the use of free to researchers Australian gov-
ernment funded ARDC cloud services VM and no cost open source Linux 
operating system. A summary of the final iteration deployment process, 
outputs and alignment with FAIR principles is shown in Fig. 4. Detailed 
explanations and technical specification DataOps design, build and 
deployment is currently in preparation for publication in systems jour-
nal and will also have its DOI linked to the metadata record.

3. Results

The following results were achieved in making the ADM dataset FAIR 
including:

• Data server with management and access capability to deliver 
monthly update drought monitor datasets for the AgReFed Platform 
and the NACP.

• Licensed CDI (Combined Drought Indicator) FAIR dataset published 
accessibly.

• Drought Monitor metadata published on the RDA (Research Data 
Australia) registry.

• Documentation of the development of Findable, Accessible, Inter-
operable, Reusable (FAIR) process

• Drought Monitor Use Cases – for application and training via the 
AgReFed Platform

• User Training Material

3.1. FAIR ADM dataset

The ADM dataset was made FAIR. The findability was achieved by 
published metadata record and readme file. Accessibility was achieved 
by a developed infrastructure, including the on-premises server sup-
plying the local monthly CDI generation to the UniSQ ARDC Nectar 
tenanted virtual server and finally to the AgReFed ARDC tenanted 
Nectar virtual server which is a part of the AgReFed platform where 
credential end users can log in. The AgReFed platform also provides an 
AgReFed Python environment and allocate one virtual machine to each 
user when they select the environment enabling access to and work with 
the dataset by provided documentation on a step-by-step guide.13

Interoperability was achieved by the published readme file, netCDF 
format, the developed interconnected servers, and the AgReFed plat-
form proving the computing environment and virtual machines to 
credential end users. Reusability was enabled by amending the con-
tracts, identifying a suitable license and imposing that license to the 
dataset and its derivatives.

3.2. GitHub documentation

We used GitHub wiki to provide document on steps to access the 
dataset in the AgReFed platform.14 This is a part of the Drought Status 
Workshop15 documentation which also include the pre-workshop setup 
accessing the AgReFed Platform, Python environment and virtual ma-
chines, and applications represented in the two use cases. This workshop 
documentation is useful for training and extension activities and con-
stitutes the legacy of the related projects including the NACP-ADM and 
the AgReFed Platform.

3.3. Demonstration of reusability by use cases

End users might be interested in how the CDIs can represent realistic 
drought conditions at locations, supporting farm managers in their 
management decisions and policy makers in drought relief policies. Two 
use cases were developed using Jupyter Notebooks and AgReFed Python 
environment to help users work with the ADM dataset fostering its 
reusability via such potential applications. The first use case in a 
developed notebook is about common tasks in using the dataset such as 

11 https://github.com/AgReFed/drought-status-notebooks/blob/main/cdi. 
ipynb.
12 https://github.com/AgReFed/drought-status-notebooks/blob/main/info_ 

value.ipynb.

13 https://github.com/AgReFed/drought-status-notebooks/wiki/Drought-sta-
tus-workshop#drought-monitor-dataset.
14 https://github.com/AgReFed/drought-status-notebooks/wiki/Drought-sta-

tus-workshop#drought-monitor-dataset.
15 https://github.com/AgReFed/drought-status-notebooks/wiki/Drought-sta-

tus-workshop.
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reading and analysing the drought indices16 including data plotting and 
mapping. For instances, the users can create an Australia map of spatial 
CDI values in a current month to understand the drought status (Fig. 5a) 
or plotting time series of CDI values at a local site to analyse the drought 
dynamics there (Fig. 5b).

The second use case in another developed notebook17 is an advanced 
application at the research level using the generated CDIs to provide 
objective assistance to minimise the economic and environmental im-
pacts of droughts. We found that using the ADM dataset to inform 
drought assistance results in objective assistance allocations across 59 
wheat production sites of the Australian wheatbelt which are different 
from those without drought monitor information (Fig. 6).

4. Discussion

Making agricultural research data FAIR is a complex process 
involving various challenges. A key challenge is the lack of community- 
based standards and implementation plans for FAIR data in agriculture 
(Ali and Dahlhaus, 2022; Kumar et al., 2024; Petrosyan et al., 2023). 
This can lead to inconsistencies in data management practices and 
hinder data sharing and reuse. Additionally, there is a lack of awareness 
and training among researchers on FAIR data sharing, which can result 
in poor data quality and limited data sharing (Devare et al., 2023). 
Moreover, the diversity in the research data landscape of agricultural 
sciences can make it difficult to establish minimum thresholds for FAIR 
data (Wong et al., 2022). This can lead to difficulties in aligning ex-
pectations for data delivered from providers’ distributed data stores 
through a community-governed federation. Furthermore, there are 
challenges, deficits and uncertainties in handling research data in agri-
cultural sciences, which can hinder access and efficient reuse of valuable 
research data (Petrosyan et al., 2023; Senft et al., 2022). A further 
challenge is limitations to data governance and knowledge sharing for 
informed decision-making (Kumar et al., 2024). It thus does not exist a 
unique practice in achieving FAIR for all agricultural data sources.

In the present work, we proposed a method including detailed 
development steps in achieving FAIR ADM dataset whose data man-
agement was not planned under the NACP-ADM project generating the 
dataset. These development steps include a standardised metadata 

record and readme file and their publications in data catalogue services 
such as the Research Data Australia. Moreover, the dataset is updated 
monthly and stored in a common netCDF file format fostering interop-
erability. Such transient dataset is transferred seamlessly among data 
servers in our developed hybrid cloud infrastructure minimising cost 
while ensuring a stable service for accessibility. We negotiated a revision 
of the research contract allowing to access and reuse the dataset in the 
AgReFed platforms. This is then reflected and guaranteed by identifying 
and imposing a best suitable license to the dataset and its derivatives. 
The license and its imposition allow data sharing and reuse without 
worrying about research contracts and intellectual property commit-
ments. To demonstrate reusability, we developed two use cases in two 
Jupyter Notebooks using the developed AgReFed Python environment.

The sustainability of FAIR data and service management in estab-
lishing open access to research data is also a significant challenge. This 
includes financial sustainability and funding, as well as legal, gover-
nance, and technical issues that concern the scientific communities 
(Cocco et al., 2020). Making agricultural research data FAIR comes with 
other costs such as developing community-based standards and imple-
mentation plans for FAIR data in agriculture, the establishment of 
minimum thresholds for FAIR data, and the need for research data policy 
and data repositories to support data sharing practices (Ali and Dahl-
haus, 2022; Devare et al., 2023; Wong et al., 2022). The cost also in-
cludes the need for training and education of researchers on FAIR data 
sharing, which require funding and resources. In the present work, we 
developed a hybrid cloud infrastructure seamlessly transferring the 
transient ADM dataset among data servers minimising cost while 
ensuring a stable service for accessibility and reusability. Furthermore, 
we provided detailed workshop documentation of dataset access and the 
two use cases in the AgReFed platform by using opensource GitHub wiki. 
The documentation can be used for further training and user support.

Agricultural research data can be made reusable by following FAIR 
and CARE principles and practices. The establishment of community- 
based standards is considered an essential ingredient in the imple-
mentation plans for FAIR data in agriculture. Our project benefited from 
leveraging the AgReFed network which provided a community base 
with a guiding structure and standards. The AgReFed network will 
benefit as use of the AgReFed platform increases and the network ex-
pands to have more stakeholders engaging with the research outputs. It 
is also recommended that researchers be trained on FAIR data sharing 
and provided with educational material to ensure that they understand 
the importance and have the capability and skills on incorporating FAIR 
principles is sharing research data. Our project developed training 

Fig. 4. Reusing the NACP-ADM Dataset in the AgReFed project.

16 https://github.com/AgReFed/drought-status-notebooks/blob/main/cdi. 
ipynb.
17 https://github.com/AgReFed/drought-status-notebooks/blob/main/info_ 

value.ipynb.
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materials and workshops that were deployed as extensions of the NACP 
dataset, aimed at increasing the capability and skills of researchers in 
achieving FAIR practices. As recommended in Wong et al. (2022) min-
imum thresholds for FAIR data in agriculture should be established to 
align expectations for data delivered from providers’ distributed data 
stores through a community-governed federation. Agricultural practi-
tioners should also be trained and educated on big data principles, 
database management, improved data visualisation, as well as in-
centives for data sharing for optimizing big data in systems agriculture 
(Kharel et al., 2020). By making the NACP dataset FAIR and augmenting 
use cases and training materials an exemplar is provided to aid re-
searchers accept that their responsibilities include the stewardship of 
data assets to assure long-term preservation, access, and reuse (Devare 
et al., 2023).

We found as prescribed in Katabalwa et al. (2021); (Kumar et al., 
2024) that research data policy and data repositories should be 

established to support data sharing practices. It has been noted that the 
benefits of open access to research data go beyond academia and can 
contribute to socio-economic outcomes such as reducing hunger and 
poverty and improving human nutrition in the tropics through research 
aimed at increasing the eco-efficiency of agriculture (Ramirez-Villegas 
et al., 2012).

It should be noted that the cost of making agricultural research data 
FAIR can be offset by the benefits of FAIR data sharing, which include 
increased collaboration, improved data quality, and increased research 
impact (Ali and Dahlhaus, 2022). FAIR data sharing can also contribute 
to sustainable agricultural performance, which can have economic and 
social benefits (Ali and Dahlhaus, 2022).

To make an agricultural dataset FAIR, it is important to ensure that 
the data is of high quality. Quality data is essential for making the data 
findable, accessible, interoperable, and reusable. There are several fac-
tors that contribute to the quality of an agricultural dataset, including 

Fig. 5. CDI mapping of the Australian continent for the current month in March 2023 (a) and CDI time series for a site in Toowoomba city (latitude = − 27.54, 
longitude = 151.93), Queensland, Australia (b). The colour schemes in (a) reflect the CDI values and their associated drought categories given in Table 1 (see 
the method).
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accuracy, completeness, consistency, and timeliness (Ali and Dahlhaus, 
2022). One way to ensure quality data is to harness relevant expertise in 
ontology development and identify innovative solutions that support 
quality data annotation (Arnaud et al., 2020). Furthermore, it is 
important to assess the quality of the data information and provide some 
inspiration for the subsequent research on data mining, as well as for the 
dataset optimisation for practical applications (Li and Chao, 2022).

Making agricultural research data FAIR requires a concerted effort 
from all stakeholders involved in agricultural research. Our interdisci-
plinary and systems approach in hosting FAIR data in a remote cloud 
computing environment enabled stakeholders to work together as 
observed by Knapen et al. (2023). By following the FAIR guidelines, we 
developed and implemented a practical method to make the ADM 
dataset FAIR, demonstrating that agricultural research data can be made 
FAIR, which will contribute to the advancement of agricultural research 
and ultimately benefit society. We acknowledge that there are other 
infrastructure implementation approaches that can be taken to make 
Agricultural datasets FAIR, and these will vary based on access to re-
sources, supporting infrastructure and expertise. It may be possible to 
achieve FAIR with alternative and rudimentary client–server architec-
ture on a smaller scale. It is important that researchers consider 
appropriate entry level options to achieve FAIR and approach the un-
dertaking as a journey that scales over time.

We developed a standardised metadata record and readme file and 
their publications in the Research Data Australia. We developed the 
necessary resources allowing the transient ADM dataset transferred 
seamlessly among data servers in our developed hybrid cloud infra-
structure minimising cost while ensuring a stable service for accessi-
bility. This provides a sustainable solution in making agricultural 
research data FAIR. Though making agricultural research data FAIR 
comes at a cost, the benefits of FAIR data sharing does offset the cost. By 
harnessing relevant expertise, using appropriate agricultural practices, 
and utilizing big data analysis, the quality of agricultural datasets can be 
improved, being more convenient in the FAIR process.

Data availability

The Australian Drought Monitor dataset is updated monthly and 
available in the AgReFed platform which can be accessed through the 
ARDC Nectar Research Cloud Jupyter Notebook Service18 using the 
Australian Access Federation (AAF) credentials and selecting the 
AgReFed Python environment. We can then download a copy of the 
dataset by following steps here https://github.com/AgReFed/drough 
t-status-notebooks/wiki/Drought-status-workshop#drought-monito 
r-dataset.

Code availability

Codes and data to build applications in the Drought Monitor Work 
package can be obtained through a GitHub repository https://github. 
com/AgReFed/drought-status-notebooks.
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Fig. 6. Mapping the drought assistance across 59 production sites of the Australian wheatbelt without (a) and with the ADM dataset (b). The September CDI was used 
to inform drought assistance in (b). Details of the 59 production sites can be found in (An-Vo et al., 2018; Mushtaq et al., 2017).

18 https://jupyterhub.rc.nectar.org.au/hub/spawn.
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