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Abstract

Most of the early wind erosion research undertaken in Australia, concen-
trated on how wind erosion affects cultivated farm land. However, in the
1990’s the focus of wind erosion research in Australia started to shift to in-
clude rangeland environments. Initially these rangeland experiments used
experimental configurations that were developed for cultivated fields. This
meant that in most cases a sampler was set up in the middle of a field and it
was assumed that the data collected was representative of the field as a whole.
It was also assumed that temporal changes in dust fluxes/concentration re-
flect overall changes in the land type erodibility and wind erosivity: However,
recent experiments and field observations within the rangelands; of the Chan-
nel Country suggest that this assumption is not valid. These experiments and
observations suggest that there are substantial spatial and temporal varia-
tions in erodibility within individual land types. Such variations complicate
the interpretation of temporal and spatial. erosion trends. In particular, this
variability implies that it is difficult to compare sampler data between differ-

ent wind erosion events.

To begin quantifying and comparing sampler data between events within
the rangeland environments, the Dust Source Interaction Simulation Model
(DSism) was developed to simulate the effect that physical processes and
spatial variations in erodibility have upon observed dust concentration pro-
files. The modelling/simulation approach used is closely linked to experimen-
tal data via the extensive use of sensitivity testing. Another key feature of

the DSism approach, is its flexibility in allowing different dust source areas

XXV
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to have particle emission characteristics. This combined sensitivity testing
and simulation approach has provided new insights into the wind erosion pro-

cesses.

By using DSism, it has been possible to identify several key features of the
wind erosion process within rangeland environments. The first observation is
that spatial and temporal changes in erodibility produce distinct changes in
both the vertical and crosswind dust concentration profiles. Further investi-
gations, indicate that the dispersion processes in operation vary from event
to event. In particular, the results presented here indicate that surface heat-
ing plays an important role in some wind erosion events. These results also
suggest that even small variations in the vertical dust concentration profile
can reflect temporal and spatial changes in processes and erodibility. Finally
the simulation results show that the particle size distribution of a vertical
dust concentration profile depends on (a) the processes in operation during a
given event and (b) the spatial variation in the particle size emission charac-
teristics of the various source areas. These findings have several important
implications. In particular, they indicate that both the crosswind and vertical
dust concentration profiles can be viewed as amalgamation of several distinct
plumes from different dust source areas and that dust concentration profiles
contain significant information about both the spatial distribution of sources

and the processes in operation during any given event.

Most field studies have used regression models to describe the variation in
dust concentration with height. A problem with this approach is that it as-
sumes that the variation in dust concentration with height, always has a
given functional form (or shape) and that dust concentration always decreases
with height. Field observations, indicate that this assumption is only valid
for some events within rangeland environments and that dust concentration
does not always decrease with height in these environments. In most cases,
such variations from the regression fit have been assumed to be the result of

experimental “noise” (error) or spatial variations in erodibility. This thesis
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presents, modelling and field evidence, which suggests that such variations,
are the result of a combination of spatial variations in erodibility and changes

in thermal conditions.
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Chapter 1

Introduction

Wind erosion is a major geomorphic process in much of arid central Australia.
Soil particles entrained during wind erosion events, in this areé of Australia,
are often transported in dust plumes over large distances and off the Aus-
tralian mainland. Wind erodet;i sediment from these regions has been identi-
fied as far away as New Zealand (Knight et al., 1995). Wind erosion therefore
not only impacts on the local environment at its source, but also impacts on

the global environment.

At the continental and regional scale the dust from wind erosion events is
also a contributer to air pollution in cities (McTainsh, 1998). This was dra-
matically illustrated by the dust storms that hit Mélboume in 1983, Adelaide
in May 1994 (Raupach et al., 1994) and Griffith in November 2002 (Fig. 1.1).
While such events are a spectacular illustration of the erosive power of wind,
the visible effects of smaller or more distant events are often much more sub-
tle. Evidence of such events is often only a slight haze (Fig. 1.2), red dust on
a car after a shower of rain, or a bright red sunset. In addition, many dust
events are missed or mistaken for other natural phenomena, such as smoke

haze or for urban derived air pollution.

At source, wind erosion removes significant amounts of topsoil, and nutrients
from the soil (Leys et al., 1993). This removal of nutrients etc is estimated to

cost South Australia alone 23 million Australian dollars per annum (William



Figure 1.1: Large dust plume approaching Griffith, New South Wales, Australia on

the 12th November, 2002. This plume covered much of eastern Australia

and was the result of one of Australia’s worst droughts.

and Young, 1999), while the Melbourne dust storm of 1984, was estimated to

cost Australia four million Australian dollars (Raupach et al., 1994).

With the increasing emphasis, in Austral_ia, on sustainable and environmen-
tal friendly agriculture, the impact that certain pesticides have on the envi-
ronment is also becoming an important issue. The movement of soil by wind
has been identified as one of the major means by which pesticide contami-
nated soil may be redistributed within the natural environment (Hawthorne
et al., 1996). Such redistribution of contaminated soil has been linked to the
degradation of water quality in several major catchments in Australia (Rau-
pach and Leys, 1999). Therefore, to protect our fragile natural environment,
and provide a sustainable economic return to farmers, it is important to un-

derstand the role of wind erosion in the natural environment.

It is surprising that detailed research on the impact of wind erosion, in Aus-

tralia, only began in the mid 1980’s (Offer and Goossens, 2001). However



(a) Brisbane on a clear day

(b) Brisbane during a dust haze

Figure 1.2: Photographic comparison of the visibility in Brisbane on a clear day (a)
and as a result of dust haze (b). Photos courtesy of G.H. McTainsh.



since then most of the research effort has focused on experiments, carried out
on cultivated agricultural land, often with the aid of portable wind tunnels
(Leys, 1998). These experiments have increased our knowledge of the envi-
ronmental factors governing wind erosion of cultivated agricultural land in
Australia. In addition the analysis of meteorological data on dust storm oc-
currence within Australia has also increased our understanding of the wind
erosion process on a regional and continental scale (McTainsh et al., 1998).
However, little is known about the influence spatial changes in surface con-
ditions have on wind erosion at the local scale, especially in the Australian
rangelands. The major aim of this research was to improve our understand-
ing of how spatial and temporal variations in dust source areas and physical
processes in rangeland environments influence how dust is vertically and lat-

erally distributed during wind erosion events.

To address this problem, several field sites were established in the Channel
Country of western Queenslaﬁd in 1994, to monitor wind erosion and dust
emission rates on a medium to long term basis (Fig. 1.3). The Channel Coun-
try is located some 1500km from Brisbane and contains some of Australia’s
largest cattle stations. It also forms the major drainage systerﬁ of the Lake
Eyre Basin and is one of the more environmentally sensitive and remote areas
of Australia. Over the past century much has been written in Australian folk-
lore about the dusty nature of large parts of the Channel Country. This long
history of wind erosion and environmental sensitivity of the region makes it

the ideal location to study wind erosion.

The data collected to date at these long term sites, has consisted of vertical
and stream-wise dust flux, deposition rates, vertical dust concentration pro-
files, surface cover information and meteorological conditions (Nickling et al.,
1999; McTainsh et al., 1998). In addition, the particle size characteristics of
many of the collected sediments have been analysed. This data set, repre-
sents one of the best spatial and temporal records of wind erosion available in

Australia.
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Figure 1.3: Location of the Channel Country in relation to Brisbane, and other major

regional centres in Queensland, Australia.

Initial analysis of data collected at the Channel Country field sites by Nick-
ling et al. (1999), indicates that in the field, both dust flux and dust concen-
tration, are affected by spatial changes in erodibility of the surface. While
these conclusions are supported by field studies undertaken in both America
and Africa, by Gillette (1977) and Nickling and Gillies (1993) respectively, lit-
tle is known about how localised spatial changes in the erodibility of natural

soil surfaces affects dust concentration profiles, since it is difficult to quantify



these changes on an event basis.

Over the last decade in Australia there have been several experimental stud-
ies using portable wind tunnels that show how soil erodibility and vegetation
cover affect wind erosion rates. Few studies (Nickling et al., 1999; Chappell
et al., 2003), however, have considered the question of how changing spa-
tial patterns of erodibility and vegetation cover affect dust concentration pro-
files. This is due largely to the difficulty of being able to precisely locate the
dust sources that are active during any given dust event. One of the reasons
it is difficult to locate these sources, is that wind erosion unlike water ero-
sion, is not confined to channels (or well defined catchment boundaries). Thus
wind transported sediments could have come from any direction and been re-
entrained many times, whereas water transported sediments originate within
the boundaries of the local catchment. Another reason it is difficult to isolate
actual dust sources during wind erosion events, is the variability of wind in
speed and direction during aﬁy gi%ren event. Thus it is quite feasible for sev-
eral different dust sources to be active at different stages of a single wind

erosion event.

Most models that have been used to fit dust concentration profiles such as,
Vories and Fryrear (1991), Fryrear and Saleh (1993), and Leys (1998), have
assumed that deviations from the predicted fit are mainly due to experimen-
tal noise in the data. Thus many process induced effects which may be due to
spatial variations in erodibility and which may appear as noise in the data,
have tended to be ignored to date. One reason for ignoring such processes
is that most of these modelling studies have been carried on cultivated agri-
cultural fields, where the surface conditions are fairly uniform. The lack of
surface variability in this case would imply that any spatial effects should be
small. However, Shao et al. (1996), have suggested that temporal and spatial
variations in erodibility within these fields is also likely to be an important

consideration.

The Channel Country of western Queensland is a large and diverse region,

therefore, in contrast to cultivated land where the surface conditions are fairly



uniform, there is significant variation in soil surface conditions and vegeta-
tion cover. Variations in wind erosion rates in the Channel Country are there-
fore a direct result of changes in surface conditions and vegetation cover. The
main aim of this project in terms of the Channel Country, was to determine
to what extent spatial/temporal variations in erodibility and processes affect

recorded dust concentration profiles.

To further understand how important the above aim is to understanding wind
erosion in rangeland environments, such as the Channel Country, consider
the following two scenarios. In Scenario A (Fig. 1.4), a dust sampler is set up
in the middle of a land type, as in a typical field measurement scenario. Two
Events (A and B) now occur while this site is active. For Event A (Fig. 1.4(a))
a given set of dust sources are active and wind is coming from a given direc-
tion. In Event B (Fig. 1.4(b)), the same sources are active but thé wind is now
coming from a different direction. Provided the wind speed remains constant
in these events, the amount of" sediment collected by the sampler will be dif-
ferent. This difference will be the result of the change in source strength and

distribution of the dust sources upwind of the sampler.

However, the wind speed is unlikely to be constant between events. There are
two consequences of such a change in wind speed. The first of these conse-
quences relates to the deposition rate of particles within the plume. Provided
the deposition velocity remains constant dust part.icles entrained within the
plume will settle out at a constant rate. Consequently, if the wind speed is
low more particles will settle out close to the original source area. However, if
the wind speed is high these particles will be distributed over a much larger
area. Thus, the amount of sediment travelling past the sampler will depend

on the distance of the sources upwind and the actual wind speed.

The other effect that changing wind speed can have is to change the source
areas that are actually active during a given event. These changes in active
source areas, can be further modified by changes in vegetation cover and sur-
face conditions between events. This brings us to Scenario B in Figure 1.5.

In this scenario the dust sampler with the land type shown in Figure 1.4
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Figure 1.4: Scenario A: Two wind erosion Events (A and B) with the same potential

source areas but different wind directions.
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has recorded two further Events (C and D). While the wind direction in each
event remains the same, the active source dust source areas are different.
Once again the dust collected at the sampler will be different. Under these
conditions it is difficult to compare the measurements taken at the sampler
for the different Events (A,B,C and D). In particular, it is difficult to isolate
whether the changes observed at the sampler are the result of spatial or tem-
poral changes, or are simply the result of changes in wind speed and direction.
The aim of this project, when viewed in the context of these scenarios is to be-
gin understanding how spatial and temporal changes in dust sources within

rangeland environments affect the measurements taken at the sampler.

A fundamental premise of this thesis is that measured dust concentration
profiles can be viewed as a signal that uniquely identifies the characteris-
tics and spatial distribution of dust sources during a dust evenf;. That is, the
measured dust concentration profile at any given point, could be thought of
as being an amalgam of the distinct dust signals from several dust sources.
This is a significantly different approach to that taken by non-spatially ori-
ented models. This assumption means that the resulting model uses a large
amount of experimental data and the more data the model has, the better it is
likely to perform. The model also does not assume anything about the likely

structure/shape of the resulting dust concentration profiles.

Using a signal to noise analogy as a basis, it is poésible to view much of the
noise, assumed by other models to exist in the experimental data, to actually
be the result of other processes occurring during the event, in much the same
way that stray electro-magnetic fields affect radio signals. This approach sug-
gests that by understanding the likely nature of the apparent noise in the
data, it is possible to gain a much better understanding of the processes occur-
ring during any single event. Taking the signal to noise analogy further it is
possible to begin thinking of the dust concentration profile and dust events in
a different light. Each dust source can be thought of as being characterised by
a distinct signal (or dust concentration profile). This signal can be thought of
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Figure 1.5: Scenario B: Two wind erosion Events (C and D) with the same wind

direction but different source areas.
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as being a function of the particle size of the soil and other aspects of the erodi-
bility of the soil and the distance the sediment has travelled. The likely de-
pendence of the signal on these characteristics suggests that spatial changes
in erodibility will be crucial in determining the structure of any measured

dust concentration profile.

To achieve the goals outlined above, the Dust Source Interaction Simulation
Model (DSism) was developed which allows the user to simulate the effects
that changes in the spatial erodibility patterns would have on dust concentra-
tion profiles. The model does not take the traditional wind erosion approach,
which is to use dust flux as the dependent variable. Instead, dust (particu-
late) concentration is used as the depéndent variable. As a result DSism is

based on the Gaussian Plume model (Hanna et al., 1982; Zannetti, 1990).

While there are several models available that use dust concentration as the
dependent variable, DSism, however uses dust concentration data in a rather
unique fashion. Instead of just predicting dust concentration values at given
points, DSism outputs both vertical and crosswind dust concentration profiles.

There are several reasons for doing this.

Dust concentration profiles are a much more sensitive measure of spatial vari-
ations than dust flux. In particular, dust flux only measures a given mass
flowing through a given area per unit time. It does not provide any informa-
tion about where in the plume this dust is concentrated. Dust concentration
profiles taken at the same point however, gives much more detailed informa-
tion about where the majority of the dust is being moved within the plume.
This extra information is important to successfully link spatial variations in

erodibility to changes in wind erosion rates.

Another advantage in using dust concentration profiles, rather than single
point estimates of dust concentration, is that more process information can
be extracted from a profile. In particular, by comparing observed dust con-

centration profiles against simulated ones, it is possible to identify process
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differences between events. Comparing observed and predicted dust concen-
tration profiles in this fashion, produces a model that is data hungry. That is,
if more detailed or accurate observed dust concentration profile data becomes
available it is possible to easily incorporate this new information into the mod-
elling process, thus enabling researchers to continuously refine their concepts
of how spatial changes in erodibility affect the resulting dust plumes. There-
fore, to fully understand the results and the simulation process presented
here, it is important that neither the modelling nor the experimental work be

viewed in isolation.

The thesis has been divided into four parts. Part I, Introduction and back-
ground, contains three chapters and provides detailed background informa-
tion on both the field site and the current methods used to model wind ero-
sion. Chapter 1 provides the reader with a brief overview and iﬁtroduction to
this thesis. Chapter 2 provides details about the field site within the Chan-
nel Country of western Queen.sland and the likely influences on wind erosion
within the site. The final chapter in Part I (Chapter 3) compares different

modelling strategies.

Part IT, Development of the dust source interaction simulation model (DSism),
(Chapters 4 and 5) details the adaption of the Gaussian plume simulation
model to rangeland environments. The first chapter of this part (Chapter 4)
outlines the basic structure of the simulation model with regard to the mea-
surement techniques employed within the study site, while the following
chapter (Chapter 5) details how this basic structure is altered to account for
field conditions within rangeland environments, such as the Channel Country

of western Queensland.

Part III, Source influences on the structure of dust plumes, chapters 6 to 9,
uses the model developed in Part II and experimental data collected within
the Channel Country to examine the effect that spatial changes in erodibil-
ity has on the wind erosion processes in rangeland environments. Chapter 6,
examines the model performance once it has been calibrated using field data.

The following chapter (Chapter 7) looks at whether a secondary process may
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account for some of the variations observed in the shape of vertical dust con-
centration profile. Chapter 8 compares model predicted spatial changes in
erodibility to observed changes in surface and vegetation conditions within
the study site. The final chapter in this part (Chapter 9), examines the likely
affect that spatial changes in particle size emission rates have on the result-

ing vertical dust concentration profile.

Part IV, Concluding comments, consists of two chapters (Chapters 10 and 11).
The first chapter (Chapter 10) reviews DSism in the context of the other mod-
els discussed in Chapter 3. While, the final chapter (Chapter 11) summaries
the results of the research presented in this thesis and discusses the future

directions along which this research is likely to proceed.



Chapter 2

Background |: Environmental
influences upon wind erosion in the

Channel Country

2.1 Introduction

To understand the effect that spatial changes in erodibility have upon wind
erosion in the Channel Country it is first necessary fo have a mental picture of
the region. To make such a mental picture complete it must not only provide
details of important geographical features, but should also include a basic un-
derstanding of the wind erosion processes in operation within the region. The
purpose of this chapter is therefore to describe the field site and the environ-
mental factors in sufficient detail that the reader is able to build their own
mental picture of the study site. It is not designed as a detailed review of all

the environmental factors that influence wind erosion.

15
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2.2  Field site

The Lake Eyre Basin (Fig. 2.1) covers a large part of inland Australia. This
basin contains several of Australia’s largest inland rivers, such as the Thomp-
son, Cooper, Diamantina, and Georgina, all of which drain into Lake Eyre.
During the summer wet season in northern Australia these rivers inundate
their large floodplains. However, during the rest of the year large sections of
these river channels are dry and their floodplains dry out and become active

wind erosion sites (Fig. 2.2).

RIVERS OF THE CHANNEL COUNTRY
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Figure 2.1: Map of the Lake Eyre Basin, indicating the location of Lake Eyre, the

Thompson, Cooper, Diamantina, and Georgina rivers.
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|
-

Decreasing Wind Erosion Activity

Figure 2.2: Active dust source regions calculated using recorded meteorological data
from 1960-1999 (McTainsh, 2002, pers. comm.). The red-brown section
in the middle of Australia with high wind erosion activity covers most of

the Lake Eyre Basin.

Contained within the Lake Eyre Basin is the Channel Country of western
Queensland. This region consists of large floodplains, séline and wind eroded
claypans, and source bordering sand dunes. Following flooding or local rain-
fall, sections of these floodplains may be covered by Mitchell grass and other
native grasses, which make them ideal for grazing purposes. As a conse-
quence the area also contains some of Australia’s largest cattle stations and
makes a significant contribution to Australia’s beef exports. During the dry
season much of the vegetation on the floodplains dries off or is removed via
grazing, leaving claypans which become major areas of wind erosion activity

(McTainsh et al., 1998).

Diamantina National Park is located in the centre of the Channel Country.
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This National Park contains several land types, within a relatively small area
(Fig. 2.3), which are typical of very large areas of the Australian arid zone
(McTainsh et al., 1999). These rangelands have sparse grass and shrub cover
and any surface cover is strongly affected by rainfall and grazing. The field
sites used in this study are located within this National Park and have been
a focus of research activity since 1994. The experimental data thus collected

forms one of the best records of wind erosion activity available in Australia.

The land types within the Diamantina National Park study site are cate-
gorised as Dunes, Downs, Main Channel Floodplain and High Floodplain.
These land types are based upon the land systems defined by Wilson et al.
(1990) (Table 2.1). The Dunes are relics of former arid conditions (Nanson
et al.,, 1988) and are covered with shrubs and other standing vegetation.
In contrast the Downs are normally covered with Mitchell and-other native
grasses, which grow to a height of 20-30cm. These grasses, also grow on the
edge of the channels which chafacterise the Main Channel Floodplain. In ad-
dition, River red gums and other trees, grow along the banks of the larger

channels to a height of 10-20m.

Table 2.1: Land type categories used within the field site in terms of the original
Wilson et al. (1990) classifications.

Land types used Land systems defined
in this Study by Wilson et al. (1990)
Dunes Simpson

Downs Winton/Kallala

Main Channel Floodplain Cooper
High Floodplain Woonabootra, Dingara, Cunnawilla

The High Floodplain soils range from grey cracking clays, which are rela-
tively stable and well vegetated, to sandy loams which have been degraded as
a result of salinity and wind erosion. Consequently claypans occupy a large

proportion of the High Floodplains. On such degraded claypans the topsoil is
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Land Type

Dunes

-] High Flood Plain

Downs

2221 Main Channel Flood Plain

Figure 2.3: Land type map of the Diamantina National Park study site. Labels A to
I indicate sites within the National Park where dust monitoring equip-
ment has been set up. Insert 1 shows the location of the monitoring sites
in more detail. The pink shaded area in the insert, shows the location of

the Lake Constance claypan.
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variably sealed by physical and biological crusts (Strong, 2001, pers. comm.)
and in most years little vegetation is present. Any such vegetation is nor-
mally isolated to areas where the saline claypans have been flooded or to small
drainage channels within these claypans. Other regions of these claypans are
covered by gibber (0.5-5¢cm ironstone gravels) which form a stony surface over

the topsoil or have a range of surface conditions as shown in Figure 2.4.

The High Floodplains in the northern part of the Channel Country are ad-
jacent to the main river channels. In the lower reaches of the Cooper, Dia-
mantina and Georgina Rivers, the High Floodplain occupies the whole river
channel. Thus, the High Floodplains occupy approximately 8% of the Chan-
nel Country. The Dunes are located on the western side of the Main Channel
Floodplain and cover about 10% of the Channel Country. The Downs occupy
the interfluve areas between the main rivers and cover about 26% of the re-
gion. Together the High Floodplains, Dunes and Downs cover approximately
44% of the Channel Country. |

The Lake Constance claypan (Fig. 2.3), which forms the basis of this study, is
a typical example of the claypans associated with the High Floodplains. As
shown in Figure 2.4 it has a wide range of surface conditions within a rela-
tively small area, which makes it ideal for this study. Such changes in surface
conditions within the Lake Constance claypan suggest several things about
how this study site differs from the cultivated land i:hat has been the primary
focus of wind erosion research in Australia, since the early 1980’s. The first
noticeable difference is that unlike cultivated fields where there are distinct
changes in the surface conditions at the boundaries, the changes in surface
conditions within the claypan are much more gradual. Thus it is much more
difficult on the claypan to isolate regions that are subject to wind erosion. As
a result it is much more difficult in the Channel Country to understand how

soil and environmental processes influence wind erosion.

The other noticeable difference is that there is much more spatial variability
in surface conditions within the claypan, than one would observe in a cul-

tivated field. Such a difference should mean that any dust measurements
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(a) Clay curled surface (b) Sealed clay surface

(c) Silt and fine sandy deposit on sur- (d) Rippled surface

face

(e) Gibber surface

Figure 2.4: A selection of different surface conditions observed on the Lake Con-

stance claypan.
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made on the claypan will have a strong spatial component to them. That is,
any measured dust concentration profile, should to some extent reflect the
surface conditions that the wind has blown over prior to reaching a sampling
location. As a result there should be significant differences in observed dust
measurements at sites A to J (Fig. 2.3) for any given dust event. Such mea-
surement differences have been observed by Love (2001) in his study of wind
erosion rates at these sites and by McTainsh et al. (1999) in their study of the
erodibility of various land types within the Channel Country. These studies
however, did not consider the effect that such spatial variations in erodibility
would have on the resulting dust plumes. The approach taken in this study is
designed to consider this spatial issue in much greater detail, and therefore
provide some insights into how this spatial variability affects the distribution

of dust within the resulting dust plumes at the local scale.

The surface conditions of these claypans also vary through time. A good exam-
ple of this is how the surface cé)nditions vary on the Lake Constance claypan
as a result of flooding which occurs on a fairly regular basis. Such flooding
results in large sections of the claypan being covered in water. As the flood
water recedes large amounts of fine sands are deposited on the surface of the
claypan. The sun then quickly dries the surface of the claypan. This drying is
not uniform with the small depressions and drainage channels drying much
slower than the remainder of the claypan. The presence of such processes
suggest that the surface conditions within the claypan not only vary spatially

but also vary through time.

2.3 Factors affecting wind erosivity and soil erodibility
in the Channel Country
Over the past two decades, much has been reported in the literature about

how certain environmental processes influence wind erosion. This section is

not designed to present a comprehensive review of this literature, but rather
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an overview of the factors that are more likely to be relevant to the Chan-
nel Country. In particular, this section focuses on what factors are likely to
influence wind flow and hence wind erosivity within the study site. It also
looks in detail at the various soil and surface characteristics that are likely to

influence wind erodibility within the study site.

2.3.1 Wind erosivity

Erosivity is the capacity of the wind to entrain soil particles from the surface.
Since Bagnold (1941) first published his classic text on wind erosion, signif-
icant progress has been made in understanding which characteristics of the
wind influence wind erosivity. This progress has largely been due to the use of
portable or indoor wind tunnels in many experiments on erosivity. The follow-
ing sections examine the implications and assumptions of such experiments
in terms of the field site. It also provides information about the characteris-
tics of the wind within the study site that will be important in understanding

results presented in later chapters.

2.3.1.1 Wind

As the wind moves across the surface there is a very thin layer of air near
the ground where the wind velocity is zero (Fig. 2.5). The wind velocity at
the roughness interface is termed the friction velocity of the wind (u,) and
the height of the layer, the roughness height (2;). The erosivity of the wind is

related to the shear at this interface, and hence to the friction velocity w,.

Bagnold (1941) noted that particle movement does not start until a given
threshold value of u, is reached and that this velocity is dependent on whether
initiating grains were present or not. These threshold velocities, Bagnold
(1941) defined as the impact threshold (u,;) and the fluid threshold (u,s). The
impact threshold is the value of u, where movement of particles is initiated

by saltation bombardment, while the fluid threshold, is the value of u, for
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which particles begin to move along the surface in a dust cloud without an
initial impact being supplied. Under field conditions it is much more difficult
to identify the point that grain movement is initiated, therefore identification
of these thresholds is much harder. Nickling (1988) suggested that a better
definition of threshold velocity would be to define u,; as the value of u, at
which the whole bed starts to move. This definition is used here to denote
field threshold values. Figure 2.6 shows that the value of u,; for which en-
trainment is initiated is also dependent on the particle size of the soil and the
type of soil. This implies that the erosivity of the wind is dependent on wind

speed and the surface over which the air is flowing.

One major problem with monitoring and modelling wind erosion within the
study site is the variability in wind speed during individual events. This
variability is illustrated by the wind speeds recorded at site A dﬁring a single
wind erosion event on 20 August 1995. During this event, which lasted four
and half hours, the wind speea at 2m varied between 8.5 and 11.4ms~! with

an average speed on 10ms~!. While at 10m the wind speed varied between 9

Wind Velocity
Profile

-— Roughness Interface

____ 7

Figure 2.5: A schematic illustration of the concept of wind friction velocity (u,) and

roughness height (zy). (Diagram not to scale).
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Figure 2.6: Influence of particle diameter on threshold velocity (u,:) as obtained by
the studies of Bagnold (1941), Logie (1981), Horikawa and Shen (1960)
and Chepil (1945). Source: Cooke et al. (1993).

and 12ms~! with an average speed of 10.7ms~!. Thus, depending on the wind
speed threshold (u,;) of the surface, that surface could be active only for brief
periods within an event. The wind speed threshold (u,:) also varies spatially
within the study site. Thus, different regions of the study site, are active at
different times throughout the wind erosion season. These active regions will

be referred to in future as dust source areas.

Most wind erosion studies, since Bagnold (1941), have assumed that wind
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velocity increases with height, and can be described by the following equation:

Uy VA
u=2m (g) 2.1)

where K is von Karman’s constant, u, is the friction velocity at the rough-
ness interface, z, is the roughness height and u is the wind speed at height
z provided z > z,. This equation assumes that wind velocity increases loga-
rithmically with height (z). However, a number of wind velocity profiles have
been measured within the study site that do not fit this logarithmic structure
(McTainsh, 2002, pers. comm.). This departure from a logarithmic struc-
ture, most likely occurs as a result of either surface heating or topographic
effects (Cooke et al., 1993) on the wind flow (these are discussed further in
Section 2.3.1.2). Such a change in wind velocity profile should be reflected in
how the sediment is dispersed within the resulting dust plume. This possibil-

ity is examined in further detail in Chapter 7.

Another problem in measuring and modelling wind erosion is the variability
in wind direction, unlike water erosion where the flow is often contained in
channels or within clear flow boundaries, the wind within the claypan can
come from any direction. Thus, particles can arrive at a samp}ling location
from any point within the site. Therefore, during a single dust event, it is
possible for several different source areas to be active, simply depending on

the wind direction at the time.

In any open field experiments these changes in wind speed and direction are
hard to account for, as little is known about how spatial changes in erodi-
bility affect the resulting dust concentration profiles. Portable wind tunnels,
which have been used in several Australian studies (e.g Leys (1998), Raupach
et al. (1993)), overcome this problem by providing a controlled wind source,
therefore keeping wind speed and dust source area constant. Variability in
wind speed, direction, and the susceptibility of the surface to erosion by the
wind, can however, play an important role in determining the make up of the

resulting dust plume.
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2.3.1.2 Topographic and heating affects

The threshold wind velocity (u,;) is the main limiting factor in determining if
wind erosion takes place. Therefore, any changes in the wind flow that affect
the value of u,; will influence the erodibility of the surface. In this section, two
environmental factors which may affect the value of u,:; namely topography

and heating are discussed.

A number of studies (e.g Baines (1995) and Dyke (1982)), have shown that
obstacles placed in a fluid flow, alter the streamlines of the flow (Fig. 2.7).
Studies of wind flow over dunes, have shown that similar changes occur in the
wind velocity profile (Walmsley et al., 1982). These studies have also shown
that the changes in wind flow depend on the height of the obstacle, the speed
of the fluid flow, and the viscosity of the fluid. '

Flow Direction

o e —— e e+

ﬂ"‘-—. —_— - .- -
ke, R e rrarrar et R

Figure 2.7: The theoretical effect of a 2-Dimensional obstacle on wind flow stream-

lines. Based on the model results of Baines (1995). Note: The compres-

sion and expansion of the streamlines.



28

Such changes in the streamlines of the flow, appear as alterations in the veloc-
ity profile of the wind, similar to those observed within the study site. These
changes also suggest that since entrained dust particles tend to move in these
streamlines, the dust concentration will increase in regions where the stream-
lines converge and decrease where the streamlines diverge. Such areas of
convergence and divergence might therefore be reflected in the vertical dust

concentration profile.

The alterations in the flow streamlines also indicate that the friction veloc-
ity (u,) at the roughness interface, will vary as a result of changes in the
topography of the surface. Thus, the amount of dust entrained will either
increase or decrease depending on the actual change in u, at the roughness
interface. Such variations in erosion have been observed by Hardisty and
Whitehouse (1988), in their experimental study of the effect chénges in sur-
face slope has on wind erosion rates and by Goossens (2000) in his study of the

effect that topography had on sand movement within the desert landscape.

Other studies, such as the one by Frank and Kocurek (1994), have shown that
variations in the thermal stability of the atmosphere have a strong influence
upon wind velocity profiles measured in the field. In addition, urban air pol-
lution studies, such as Yoshida (1991) have shown that surface heating, has
a major influence on air pollution levels in the urban environment. Since the
surface characteristics of the study site vary from végetated to gibber to bare,
the thermal properties of the surface will also vary. These changes will affect
the wind velocity profile, and therefore have an influence on the wind erosion

rates and the dust concentration profiles within the site.

2.3.2 \Vegetation and erodibility

Erodibility is defined as the susceptibility of the soil surface to erosion by
wind. Experimental studies carried out over the last 50 years with the aid of
wind tunnels and under field conditions, especially by Bagnold (1941), Chepil
and Woodruff (1963), Gillette et al. (1980, 1982), and Nickling and Gillies
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(1993); Nickling et al. (1999) in the United States, Great Britain, Australia
and Africa, have identified many of the factors/processes that affect the erodi-
bility of the surface. In this section, several of these factors/processes, are
discussed in terms of their likely applicability to the Channel Country and
the Diamantina National Park field site. Such a discussion is designed to
provide the reader with a mental picture of the processes which may be in op-
eration within the Channel Country, thus enabling a link to be made between

these processes and the modelling results presented in later chapters.

2.3.2.1 Vegetation and roughness

Vegetation has long been acknowledged as having a major influence on wind
erosion (Marshall, 1970, 1972). Vegetation achieves this by ‘altering the
roughness height of the surface (z;) (Chepil and Woodruff, 1963), as illus-
trated in Figure 2.8. This figure also shows that the presence of a vegetation
canopy not only increases the roughness height (2;) of the surface, but also
alters the wind velocity profile. The resulting change in the wind velocity
profile can be related to the friction velocity (u,) and the roughness height
(zo) by Equation (2.1).

If however, the vegetation is not sparse as shown in Figure 2.8, but is tighly
packed together, than the top of the vegetation elements appear to the flow to
be like a solid surface. A good example of this is the canopy top of a dense for-
est. The height above the ground of this new pseudo-surface is called the zero

plane displacement height (d). In such situations, Equation (2.1) becomes:

u=%m (z‘d) 2.2)

20
where K is von Karman’s constant, u, is the friction velocity at the roughness
interface, d is the zero plane displacement height, z; is the roughness height
and u is the wind speed. Within the study site and the Channel Country,
vegetation elements are not densely packed together, hence for most surfaces

within the study site the displacement height (d) can be assumed to be zero.

Early work in Australia by Wasson and Nanninga (1986) suggested that the
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Figure 2.8: Wind velocity profile and roughness height in the absence/presence of
vegetation. No_te the increase in z; and dramatic alteration in the
wind velocity profile in the presence of vegetation. Source: Chepil and
Woodruff (1963).

density of the ground cover is a limiting factor upon wind erosion. This has
been verified by a number of other studies, including Findlater et al. (1990)
and Leys (1991b). Figure 2.9 illustrates two important points about how the
percentage of ground cover effects sediment discharge rates. Firstly, as vege-
tation cover decreases below approximately 45%, the sediment discharge rate
increases. Secondly, it suggests that as the erosivity of the wind increases, the

sediment discharge rate increases.

Lyles (1977) showed that other features, such as rocks, have a similar effect
to vegetation. The spacing of these features and the size of the frontal area

presented to the wind, play an important role in determining the effective
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Figure 2.9: Influence of vegetation cover on sediment discharge rates for wind

speeds of 8, 10, 13 and 15 ms~'. Source: Wasson and Nanninga (1986).

roughness height (z,). Other studies, such as Carter (1976); Gillette (1977),
have suggested that sediment can become trapped behind features such as
rocks and vegetation, as a result of several natural processes. On the clay-
pan, flood deposition and aeolian deposition processes are in operation. The
net result of this trapping is to alter the roughness height z, of the surface,
thus altering the exposure of the deposited material to wind erosion. As this
material is removed from between these features, 2z, increases as shown in

Figure 2.10, and the rate of removal decreases (Carter, 1976; Gillette, 1977).

This trapping is likely to be particularly important; in areas of the claypan
that are covered by gibber. During flooding and aeolian events, fine sand
and silt are deposited between the gibber. Thus, these areas are likely to act
as dust sources, during some wind erosion events and dust sinks in others.
The above observations also suggest that if the amount of fine particles and

sediment deposited, vary spatially within the gibber, the erodibility of the
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Figure 2.10: Schematic showing how large ironstone rocks (gibber) protect the fine
silt and sand particles trapped between them from erosion. In (a) a
large amount of fines are trapped between the large ironstone rocks. As
the wind is applied across them some of the exposed fines are removed
(b). After the wind ceases remaining fines are still trapped between the

large ironstone rocks (c).

surface will also vary spatially across the gibber surface.

Another study by Gillette et al. (1982), which examined the relationship be-
tween threshold friction velocity (u,:), and roughness height (z;), suggests
that roughness height (2;) will vary between the surface conditions shown in
Figure 2.4. This change in roughness height across the claypan suggests that
the threshold friction velocity (u,:) and erodibility will also vary across the
claypan. Such changes in erodibility across the claypan indicate that the loca-
tion and strength of these dust source areas, relative to each other, are likely
to be important factors in determining not only how a dust plume evolves as it

crosses the claypan, but also how wind erosion ultimately affects the claypan.
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2.3.2.2 Crusts

Even without roughness and vegetation, certain other physical controls exist
within the claypan that limit wind erosion. One such control is the formation
of soil crusts. Formation of such crusts is quite common in the soils in arid
inland Australia (McTainsh and Leys, 1993). This crusting occurs as a result
of physical, chemical and/or biological processes (Leys, 1998; Strong, 2001,
pers. comm.). Research by Gillette et al. (1980, 1982) suggests that there is
a relationship between the strength of such crusts and the erodibility of the
soil. In this research, they found that the stronger the crusts the higher the
threshold friction velocity (u,:) needed to initiate particle entrainment into the
wind flow. Once this crust is broken, studies by Gillette et al. (1982) and Leys
(1998) suggest that there is a significant reduction in the threshold friction

velocity needed for particle entrainment to begin.

The above observations, when applied to the study site, suggest that areas
where the crust has been disturbed, as a result of human or ani_mal activ-
ity, will have significantly lower threshold velocity (u,:) than the surrounding
area. This suggests that wind erodibility will vary significantly in the neigh-
bourhood of these disturbances.

As illustrated in Figure 2.4c, certain areas of the claypan are covered with
fine sand and other sediment. In these areas the crust plays a very different
role. The fine sediment sitting on the surface is easily removed by the wind,
thus exposing the hard surface crust of the claypan (Fig. 2.11). While the fine
sediment is still present on the surface, the threshold wind velocity (u,;) will
be lower than when the hard crust is exposed. Thus, areas of the claypan
where fine sand and sediment still remain on the surface, will be more signifi-
cant dust sources, than areas of the claypan where the hard surface crust has

been exposed.
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Figure 2.11: Schematic showing the typical soil structure of the areas of the claypan

covered with fine sand and sediment. It also illustrates what happens

to the soil structure once the fine sediment is removed by the wind.

.

Fine sediment initially covers much of the crust present on the claypan

(a), as wind shear increases much of these fines are removed (b), leaving

only the exposed crust of the claypan (c).

2.3.2.3 Rainfall

Both vegetation and crust levels are sensitive to rainfall totals and rates. Dust

storm occurrence is inversely proportional to average annual rainfall (Mc-
Tainsh, 1989). The study of McTainsh (1989) on a continental scale showed

there is a significant increase in dust storm occurrence once the average an-

nual rainfall falls below 600mm (Fig. 2.12). This observation about average

annual rainfall suggests that the Channel Country would be a significant dust

source, as the long term average annual rainfall is 259mm (McTainsh et al.,

1998). A more detailed examination of influence of rainfall within the Chan-

nel Country shows that some vegetation and crusts can respond quickly to

even small amounts of rainfall. This response to rainfall, suggests that wind
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Figure 2.12: Average annual rainfall and its relationship to dust storm frequency

within Australia. Source: McTainsh (1989).

erodibility will change spatially and temporally within the study site as a
result of rainfall, in a complex manner. The extent of the effect upon wind
erosion will depend upon among other thiligs: the amount and intensity of
rain that the surface is exposed to, and the type of vegetation/crusts present.
Such a response to rainfall means that the vegetation and crusts present af-
ter a rainfall event are likely to be significantly different to those observed
prior to the event. This implies that the spatial distribution of dust source ar-
eas following a rainfall event could be significantly different to that observed

prior to the rainfall event.

The cohesive forces that exist between soil particles, also act as an important
limiting factor on wind erosion, in the absence of vegetation. This bonding
is enhanced by the amount of soil moisture present (Sherman, 1990; Cooke

et al., 1993). Therefore, as soils dry out, the amount of erosion activity can
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Figure 2.13: The variation in threshold velocities (u,:) with soil moisture for three

independent studies. Source: Sherman (1990).

increase. However, as Figure 2.13 shows there is no simple relationship be-
tween soil moisture and threshold velocity. But in all cases, the threshold

velocity deceases as soil moisture decreases.

The drying process has major implications for the erodibility of the claypan
used in this study. As mentioned in Section 2.2, the claypan is subjected
to flooding. The result of this flooding has been to produce micro-channels
and shallow depressions within the claypan that act as a natural water sink.
These areas take a significantly longer time to dry out than the surrounding
area, and thus retain a higher soil moisture content. Therefore, the erodibility
of these areas will be substantially less than that of the drier surrounding
areas. Thus the erodibility of the claypan will vary spatially, depending on the

location of the micro-channels, and temporally as the drying process proceeds.
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2.3.2.4 Saltation

One reason for the reduction in wind threshold velocity (u,:) once the sur-
face crust is disturbed is the effect that impacting soil particles have on the
surface. To understand this effect, the role of saltation in the wind erosion

process must be understood.

Bagnold (1941), originally classified saltation as the mode in which soil parti-
cles removed from the surface and travel only a short distance before impact-
ing back on the surface. Anderson and Haff (1988) subdivided the saltation
into two separate components based on energy, which they termed reptation
and saltation. In their definition, saltation was defined as the high energy
grains that made up Bagnold’s 1941 original saltation mode, while reptation
was used to refer to low energy grains present in Bagnold’s 1941 original def-

inition.

One implication of this energy breakup, is that when saltation particles im-
pact back on the surface, a certain amount of energy will be transferred to the
surface. If there is sufficient energy transferred to the surface to entrain two
particles and this process gets repeated as the particles move downwind, the
size of the dust plume will increase exponentially. Such a process forms the

basis of the avalanche effect that was first noted by Bagnold (1941).

This also explains why disturbing the soil surface, reduces the wind speed
threshold (uy) required for entrainment. The disturbance of the soil crust
reduces the strength of the surface in the region of the disturbance, thus en-
abling the wind to erode particles from the surface. When these particles
impact upon the surface they impart a significant amount of energy to the
surface, thus reducing the amount of wind energy required for the removal of

soil particles from the undisturbed surface.

As the saltation mode develops, the particles absorb energy from the wind.
This absorption of energy by the particles results in a modification of the wind
velocity profile, as shown in Figure 2.14. Such a modification in the wind ve-

locity profile was first noted by Bagnold (1941). Since then these observations
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as modified by the presence of saltation (z}). Source: Anderson and

Haff (1988).

have been confirmed by Anderson and Haff (1988) and McEwan (1993). Other
work by Owen (1964) has suggested that this modification can be thought of as

an effective increase in roughness height. This increase in roughness height
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is illustrated in Figure 2.14 by the extrapolation of the saltation wind veloc-
ity profile (the dashed line) to the point where it intersects the height axis
(z3). Owen (1964) further found that this height was a function of the friction
velocity of the wind (u,) and could be predicted by the following formula:

Cu?

29 (2.3)

Zy &

where g is the acceleration due to gravity and C is a constant, which Owen
(1964) found to have the value 0.02. Such a modification of the wind profile,
also suggests the presence of a feedback mechanism, which acts to limit the
wind’s capacity to move particles within the flow. This feedback mechanism
along with the avalanche effect, has been referred to by Gillette (1999), as the

“Owen effect”.

At the field site, this suggests that emission rates of various dust source areas
will alter depending on sediment loads. Thus, the spatial distribution and
strength of these dust source areas is likely to be a distinct characteristic of

each event.

2.3.2.5 Particle size

Spatial variations in the particle size of the claypan soils play an important
role in determining the particle size distribution of the sediments in the re-
sulting dust plume. The actual process by which this occurs is complex, and

involves both entrainment and transportation processes.

Figure 2.6 shows that the wind speed threshold is dependent on particle size.
It also shows the existence of a critical value of particle size, which minimises
the threshold wind velocity for the surface. Therefore, if a soil consists of a
mixture of particle sizes, particles of various sizes are likely to be emitted at

different rates from the surface.

These particle size emission rates will also be dependent on how the parti-
cles of various sizes are arranged within the soil. For example, if the larger

particles lay close to, or on the surface, then they will tend to increase the



40

roughness height (2y), thus protecting the surface in a similar manner to that

described in Section 2.3.2.1.

These particle size emission rates are also dependent on the size and number
of particles that impact back on the surface. It is these particle size properties
that ultimately determine how the momentum of the impacting particles is
transferred to the surface, and therefore the final emission characteristics of

the surface.

As dust plumes travel downwind, gravity acts on the particles within the
plume. As a result, the dust plume will become finer the further it travels
downwind. It also implies that the smaller particles will travel further from

the source than the larger ones (Tsoar and Pye, 1987; Raupach et al., 1993).

In terms of the study site, this means that the final particle emission rates
will be determined by: the particle size distribution of the surface, how the
particles of different sizes are distributed within the soil, the number and
size of particles that impact on the surface, the previous erosion-deposition
history of the surface, and finally the value of friction velocity (u,) (Gillette,
1979). These factors, along with distance the plume has travelled from the

source, determine the final particle size distribution of the dust plume.

2.3.2.6 Particle shape

Since the arrangement of particles within the soil is to a certain extent, depen-
dent on the shape of the particles, shape must therefore influence the particle
size emission rates. For example, close fitting irregular grains have more con-
tact points and take substantially more energy to entrain than other grains.
Grain shape will also affect the deposition velocity of particles by altering
their drag coefficient (Willetts and Rice, 1983), though the extent of this ef-

fect is as yet undetermined.

The aerodynamic properties of the particles are also affected by shape. As
a result the trajectory of the particles within the saltation/suspension cloud

will change depending on the aerodynamic properties of the particles. Such
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change in the trajectory implies that the impact angle will also vary, since it is
dependent on the trajectory of the particle. Thus, the amount of energy trans-
ferred to the surface, as result of the impact, will also alter as a result of the
change in the aerodynamic properties of the particles. For example, particles
with a shallow trajectory would transfer less energy on impact, than particles
that have a higher trajectory (Fig. 2.15), and thus makes them far less likely
to induce further impact entrainment. This is analogous to skimming a stone

across a lake.
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Figure 2.15: Trajectory of different shaped particles. Note: The Platey shell sand (a)
has much shallower trajectory than that of rounded quartz (b). Source:

Willetts (1983).

Such a change in the trajectory of the particles is an important consideration
on the erodibility within the claypan, since the erodible components of the sur-
face mainly consists of sand grains, which have contrasting shape. It can be
seen from the above discussion that the effectiveness of impact entrainment

will vary considerably across the claypan, as a result of different aerodynamic
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properties of the parent soil. It also reinforces the fact that there will be a sig-
nificant spatial variation in emission rates across the claypan, as a result of
the effect that shape has on both packing and aerodynamic properties of the

particles.

2.4 Summary

This chapter provides an overview of the main characteristics of the Dia-
mantina National Park field site. In addition it also details some of the envi-
ronmental factors that are likely to affect wind erosion within the study site.
While it is clear from the above discussion that much is understood about the
various aspects of wind erosion, little is known about how these interact un-
der field conditions. In particular, little is known about how spatial changes
in erodibility may affect various aspects of the study site. It is this question,
of how these various dust sources interact within the study site that will form

the focus of the reminder of this thesis.



Chapter 3

Background Il: Methods of modelling

wind erosion

3.1 Introduction

Over the last thirty years numerous models have been developed to quantify
various aspects of the wind erosion process. Many of these models examine
wind erosion under ideal conditions and describe only a single aspect of the
wind erosion process. In this discussion, only models that describe wind ero-
sion at the local, regional and continental scale have been included. Thus
models that describe wind erosion at the xrﬁcro scale, have not been included

in this discussion.

To facilitate discussion, the models have been broken up into four categories.
The first, will be referred to as Climatic Index Wind Erosion Models. These
models use an index calculated on various environmental and climatic factors
to describe the risk of wind erosion on a regional or continental scale. The
second class of models will be referred to as Empirical Wind Erosion Models.
Such models use experimental data to predict wind erosion rates at the pad-
dock (or local) scale. The third category will be referred to as Integrated Wind
Erosion Models. These combine various models that describe a single envi-

ronmental or climatic factor on wind erosion, into a single model which can be

43
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used to predict wind erosion rates at the regional and continental scale. The
remaining category will be referred to as Continental/Global Climate Models.
These are designed to predict soil loss and soil transport on a continental or

global scale.

In each category several types of models exist. Often these models are de-
velopments of a basic underlying algorithm. Rather than discuss all of the
models, those described here have been selected to illustrate the differences
between the various models available in each category. Readers should note
that several generalised air pollution models also exist that deal with the
movement of pollen and ash in the atmosphere. These models are not dis-
cussed separately in this review as they do not deal directly with the wind
erosion problem. However, theory from such models is discussed as it is re-

quired throughout the remainder of this thesis.

The discussion of each model, is broken up into three sections. The first sec-
tion details the background in which the model was developed. The next
section details the operation of the model, while the final section presents

a general discussion on the model and its relevance/relationship to this study.

3.2 Climatic index wind erosion models

This section examines the use of a climatic index to describe spatial and sea-
sonal variations in wind erosion activity. In particular, the index developed by
McTainsh et al. (1998), which has been used extensively in eastern Australia

to describe climatic influences on wind erosion, is discussed in detail.

3.2.1 Background

One of the problems with modelling wind erosion is how to quantify the ef-
fect that climatic factors, such as wind speed and vegetation have on wind

erosion. An early attempt to address this problem was made by Chepil et al.
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(1963), when they derived a wind erosion index based on climatic considera-
tions in the United States of America (USA). Similar indices have since been
used in several countries (Yaalon and Ganor, 1966; Briggs and France, 1982;
McTainsh et al., 1990) and have proved to be a successful means of identifying

broad areas of wind erosion activity on a continental scale.

In Australia, Burgess et al. (1989) and McTainsh et al. (1990) successfully
used a similar index to describe broad scale wind erosion activity using data
from various meteorological stations in eastern Australia. This index was
refined by McTainsh et al. (1998), to account for seasonal variations in the
climatic influences that occur in eastern Australia. It is this form of the index

that is discussed in the following sections.

3.2.2 Operation

The original wind erosion climatic index of Chepil et al. (1963), can be defined

mathematically as:
U3
- @-ay

where C is a wind erosion index, U is mean annual wind speed, and (P — E)

C (3.1)

is the Thornthwaite (1931) climate moisture index. In index C, the values
of U and (P — E) are obtained by averaging wind speed, precipitation and

temperature data on a yearly basis.

Initial work on adapting this index to Australian conditions was undertaken
by Burgess et al. (1989). This study examined the relationship between effec-
tive soil moisture and dust storm occurrence in eastern Australia using the
Effective Soil Moisture (Em) Index. This approach was extended by McTainsh
et al. (1990) using wind run (the total distance resulting from an anemome-
ter’s rotation in a given period) as the measure of wind erosivity. McTainsh
et al. (1998) also noted that changing the averaging from yearly to monthly,
did make the index a good predictor of monthly dust storm frequency, as the
yearly version did not adequately describe seasonal variations in climatic con-

ditions and how these impact on wind erosion activity. To account for this
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seasonal variation McTainsh et al. (1998) defined the following five indices:

B, = (?i%)‘f ; (3.2)
B, = (T_lﬁg : 3.3)
5 = gy (o Er 7). @0
5 = oomp - (T mr 7). ©o

where W is the average monthly wind run and (P — E)* the previous months

value of (P — E).

In these indices, McTainsh et al. (1998) used the subscript on the index to
denote which index was to be used under given conditions. These indices

therefore correspond to the following states:

E, —— wind run is above threshold and the soil moisture is not changing,
E,, —— wind run is below threshold and the soil moisture is not changing,
E.; —— wind run is above threshold and the soil moisture is increasing,
E,; —— wind run is above threshold and the soil moisture is decreasing and
Enqs —— wind run is below threshold and the soil moisture is decreasing.

Thus, for example if the wind run is below threshold and soil moisture has
decreased from the previous month, then the F,,; index would be used to de-
termine dust storm activity. If the wind run was above threshold and soil
moisture had increased than the E,; index would be used to determine dust
activity for that month. It is important to note, that these indices operate
under the assumption that when wind run is below a certain threshold value,
then soil moisture and the current state of the soil in the wetting/drying pro-
cess is the major environmental factor preventing wind erosion from occur-

ring.
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3.2.3 General discussion

The use of such indices in Australia has proved to be an invaluable means of
quantifying wind erosion activity on a regional scale for large areas of eastern
Australia. The ability to identify these regions has enabled researchers to con-
centrate wind erosion research efforts in these areas, thus enabling detailed
field experiments to be designed that enhance our understanding of the en-
vironmental and climatic factors that control wind erosion under Australian

conditions.

A major advantage of Climatic Index Wind Erosion models is that they func-
tion with data that is readily available from meteorological stations through-
out the country. At the time that Burgess et al. (1989) first proposed this style
of model this was an important consideration as wind erosion research in Aus-
tralia was in its infancy and detailed field data were not available. Since that
time the work of Leys (1998) and others using portable wind tunnels, has sig-
nificantly increased our understanding of which environmental aqd climatic
factors play a critical role in determining wind erosion rates at the local scale.
However, at present none of these additional features have been included in
a climatic index style wind erosion model. Instead they have been included in

the more advanced models presented in the remaining categories.

Unfortunately as well as being an advantage, the dependence of these mod-
els on meteorological data is also a limitation in that it controls the spatial
resolution of the index. The reason for this spatial limitation is clearly illus-
trated in Figure 3.1. This figure shows the density of meteorological stations
in Australia increase towards the south east corner of continent. Such a spa-
tial distribution of meteorological stations implies that the spatial resolution
of these models decreases with the decreasing density of the meteorological
stations. Thus the ability of these models to describe local and regional spa-
tial variations within the Channel Country of western Queensland (which in
Figure 3.1 is bordered by: Winton, Boulia, Birdsville, Windorah, Quilpie and
Longreach), and which is the subject of this study, is severely limited. It is
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this limitation and the inability of these models to account for environmen-
tal/climatic factors other than soil moisture (as a surrogate for vegetation)
and wind erosivity, that has led to the development of the other models that

are described in the remainder of this chapter.
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Figure 3.1: Meteorological station locations in Australia. Note the increase in den-
sity in the south east corner of the continent. The blue highlighted
region illustrates the meteorological stations that border the Channel

Country.

3.3 Empirical wind erosion prediction models

The index approach as used by Burgess et al. (1989); McTainsh et al. (1990)
and McTainsh et al. (1998), has been able to distinguish regions of Australia

that are subject to high levels of wind erosion activity. The models however,
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were never designed to describe wind erosion activity at a finer scale. One of
the problems with describing wind erosion at a local scale is that it is depen-
dent on several environmental factors (see Chapter 2 for additional details
on these). Thus, one of the greatest challenges that remain in wind erosion
research is to understand how these factors interact under field conditions to
determine wind erosion rates. Early work on linking these factors to produce
an estimate of soil loss was undertaken by researchers working in the Great
Plains of the USA. It is the empirical model that resulted from this research

and its subsequent development that is discussed in the following section.

3.3.1 The wind erosion equation (WEQ) and related models
3.3.1.1 Background

The Wind Erosion Equation (WEQ) was the result of thirty years of research
by W.S Chepil and colleagues in the Great Plains of the USA. A prototype of
this equation was first released in 1961. However, it was not until. 1965 that
the equation was first published by Woodruff and Siddoway (1965). Since that
time it has been modified several times to extend its functionality. However,
it has seldom been applied to Australian conditions. This is partly due to
the cost in obtaining sufficient experimental data on Australian conditions to
make the equation useful and the fact that better physically-based models
were becoming available by the time that research into wind erosion in Aus-
tralia began to really develop in the early 1980’s. It is still however, the most
widely used method of accessing annual soil loss by wind from agricultural

fields in the USA (Wind Erosion Research Unit, 2002).

3.3.1.2 Operation

The WEQ predicts annual soil loss on tilled agricultural fields by relating

empirically derived dimensionless climatic and field factors to the annual soil
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loss rate. Thus mathematically it can be expressed as:
E = f(I,K,C,L,V) (3.7)

where F is the annual soil loss (t/ha/yr); I is soil loss erodibility; K is soil
ridge roughness; C is a climatic factor; L is the width of the field; and V is the
amount of vegetation cover. The final functional relationship is determined
by using an empirical weighting of the contribution of each variable. These

empirical weightings are determined from experimental field data.

The WEQ was modified by Bondy et al. (1980) and Cole et al. (1983) to adapt
the wind erosion equation to estimate monthly or weekly wind erosion rates.
In this procedure, factor values are used to describe successive wind ero-
sion periods in which both the agricultural management and vegetation cover
were nearly constant. The wind energy distribution is then used to obtain a
weighted average of soil loss for each erosion period. Soil loss for each erosion
period over a year can then be added té obtain an estimate of annual soil loss.
More recently it has undergone a major revision to produce the Revised Wind
Erosion Equation (RWEQ) (Comi;s and Gerrietts, 1994). This revision has
added parameters for planting data, tillage method and crop résidue to the
equation. At the same time a stochastic weather generator was added to the
equation. The addition of the weather generator enabled users of the RWEQ
to simulate future weather conditions, based on previous climatic conditions,
thus enabling the RWEQ to be used as a wind erosion prediction tool, instead
of solely as a tool for quantifying the amount of wind erosion that has taken

place over a given period.

3.3.1.3 General discussion

The original version of the WEQ provided the first feasible means of link-
ing a variety of environmental factors mathematically to wind erosion rates
on cultivated fields. Modifications since its introduction have improved the
accuracy and range of problems to which the WEQ can be applied. How-

ever, despite these modifications the fundamental weakness of the original
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approach remained; the application equation was still heavily data depen-
dent. Such a heavy reliance on large amounts of experimental data, severely
limited its adoption world wide and especially in areas like Australia. Gath-
ering sufficient experimental data even to simply verify the equation under
new conditions would involve a significant investment of research funds and
time, which given the size of the continent and the population, are simply not

available.

The other significant drawback in applying the WEQ and its derivatives to
Australia is that it also requires a good historical record of meteorological
data to function to a high degree of accuracy. Unfortunately large areas of
Australia that are subject to wind erosion are located in remote areas of cen-
tral Australia. Thus there is limited historical environmental and meteoro-

logical data for these areas (Fig. 3.1).

Another important issue when: considering applying the WEQ to the Channel
Country is that it was designed for cultivated land, where the surface condi-
tions are largely controlled by human intervention. The Channel Country is
primarily used for cattle grazing on a broadscale, and as such surface condi-
tions are determined by grazing patterns and natural responses to prevailing
environmental conditions. The net result of these differences is that surface
conditions within the Channel Country can éhange substantially within a few
hundred metres and there are often no well defined boundaries at which these
changes occur. One of the implications is that for any given feature of Channel
Country (e.g., the Lake Constance Claypan) it is hard to assign a single value
for parameters such as soil moisture and roughness, as it is hard to clearly
identify regions which are being eroded by the wind. Thus it is difficult to ac-
curately apply models such as the WEQ to such areas without understanding

of how wind erodibility varies spatially within these areas.

While the data issues outlined above limit the applicability of the WEQ and
its derivatives to Australian conditions, it still provides important informa-
tion on the role that certain environmental factors have on the wind erosion

process. Such information is fundamental to our understanding of how the
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wind erosion process functions under field conditions. It is therefore plat-

forms like the WEQ that work in this thesis will draw upon.

3.4 Integrated wind erosion models

Since the initial research that resulted in the WEQ, a significant amount of
research has been undertaken, which further details how individual environ-
mental/climatic factors influence wind erosion under field conditions. As a
result, several distinct models have been derived that describe how different
individual environmental/climatic factors influence wind erosion rates. How-
ever, these models do not describe the interaction between these environmen-
tal factors. Thus, the next step in the modelling process is to begin combining
these models into a single unified model of the wind erosion process. It is
these unified or integrated models of wind erosion that are examined in this

section.

3.4.1 The wind erosion prediction system (WEPS)
3.4.1.1 Background

The empirical nature of the WEQ and its derivatives has limited its adoption
in many regions of the world. It also lacks the ability to fully account for
how the complex interactions between environment factors alter wind erosion
rates. To overcome these disadvantages the United States Department of
Agriculture (USDA) began development of a new more process oriented model
called the Wind Erosion Prediction System (WEPS) in the early to mid 1990’s.

3.4.1.2 Operation

Based on information contained in Hagen (1991); Argabright (1991); Comis
and Gerrietts (1994) and Wind Erosion Research Unit (2002), WEPS consists



53

of a number of distinct sub-models (Fig. 3.2). These sub-models include mod-
els for stochastic weather generation, crop growth, decomposition, soil type,
hydrology and tillage (Hagen, 1991; Comis and Gerrietts, 1994; Wind Ero-
sion Research Unit, 2002). Each of these sub-models is complex and therefore
not discussed in detail here for two reasons. Firstly, the full details of each
sub-model can be found on the Wind Erosion Research Unit (2002) web site.

Secondly it is not necessary to describe the model in detail for the key points
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Figure 3.2: The structure of the WEPS model in terms of the sub-models which make
up the final integrated model (Wind Erosion Research Unit, 2002).

In addition to the sub-models, a number of databases are required to run

WEPS. These databases include detailed information on data on soils, farm
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management practices, climate and crop growth and decomposition. The in-
formation from these databases are used to seed the various sub-models. Dur-
ing any given model run, updated information on current values of all the
parameters (including predicted values of the values stored in the databases
and erosion estimates), is passed between the various sub-models at regular
intervals and also written to report files. Once the data run is completed the

user can view these report files.

3.4.1.3 General discussion

It is important to note that WEPS has been developed as a user management
model rather than a research model (Wind Erosion Research Unit, 2002). As
a consequence numerous simplifications have been made in the various sub-
models (Wind Erosion Research Unit, 2002). Such simplifications include as-
suming that the crop is a singlé height within a field and that soil and surface
conditions are also uniform within the field. Such assumptions limit the ap-
plicability of WEPS to large areas of the Channel Country in similar fashion
to that outlined for WEQ in Section 3.3.1.3.

Another important consideration, if we were to apply WEPS to the Channel
Country is that detailed soil, vegetation, and climatic data would need to be
available. In the case of the Lake Constance Claypan alone, this detailed in-
formation would need to include the effect flooding has on both vegetation and
surface conditions. Unfortunately such information is not readily available
and is not easy to collect for variety reasons. Firstly, as mentioned in Chap-
ter 2, it is not easy to identify areas of the claypan that have been subject to
erosion. Secondly, unlike cultivated fields there are no human controls on sur-
face conditions. Thus surface conditions can vary greatly over the course of a
season. As a result the spatial structure of dust source areas at the end of a
season are likely be completely different from those observed at the start. It is
this spatial variability in erodibility that is the key to understanding the role

wind erosion plays within the Channel Country of western Queensland. One
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of the key features of this project is therefore to determine if there is a physi-
cal link been observed dust concentration profiles and the spatial distribution

of dust source areas within the claypan.

3.4.2 The Gillette and Passi model
3.4.2.1 Background

The model discussed in this section, is one of the early attempts to describe
wind erosion rates based on physical theories developed from wind tunnel
studies. It therefore represents an important stepping stone in the develop-

ment of integrated wind erosion models.

The model described here was derived by Gillette and Passi (1988) to estimate
the total dust production for the USA. It uses detailed soil and land data avail-
able from the USDA, wind data from the Wind Energy Resource Information
Centre (WERIC), and a theoretically derived emission function Q. Therefore
while still using some empirical data, it is basically driven by the value of the

physical parameters u, and u,:.

3.4.2.2 Operation

The dust emission scheme of Gillette and Passi (1988) is based around the
following equation:

N co
E=CY Rig(L)AAT / G(U)p:(U) dU (3.8)
1=1

Uti

where F is the mass of dust emitted in time AT, C is a constant, N is the
number of different soils, R; is the effect of roughness, g(L;) effect of the length
of the field L;, G(U) is the vertical mass flux of dust as a function of wind
speed, A; is the area of the field being considered, p;(U) is the Probability
Density Function (pdf) of wind during the period of interest and Uy; is the 7'th
threshold wind speed.
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In Equation (3.8), G(U) has the following form:

G(U) = Cyc2U* (1 - %) (3.9)

where C; is a constant, c, is the coefficient of drag, U is the average wind
speed and U; the average threshold wind speed. This was weighted in Equa-
tion (3.8), by the pdf, which was assumed to follow the two-parameter Weibull

distribution. This distribution can be written as:

(V) = (%) (g) . {—%k] (3.10)

where ¢ and k are parameters determined from the wind speed distribution

data.

The threshold friction velocities (u,:) were obtained from the experimental
studies of Gillette et al. (1980, 1982), and Gillette (1988) and assigned to var-
ious regions of the USA depending on predominate type of land use in that
region. The roughness was evaluated using the function derived by Armburst
et al. (1964), since values of this function were listed in the USD!% data set.
The effect of field length was ignored, thus it was assumed that g(L) ~ 1.

Using these values the integral in Equation (3.8) was evaluated for all wind
speed above threshold for each sub-area. The N sub-areas were then added
together to obtain the total dust flux. The resulting dust flux was weighted by
9(L;), At and the area A;. C was obtained by calibration. It is also assumed
that the soil parameters remained constant during the period At and that the

effects of vegetation, roughness and moisture can be built into the U; value.

3.4.2.3 General discussion

One of the key features of this approach is that this was one of the first models
to formally relate U and U, to dust flux (Equation (3.9)). This relationship has
since been used in a number of other models, such as the Wind Erosion As-
sessment Model (WEAM) of Shao et al. (1996). It is this relationship therefore
that has formed the basis of much of the modelling undertaken in the last 15

years.
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Using this approach it is not possible to predict changes in the u,; on an event
basis or show how it changes within a given land type per event. Thus, values
used are based either on long term averages or measured values taken at
one point during the season. While the use of such estimates may provide
reasonable estimates of wind erosion on a regional scale, they provide little
information about any spatial changes in erodibility of the surface on a local
scale. These spatial changes in erodibility are likely to be a distinguishing
characteristic of individual events within the Channel Country. Thus it is
extremely hard to make informed environmental management decisions for
areas such as the Channel Country with little knowledge of how seasonal

effects alter the spatial distribution of dust source areas.

This approach differs from DSism in that it provides estimates of the dust
flux and mass of soil removed. In contrast, DSism provides inforfnation about
how soil is being moved within rangeland environments and how this varies
between events. The process i.nformation obtained from DSism can then be
incorporated into models, such as Gillette and Passi (1988), to provide better

estimates through space and time.

3.4.3 The wind erosion assessment model (WEAM)
3.4.3.1 Background

This model was one of the first integrated models to be applied specifically
to Australian conditions. It was jointly developed by the CSIRO (Raupach)
and the University of New South Wales (Shao) in the mid 1990’s. The major
purpose of the model was to provide a quantitative estimate of wind erosion
rates in Australia. It has since been used as a basis for a continental dust

transport model, which is discussed further in Section 3.5.2.

Essentially, this model combines many of the current theories relating to wind
erosion into a single model by describing the influence that climate, soil, veg-

etation and land use have on wind erosion rates.
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Figure 3.3: Schematic showing how various climatic and surface properties are in-
cluded in the WEAM (Shao et al., 1996).

3.4.3.2 Operation

The fundamental concept that underpins WEAM is that the threshold friction
velocity (u,) is determined by the soil surface conditions, land use and soil
moisture, while the friction velocity (u,) is determined by climatic conditions
and the roughness height (Shao et al., 1996). This is shown schematically in
Figure 3.3.

The model predicts streamwise dust flux @ and vertical dust flux F. In order
to determine both these quantities the model is based around the sand trans-

port equation of Owen (1964), which states that for soils of uniform particle
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size d the streamwise transport rate is given by:

Q(u,d) = %[l*(%ﬂﬂ ke

0 Uy < Uy

(3.11)

where ¢ is a constant (= 1), p is air density and g is acceleration due to gravity.

In WEAM, Equation (3.11) is used with multiple size distributions by assum-

ing that the dependence of @ on u, and u, is not significantly altered by the

presence of other particle sizes. With this assumption @ can be estimated by:
d2

Q= . Q(ds)p(ds)(fds ) (3.12)

where d; and d, are defined respectiveiy as the lower and upper particle size

limits of the saltation cloud, @ is the transport rate of each particle size, and

p(ds) is the pdf particle size distribution of the soil.

In order to predict F' for multiple particle size soils, Shao et al. (1996) divided
the particles into dust and sand at the size d = d;, where d; was determined as
the diameter in which the deposition velocity fell below a critical value. Thus
the dust fraction d; was defined as particles for which the size was between
0 and d; and the remaining particles were defined as saltation d,. Based
on the results of Shao et al. (1993b), the vertical dust flux 7, of particles of
size dy induced by saltation bombardment 6f sand particles of size d, can be
approximated by: |

-  2pBr9
Fy(dg,ds) = WQ“ (3.13)

where p, is the density of the dust particles, p is the density of air, 8 is an

empirical parameter determined from experiment, v is the ratio of Unz-; U ,

where Uy and U; are the takeoff and impact velocities of the saltating particles

respectively, Q, is the saltation flux of particles of size d,. Thus the total

vertical flux is given by integrating over all particle sizes:

da dy
F= f F(da, d,)p(da)p(ds) 6dadd, (3.14)
di o

where p(d,) and p(d;) are the pdf’s of the saltation and dust fractions respec-
tively.
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The threshold friction velocity (u,;) is the key parameter in the model, as both
Q@ and F depend directly on its value. WEAM assumes that the value of the
threshold friction velocity (u,:) is a function of the particle size (d;), the frontal
index of surface elements (\) as defined by Raupach (1992), soil moisture (w)
and the hardness of the surface crust (S.). Therefore, the threshold friction
velocity (u,:) can be written mathematical as:

_ ux(ds,0,0,0)

= ROVH@w)S. (3.15)

u*t(ds: AW, C)

where u,+(ds, 0, 0,0) was approximated from the model of Greeley and Iverson

(1985), R(A) is the ratio of z'*ts where u,s is the threshold velocity of the
*tR

bare surface, and u,:r is the threshold friction velocity of the rough surface,
and H(w) is the ratio of

Uitw

- where u,:, is the threshold velocity of the wet
*td .

surface, S, is the hardness of the surface crust and wu,:y the threshold friction
velocity of the dry surface. The parameters R(\), H(w) and S, are estimated

based on the result of wind tunnel experiments carried out in the area.

3.4.3.3 General discussion

As with the Gillette and Passi (1988) model, this model relies on the prediction
of u,:, however in this case the value is determined by Equation (3.15). This
approach has similar problems to the Gillette and Passi (1988) approach when
considered in terms of the Channel Country. In particular, for areas such as
the Lake Constance claypan, it is hard to determine values for R, H and S., as
these can vary substantially across the claypan and through time. Thus for
such models to work successfully in these areas it is necessary to understand

how these values change between events.

It is this spatial and temporal variability in surface erodibility that Shao et al.
(1996) alluded to as one of the possible reasons for WEAM’s poor performance
at certain periods of a field trial. This field trial was carried out on cultivated
land in south-eastern Australia. In contrast to the Channel Country, the sur-
face conditions of this cultivated field site were much more uniform. Given

this difference between the locations, one would éxpect that spatial changes
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in erodibility would play a more prominent role in the Channel Country. In
order to understand the role of wind erosion in the Channel Country and if
spatial variations in erodibility are in fact responsible for WEAM’s poor per-
formance at such times, it is crucial that we understand the effect that spatial

variations have on dust measurements.

3.4.4 The fugitive dust model (FDM)
3.4.4.1 Background

The Fugitive Dust Model (FDM) was developed by the United States Envi-
ronmental Protection Agency (USEPA) in the 1990Q0’s to predict the impact of
rural dust on urban air quality. The model is essentially a modified version
of the standard Gaussian Plume air pollution model (details of which can be
found in Hanna et al. (1982) and Zannetti (1990)) in that it used a gradient-
transfer deposition algorithm. It was also one of the early air pollution models
designed to run on a desktop PC under the MS-DOS operating system. The
details below are a summary of its operation, is largely based ‘on the FDM

user guide (Winges, 1992) supplied with the model by the USEPA.

3.4.4.2 Operation

The general equation governing the pollutant transport and dispersion of uni-

form particles in the atmosphere is given below:

Ox ©0 ,0x ©0 _0Ox 0 _ 0x dx ox
X _ g X, 9pgdX, 9poX 9%, ,9%% .
ot Bz oz By Yoy 8z 0z oz T VB (3.16)

where ¥ is the concentration (g/m?®), z,v and z are the spatial coordinates,

K., K,, K, are the eddy diffusivity in the =,y and z directions respectively, ¢ is

time, u is the wind speed and v, the gravitational settling velocity.

The FDM makes a number of assumptions in order to achieve an analyti-
cal solution to Equation (3.16) (Winges, 1992). Firstly, the diffusion in the z

direction is small compared to the advection by the wind in that direction.
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Secondly K., K, K, are assumed to be functions of downwind distance only.

Thus Equation (3.16) simplifies to:

Ox _ . x ?x . 0x
u% —Ky“é—y—2+Kz@+Ug?a; (3.17)
It is further assumed that K = K, = K, is constant, and that o?(z) =
2 / K dz, Thus, we get:
U Jo
2
K=22 (3.18)
2z

Solving Equation (3.17) under these assumptions gives:

. - @ uexp( yz)exp(—vg(z—h)x/iﬁ_,ugﬁz)

2mo,0, 202 o,

[exp(ﬂ) +exp(ﬂ) (3.19)

202 2072
—(z+ h)?

— 4+/mv, B exp (—2) exp 7zerfc(7):[

202

where: @ is the emission rate, y is the crosswind distance, z is the vertical
height, o, and ¢, are the dispersion parameters in the crosswind and vertical

direction respectively, h is the release height, v, is the gravitational settling

. . . "2z h
Y g is the deposition velocity, v = /2 +Z + B =

2 o;u \/§U

and z is the downwind distance.

velocity, v; = uq —
z

V20,u

By assuming that K is constant and using the standard pasquill functions

for o, and 0., then Equation (3.19) does not conserve mass. The resulting
concentration is corrected by numerically calculating a correction term which
is added or subtracted from the calculated concentration. However, this cor-
rection is not calculated for each case, but estimated using a least squares
fit to the previously calculated values. These corrections are significant for

particles larger than 10 um in diameter.

The FDM also allows the user to specify emission rates as a function of wind
speed, in two ways. Firstly emission rates can be specified as a simple power

law:

Q@ = Qov’ (3.20)
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where @ is the emission rate; @, is a constant; u is the wind speed and s
the wind speed dependence parameter. The second method allows the user to

specify a threshold wind speed, by using the following equation:

Q= Q1+ Q2(u— up) (3.21)

where @, is the background emission parameter; @, is a constant; u, is the

wind speed threshold and b is the wind speed dependence parameter.

Sources are assumed to be either points, lines or areas. For lines the con-
centration is calculated using the integral version of Equation (3.19). Area
sources are assumed to consist of a number of line sources. Two algorithms
exist in the model for breaking these area sources up into line sources. The
first simply divides the area up into 5 lines. The second uses a convergence
criteria, in that it keeps adding lines until the calculated concentration is less

than 1% of the previous value.

While the FDM calculates the concentration for a number of particle sizes, it
only outputs the final bulk concentration (sum of all the particle size concen-
trations) and at a limited number of detector sites. This concentration is also
assumed to be averaged over either a 1-hour, 3-hour, 8-hour or 24 hour period.
In addition, it assumes that there is a significant reflection of the plume from
the surface, and that there is no plume rise due to heating or topographical

effects.

3.4.4.3 General discussion

The FDM approach shares several conceptual elements with the modelling
approach described in this thesis, but there are also significant differences.
In particular the approach taken here uses the Land Erodibility Index (LEI)
developed by McTainsh et al. (1999) for the Diamantina National Park (DNP)
site to adjust emission rates from a base value rather than requiring the user
to define emission rates for each of the land systems as required by FDM.
Another clear distinction between the two approaches is the time periods that

dust concentrations are averaged over. In FDM the output dust concentration
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represent the average concentration over either a 1-hour, 3-hour, 8-hours or 24
hour period, while in the approach taken in this thesis the dust concentration

represent the average dust concentration over the event being considered.

In the approach taken by FDM, WEAM and Gillette and Passi (1988), the
definition and allocation of source area properties is the key used to drive the
models. This approach works when it is easy to identify and quantify the
characteristics of source areas in the field or by satellite imagery. However, in
cases like the Lake Constance claypan it is hard to identify source area bound-
aries and quantify source characteristics. The approach taken in this study,
uses the information found in the dust concentration profile as a prediction of

source characteristics and spatial patterns within the claypan.

Another significant difference between the FDM énd the approach taken in
this study is how particle size issues are handled. Here the user can set
different emission rates for each particle size class in the model, in contrast
FDM assumes that the emission rates are equal for each particle size. Thus,
the approach used here allows the user to simulate the effect that different
particle size emission rates would have on the resulting dust concentration

and compare these to observed particle size affects.

3.5 Continental/Global climate models

In atmospheric studies, dust emissions have been the subject of research since
the early 1990’s. Early studies by Tegen and Fung (1994, 1995) were unsuc-
cessful in reproducing the intensity of dust emissions and atmospheric dust
concentrations. Part of the problem with these early attempts related to the
simple dust emission scale used. These emission schemes assumed that the
spatial-temporal variations in dust emission rates were due only to variabil-
ity in wind velocity. They did not account for variations in surface features,
which also play an important role in determining wind erosion rates. Sev-

eral models have since been developed that have improved erosion schemes
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that account for surface properties (Marticorena and Bergametti, 1995; Mar-
ticorena et al., 1997; Shao and Leslie, 1997). Due to the similarities in terms
of processes between these models and the fact that few have been applied
to Australian conditions, only the models of Knight et al. (1995) and Lu and

Shao (2001) are discussed in detail in this review.

3.5.1 The Knight et al. model
3.5.1.1 Background

One of the major challenges in wind erosion research is estimating the dust
loads that are associated with individual wind erosion events. These esti-
mates of dust loads are particularly important if the impact/cost of dust events
are to be accurately measured. Up until 1994, few estimates had been made
of the amount of material transported in individual dust events in Australia.
One of the first conservative estimates was completed by Raupach et al. (1994)
for the dust plume that blanketed Melbourne in 1984 (Fig. 1.1). This study
estimated that this event alone transported 2 + 1 million tonnes of topsoil.
The modelling of Knight et al. (1995) which is reported in this section, was
designed to estimate the dust load of a single large dust event which occurred
in the Simpson Desert—Channel Country region of western Queensland in
1987. It differs significantly from the Lu and Shao (2001) model reviewed in
the next section, in that it used a different algorithm to determine the erosion

area and the amount of material entrained.

3.5.1.2 Operation

Surface weather data from the Bureau of Meteorology were used to provide a
first indication of the dust source regions and the dimensions of the resulting
dust plume. Further information on the dust source and plume movements
were obtained by back-trajectory analysis using 6 hourly meteorological data

on wind speed and direction. This back-trajectory analysis traced parcels of
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dust laden air back from the coast to the potential upwind source areas. These

trajectories converged on an area near Birdsville (Fig. 3.4(a)).

The entrainment and transport of dust were modelled, using a series of linked
boxes. The back-trajectories and surface weather data were used to define
the locations and extent of the boxes, shown in Figure 3.4(b). The processes

considered important in each of the boxes are as shown in Figure 3.5.

The model makes the following assumptions: (1) dust concentrations are ho-
mogeneous within each box; (2) the cross—wind and vertical dispersion is in-
stantaneous within each time interval; (3) the source strength is constant
over space and the time interval used, and this does not vary with height;
(4) dust is not lost or gained through the ceiling of each box; (5) the deposi-
tion, advection and dust ceiling heights are constant; (6) the dust particles are
chemically inert; and (7) losses occur only as result of washout, dry deposition

and advection.

Based on these assumptions, the change in dust concentration (AX) in a box
with entrainment rate S, volume V and basal area A over the time interval

At can be written as:

AX = dust mass in - dus;ii mass out + SAAt , (3.29)

where dust mass consists of material entering from the previous box and dust
mass out consisted of material leaving the box as a result of advection, dry

and wet deposition.

As entrainment rates were not known for the Birdsville box, these were es-
timated by inverting the box equations to isolate the Birdsville entrainment

term. Once estimated this data is used to solve the standard problem.

3.5.1.3 General discussion

The Knight et al. (1995) approach like FDM, WEAM and Gillette and Passi

(1988) uses the source definition to drive the model. However, unlike these
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Figure 3.4: (a) The backtracked air parcel trajectories as calculated by Knight ef al.

(1995) for the 1987 event. The major source area identified by Knight
et al. (1995) is shown in red. (b) The corresponding boxes used by Knight

et al. (1995) to model the 1987 event.
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Figure 3.5: Processes included in the Knight et al. (1995) model on a per box basis.

other models the Knight et al. (1995) approach uses a recorded dust concen-
tration to estimate the initial dust enﬁission rates, instead of calculating it
from values of roughness, and other soil conditions at the source. In order to
simplify calculations, Knight et al. (1995) assumed that emission rates were
constant throughout Box 1, however, surface conditions would have been far
from uniform throughout Box 1. This raises the question of just how much do
spatial variations in erodibility affect the predicted dust loads and: dust con-
centrations downwind? Evidence presented by Lu and Shao (2001) suggests
local spatial variations in erodibility can result in significant changes in these
estimates. Thus, to achieve accurate predictions it is important to understand

the local spatial characteristics of any given land type.

The importance of getting the spatial emission rates correct, is further illus-
trated in a study of land type erodibility for a single dust storm in the Channel
Country, undertaken by McTainsh et al. (1996) (Table 3.1). This study consid-
ered three erodibility scenarios. In Scenario I, McTainsh et al. (1996) made
the same assumption as Knight et al. (1995), that the erodibility of the source
area was uniform. Under this assumption McTainsh et al. (1996) obtained a
soil loss rate of 38-1 t/km?. In reality (as Scenario IT in McTainsh et al. (1996)
describes) the main land types were eroding at significantly different rates.
For example, the dunes land type was actually eroding at 100 times the rate

assumed in Scenario I.

If the relative erodibilities and spatial coverage of the sources had been
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Table 3.1: Estimated soil loss rates in t/km? under three scenarios for a dust storm
in the Queensland Channel Country on 1 November, 1994. Source: Mec-
Tainsh et al. (1996).

Scenario
Land Type I I i
Dunes 3892 124-4
Alluvium 381 151.2 2088
Downs 19 1-9

known, then clearly Knight et al. (1995) could have made a much better
estimate of the source strength. However, the Knight et al. (1995) model
would not have been able to use this information to describe soil loss from
the different land systems, as the model cannot handle more than one source
area. It is often the case, howéver, that there are several dust source areas
within a land type. DSism is designed to simulate the interaction of various
sources, and their effect on the resulting dust concentration. This new sim-
ulation model also allows the user to do sensitivity testing, to détermine the
effect source strength and location have on downwind dust concentrations

profiles.

Another result to come out of the McTainsh et al. (1996) study, is the sensi-
tivity of soil loss to changes in land type area. In Scenario III the area of
the dunes is increased over Scenario II by 5% points (i.e., that is from 18% to
23%), while the area of alluvium is decreased by 5%. This results in a large
change in the soil loss rates from the two land types (Table 3.1). The Knight
et al. (1995) model, would not be able to describe the effect of this change,
whereas DSism is able to simulate the effect that such a change would have

on downwind dust concentrations.

To summarise, the approach taken by Knight et al. (1995) cannot be easily
adapted nor was it designed to explore the effect that such spatial changes in

erodibility on the local scale has on the resulting dust cloud or dust loads. The



70

model/experimental approach taken in this thesis however uses the idea that
the dust concentration profile can be viewed as a signal to provide a means
of increasing the spatial resolution within a given land type. Using such an
approach it has been possible to gain additional information about the role
that spatial erodibility plays within a given land type and the likely processes

that are occurring at the local scale within the Channel Country.

3.5.2 The Lu and Shao model
3.5.2.1 Background

The Lu and Shao (2001) model extends the Wind Erosion Assessment Model
(WEAM) (Shao et al., 1996) to a continental scale by incorporating a transport
component. It is essentially a more refined version of the original extension
proposed by Shao and Leslie (1997). The differences between these models

are now discussed.

3.5.2.2 Operation

The wind erosion emission scheme used in the model is an improved ver-
sion of the WEAM, in that both the estimate of threshold friction velocity
(ux(ds, 0,0,0)) and Dust Flux (F) were improved, based on the experimental
work of Lu and Shao (1999), and Shao and Lu (2000). In addition to this, the
model uses Geographical Information System data to estimate the parame-
ters in order to run the WEAM section of the model. The outputs from this

model are then fed into the transport model that is outlined below.

The concentration of the 7'th particle size is ¢; = ¢(d;), and thus the total

concentration is given by:

N
Chotal = ) C> (3.23)

=1

where N is the total number of particle size classes used in the model.

The concentration c; is obtained by solving the dust concentration equation in
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o-coordinate system as defined by Phillips (1957):

Opsc; +3p5uc,- Op,ve;  Oc;

3.24)
o Bclp. 8. Oclp ¢>0 . 8c/p (
ZKpp—tlyp T K g “ bl
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subject to the boundary conditions
e
ci(pso + gpwys) — —K,.p° = gpF;, at the surface, and (3.25)

5

dci/p

3% 0 at the top, (3.26)

where K is the horizontal diffusivity which is assumed to be equal in the z
and y directions, K,, is the vertical diffusivity, w,; is the settling velocity of the
1'th particle size, F; is vertical dust flux of the ith particle size, u,v and ¢ are
the respective wind velocities, p; is the surface préssure, g is the acceleration

due to gravity and p the density of air.

3.5.2.3 General discussion

The Lu and Shao (2001) model is essentially a refinement of the Shao and
Leslie (1997) model, and the comparison between these two approaches is
significant in terms of this study. This fine tuning resulted in a total dust
estimate of 1.2Mt compared to over 6Mt for the Shao and Leslie (1997) model

for the same event.

There are two important implications of the above result. Firstly, that even
minor spatial alterations in emission rates can cause significant variations in
model estimates. Which is consistent with the conclusions of McTainsh et al.
(1996). Secondly, if the total dust emission is to be estimated accurately, it
is important to understand how erodibility varies spatially within each land
type used in the model. This thesis uses the simulation/experimental relation-
ship developed in the following chapters, to examine the affect that changes

in erodibility within a land type has on the resulting dust concentration.
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3.6 Summary and direction of this research

In the above discussion it should be apparent that the spatial variability in
erodibility is a major factor in determining any reasonable dust estimate.
Most models therefore have assumed that wind erosion within any given land
type is uniform and varies little through time. These models also rely heavily
on the user being able to clearly define boundaries for land types and pro-
vide sufficient information to define the emission rates for various land types.
Unfortunately none of these models are able to describe spatial changes in
erodibility within any land type, without large amounts of data, which often

cannot be readily obtained for remote study sites.

The modelling/simulation approach taken in this thesis is different, in that it
assumes that dust concentration profiles within the study site reflect the char-
acteristics and spatial distribu_tion of dust sources upwind. Thus, the model
developed in the following chapters is designed to output detailed dust concen-
tration profiles at any point within the study site. These modelled/simulated
dust concentration profiles are then compared to actual dust concentration

profiles observed within the study site.

The dust concentration profile is viewed as a signal, which is an amalgam of
information about the dust sources and pro'cesses in operation during a spe-
cific event. By comparing the recreated signal against the actual signal, it is
possible to confirm if the modelled signal has all the information contained
in the original signal. If the simulation model does not successfully recre-
ate the signal, then this shows that the simulation needs to be modified in
some fashion to reproduce the information in the original signal. Such an ap-
proach enables the user to begin to understand how the characteristics and
spatial variations in dust source areas interact with other processes in opera-

tion within the study site, to produce the observed dust concentration profiles.
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Chapter 4

Experimental methods, model

structure and sensitivity testing

4.1 Introduction

A key issue in the understanding of the spatial aspects of wind erosion is
how spatial changes in erodibility affect wind erosion rates and the character
of wind—eroded sediments. Neither experimental measurements nor mod-
elling alone provide an adequate answer. The integration of modelling and
experimental approaches needs to be considered. In taking this approach it
is important to appreciate the limitations imposed by modelling and experi-
mentation. This chapter outlines some of these limitations and provides some

initial background to the simulation model developed for this study.
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4.2 Experimental implications

A large amount of wind erosion data is available from the study site, as field
studies have been undertaken since 1994. While this data has been used to
study dust emissions and erodibility of various land types (Nickling et al.,
1999; McTainsh et al., 1999), it has not been used to study any of the spa-
tial aspects of wind erosion within the Channel Country. In order to use this
data it is important to understand the experimental methods used in its col-
lection and the limitations that these methods place on any simulation model

developed for the Channel Country.

4.2.1 Two metre wind vane sampler towers

Wind vane samplers were set up at all Sites A to I, at Diamantina National
Park (DNP), as shown in Figufe 2.3. These samplers were modified from the
original BSNE design of Fryrear (1986) by the addition of a rainhood. The
dimension and design of these traps are shown in Figure 4.1. At each site
these samplers were set up, as a single array, as shown in Figﬁre 4.2. The
heights of the samplers within the array were 0.07m, 0.5m and 2m at all sites
except Site A and Al, where the heights were 0.07m, 0.25m, 0.5m, Im and

2m. Sediments from these arrays were collected on a weekly basis.

A study of the efficiency of the five sampler arrays against three sampler
arrays of wind vane samplers within the field site, was undertaken by Love
(2001). This study showed less than a 2% difference in the total sediment
flux between the two types of arrays. This result suggests that having more

samplers does not significantly improve the calculation of sediment flux.

Wind vane samplers were used at this remote field site, since they do not re-
quire power to operate, and are easy to construct, repair and service in the
field. These samplers have a sampling efﬁcienéy of between 86% and 95%
under some conditions (Shao et al., 1993a; Fryrear, 1986). However, the ef-

ficiency decreases with particle size, with the efficiency dropping to under
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Figure 4.1: Wind vane sampler design used at the study site.

40% for particles less than 10pm (Goossens and Offer, 2000). This drop in
efficiency with particle size, Goossens and Offer (2000) attribute to the diver-
gence of flow around the wind vane sampler. Small particles tend to follow

these diverted streamlines, rather than being collected by the sampler.

These wind vane samplers were in operation within the study site, during the
periods shown in Table 4.1. Table 4.1 also shows what wind vane sampler

sites were in operation during the various periods.

Table 4.1: Wind vane sampler operational periods

Start Date End Date  Sites in operation
12/8/1995 6/11/1995 A,B,C,D,E,F,G
15/7/1996  28/10/1996 A,B,C,D,E,F,G,H,I
9/7/1996 21/7/1997 A,B,C,D,E,F,GH,I
25/5/1998  17/5/1999  A,B,C,D,E,FK,G,H,I
17/5/1999  26/5/2000 A,A1,B,C,D,E,F,G,H,I
26/5/2000 14/5/2001 A,A1,B,C,D,E,F,G,H,I
15/5/2001  29/4/2002  A,A1,B,C,D,EF,GH,1I
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Figure 4.2: 2m tower containing 3 wind vane samplers, as set up at Site A.
4.2.2 Ten metre semi-isokinetic sampler towers

Semi-isokinetic sediment samplers partly overcome the sampling problems
associated with the passive wind vane samplers, by providing active suction.
This suction, was obtained by connecting a high volume vacuum pump to
the sampler, via flow meters and a filter box. The power for the pump was
supplied by a petrol generator. The system was automatically activated once
the wind speed exceeded a pre-determined threshold for dust entrainment,
since it was not possible to tend the equipment on a 24-hour basis. Details
of this measurement system are provided by Nickling et al. (1999). These

samplers were set up in tower arrays at heights of 2m, 3m, 5m and 10m. A
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Figure 4.3: 10m tower containing 4 semi-isokinetic samplers, as set up at Site A.

maximum of two 10m sampling towers were set up on the Lake Constance

claypan at any one time.

The pre-determined wind speed threshold for activating the sampling system
was set to 8ms~! (1 minute average), based on field observations. Once acti-
vated the samplers would run for a 15 minute period. After this period the
wind speed was automatically checked again and if it was still above 8ms™*
the samplers would then run for a further 15 minutes. If the wind speed, how-
ever, was below 8ms~! the samplers would shut down. Once shut down the
wind speed was checked on a per minute basis and the process began again if

the windspeed exceeded 8ms™*.

These 10m semi-isokinetic were run at the times and sites specified in the



79

Table 4.2. This table also details the number of events recorded during each

of the sampling periods.

The 10m semi-isokinetic towers provide data on vertical dust concentration
profiles within the Lake Constance Claypan on an event basis. Whereas the
2m wind vane towers were used extensively throughout the study site, and
over the 7 years (1994 to 2000) provide a spatial picture of the wind erodibility
of various land types within the study site. As such they are an important tool
in establishing the wind erodibility of the various land types. By comparing
these two data sets via a simulation model, new information about the spatial

aspects of wind erosion was obtained.

4.2.3 Particle size analysis

Once collected, dust samples were analysed using the method of McTainsh
et al. (1997) to determine the particle size distribution. This method requires
the use of a Coulter Multisizer. Details of the operating principles of the Coul-
ter Multisizer are described in Shao (2000), and therefore are not provided
here. However it is important to note that, firstly this analysis can be per-
formed on extremely smaﬂ samples, which makes it ideal for analysing dust
samples collected at the field site. Secondly, that it produces a high resolution
particle size analysis of dust samples, since the pérticles are classified into

256 size classes.

Table 4.2: 10m semi-isokinetic samplers operational periods

Start Date End Date Sites in operation Number of events collected

13/8/1995  25/9/1995 A 12
18/7/1996  1/10/1996 A 9
1997 No 10m towers in operation

1998 No 10m towers in operation

1999 No events recorded

17/8/2000  26/9/2000 A,Al 8
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4.2.4 Meteorological measurements

To track variations in wind speed, direction, temperature and pressure within
the field site, a weather station was established at Site A. At this weather sta-
tion, wind speed and direction were measured at each of the semi-isokinetic
sampler heights (2m, 3.1m, 5.8m, and 10m), while pressure and temperature
data were recorded at 2m and 10m. A data logger recorded the measurements

at 1 second intervals for later analysis.

4.2.5 Vegetation and soil surface measurements

Over the monitoring period vegetation cover and surface conditions within the
study site were observed to change dramatically on an annual basis (compare
Figures 4.4 and 4.5). Similar changes have also been observed within a given
season, though not on the same scale (Strong, 2001). It is also clear that
vegetation cover and surface conditions on the Lake Constance Claypan can
change spatially within a few metres (compare Figures 4.5 and 4.6). Such
temporal and spatial changes in vegetation cover and surface conditions are
more diverse within the Lake Constance claypan than in an equivalent sized
cultivated field where the conditions would be more uniform due to human
intervention. Consequently wind erosion within the study site is likely to

exhibit quite complex spatial and temporal changes.

Ground surveys were undertaken at various stages during the 94-99 mea-
surement seasons (see Table 4.3 for measurement periods). Initially these
ground surveys consisted of taking four 300m transects due North, South,
East and West of each wind vane sampler site and recording the frequency of
various surface conditions using step points along each transect. These tran-
sects were permanently marked, so that the direction was consistent between
surveys. Surface conditions were distingushed visually at each step point,
and classified according to their surface morphology and vegetation type (if
any). Photographic records were kept of each surface condition. The surface

conditions were classified into the following broad categories: sealed clay, clay
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Figure 4.4: Surface conditions and vegetation cover at Site A during the 1995 sea-

s01.

Figure 4.5: Surface conditions and vegetation cover at Site A during the 2000 sea-

son. Note the dramatic increase in grass cover compared with Figure 4.4.

skins and curls, rippled clay, sand/silt deposits, gibber, wind sheeted, shrubs,
standing plants and grass cover. Photographic examples of some of these sur-

face types are given in Figure 4.7. These ground surveys provide a measure
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Figure 4.6: Surface conditions and vegetation cover (classified here as small stand-
ing plants) at Site Al during the 2000 season. Note the difference in
surface conditions compared with those at Site A (Fig. 4.5).

of the variability in surface conditions within a 300m radius of the wind vane

sampler.

Table 4.3: Ground survey measurement dates

Dates over which surveys completed Sites included in survey

12/8/1995-15/8/1995 AB.C,D,EF,G
2/11/1995-4/11/1995 AB,C,D,EFG
14/7/1996-17/7/1996 A,B,C,D,E,FG,I
26/10/1996-29/10/1996 AB,C,D,E,F,G,I
21/7/1997-24/7/1997 A,B,C,D,E,F,G,I
24/11/1997-28/11/1997 A,B,C,D,E,F,G,I
11/5/1998-14/5/1998 A.B,C,D,E,F,G,H,I
8/7/2000-9/7/2000 AB,C,D,E,F,G,H

In the 2000 field season, 500m upwind transects were measured and the sur-

face conditions were recorded every metre after wind erosion events (i.e., they
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(c) Silt and sand deposit (d) Rippled clay surface

(e) Gibber surface (f) Wind sheeted surface

Figure 4.7: Photographic examples of different surface classifications
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provide post event surface data). The same methodology, as outlined pre-
viously for the ground surveys was used to classify surface conditions along
these transects. The direction of these transect was determined from wind

direction data recorded during the wind erosion event.

In contrast to the ground survey, these upwind transects provided useful in-
formation about upwind spatial changes in surface conditions between events.
A major drawback with these transects is that they usually only provide infor-
mation on vegetation and surface conditions after the dust event. However, if
successive events had winds from the same direction then information would
be available on pre and post upwind vegetation cover and surface conditions

for one of the two events.

Measurements of Loose Erodible Material (LEM) were made on several of the
surfaces identified in the ground surveys, during May 1995, July 1996 and
July 2000, using a “Succo”, which is shown in Figure 4.8. The “Succo” con-
sisted of a portable vacuum pump connected to a loose material trap via a
vacuum hose. The hose was held at 2.5¢cm above the soil surface as it was
passed over a 1m? area of the surface, at a constant rate. After passing over
the whole sample area, the material was collected for weighing. Three repeti-
tions were completed for each surface type. The LEM data collected was used

as a measure of the relative erodibility of the soil surface.

4.3 Dust source interaction simulation model

(DSism) — model structure and assumptions

The objective of the simulation model developed here was to encapsulate the
environmental influences upon wind erosion outlined in Chapter 2. However,
the ability of the simulation model to describe this behaviour is dependent
on the availability of experimental data for any given site and other mathe-
matical and computational considerations. This section details both the as-

sumptions and structure of DSism in terms of the above considerations. In
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Figure 4.8: “Succo” in operation at the study site.

particular, it describes how DSism encapsulates dispersion/advection within
the local area. As such it is largely based on the information presented by
Butler et al. (1996).

One means of modelling the relationship between the various environmental
influences is to solve the dispersion/advection equation:

ac+u6—c+v—3—q+w£=8+£f{z£+3!(ac aKzg—f

8t oz oy Oz oz oz oy Yoy - @D
where u,v,w are the wind components in the z,y, z directions respectively,
C = C(z,v,2,t) is the concentration at time ¢{. Velocity fluctuations due
to turbulence are included in the K’s, while S = S(z,y, 2,t) is an emission
term. To obtain analytical solutions to Equation (4.1) from a single point
source requifes a significant number of simplifying assumptions (Zannetti,
1990; Eltayeb and Hassan, 2000). Even numerical schemes designed to solve
Equation (4.1) are subject to numerical instabilities (Hanna et al., 1982). The
simplest analytical solution to Equation (4.1) is the Gaussian plume solu-

tion, which is achieved under the assumption that K, u, v, and w are constant

(Hanna et al., 1982). This solution has been used in a number of air pollution
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modelling applications, since it is conceptually simple, well understood; and
extremely robust (robust in the sense that accurate estimates can be achieved
using a minimum of data and when some of the model assumptions have been

violated).

The Gaussian Plume dispersal model is therefore at the heart of the Dust
Source Interaction Model (DSism) developed here. However in order to use
this type of model at the study site, and make use of the experimental data

available several assumptions are required.

As no data is available on real time changes in emission rates or dust concen-
trations from the study site, it was assumed that dust sources on any given
land type within the study site had a constant emission rate (Q) within an
event. This assumption has several implications for other aspects of DSism.
Initially it implies that using real time data for wind speed and direction in
the model would be difficult to justify, as it would not be possible to verify
predicted changes in Q. Thus wind speed and direction values used in the
model were averaged over the duration of any single dust event. In addition
since wind speed and direction measurements were only recorded at one site,
it was assumed that these were uniform throughout the study site. This as-
sumes that small climatological changes in wind speed and direction are not

a major factor within the study site.

By using a Gaussian Plume model, it is assumed that the dispersion of dust in
the vertical and crosswind directions follow a Gaussian distribution and is in-
dependent of particle size or shape. This assumption is known to break down
approximately 20km from the source (Hanna et al., 1982; Zannetti, 1990).
However by confining DSism to the local study site (less than 20km) this is-
sue is less important. Another consequence is that the effect of particle shape
is not included in DSism. If at some future time data becomes available on
how particle shape affects the dispersion, this could be built into the model by

modifying the dispersion parameters used in DSism.
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Initially several other assumptions were made to simplify DSism. The re-
laxation of some of these assumptions will be considered later in this thesis.

These assumptions are now discussed in detail.

Since the Lake Constance Claypan forms the major part of the study site and
has low relative topographic relief, it was initially assumed that the study
site could be viewed as a flat surface. Thus in terms of the model, it can be
assumed that the effective release height of the dust is Om, that is, all sources
are assumed to be ground based. It would be possible to relax this assumption
in the future, should more detailed 3D temporal topographical data become

available.

To further simplify the modelling, it was assumed that changes in erodibil-
ity due to vegetation, crusts, roughness, rainfall and saltation can all be ac-
counted for by changes in Q. In addition, it was assumed that no material is
re-entrained from the surface and that this effect can also be accounted for by
spatial changes in @. Initially it will also be assumed that there is no depo-
sition. While deposition is obviously an important wind erosion process and
is included later, its absence at this stage of the thesis will enable the spa-
tial and dispersion aspects of DSism to be explored prior to the introduction
of particle size affects. Its absence also makes it easier to verify that DSism

conserves mass.

Given these assumptions, Hanna et al. (1982) state that the average concen-

tration C(ugm=2) at a point (z,y, z) downwind of a point source is given by:

Q ~y’ ~2’
TO,0,U eXp(%rg P 202 )7 (4.2)

where z is the height above ground, y is the distance cross wind from the point

C(z,y,2) =

source, u is the average wind speed, and ¢, and o, are the Pascal dispersion

parameters in the y and z directions respectively.

The dispersion parameters (o, and o,) are assumed to be functions of down-
wind distance z and the turbulent stability of the system. Thus, the functional

form of these parameters is based on the pasquil stability categories outlined
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by Hanna et al. (1982). Initially, it is assumed that the dispersion parame-
ters follow the functional form outlined by Zannetti (1990) for rural neutral
stability conditions. Mathematically they take the form:

0.08z

O'y(iE) = W, and (43)
0.06z (4.4)

. = e—m—,.——
(2) V/1+0.0015z

4.3.1 Dust source configuration used in DSism

There is a need in this project for DSism to be flexible in dealing with spatially
discrete dust sources. This is illustrated by Figure 4.9 which provides an
aerial view of a typical distribution of dust sources in the midwest of the USA
during a dust event. In this figure, the dust sources are scattered and quite

distinct, in addition they appear to be of variable size and strength.

To achieve flexibility a point source is used within DSism to represent the ba-
sic dust source. Other sources such as line sources, were modelled by packing
these point sources together. By compressing/expanding this packing and also
increasing/decreasing the emission rate @, it is possible to simulate areas of

high and low erodibility.

In applying this idea of point sources to field conditions, the field site was
divided up into a number of crosswind lines (Fig. 4.10). Each of these lines is
assumed to consist of a number of distinct point dust sources. This approach
allowed the emission rate across any line to be easily varied by altering the
emission rate of any of the point sources. DSism was then able to simulate the
change in erodibility with changes in land type. It also allowed the density
of source lines to be compressed or expanded, enabling the effective emission
rate of any area to be altered. Thus, DSism can simulate areas of high and

low erodibility within a given land type.

It is further assumed that the concentration of dust does not affect the emis-
sion rate of a source. In reality, this assumption, is simplistic, since the re-

sults of Bagnold (1941), McEwan et al. (1992) and Gillette (1999) suggest that
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Figure 4.9: Aerial photo showing the spatial variation of wind erosion sources.
(Photo: USDA).

a feedback mechanism operates between the dust plume and the wind to limit

transport rates (see Section 2.3.2.4).

4.4 Sensitivity testing of DSism

To understand the influence that dust source area separation has on the dis-
tribution of dust within the local area, sensitivity testing is required. In this
sensitivity testing a variety of different source structures were used. The fol-
lowing sections detail the results of this extensive sensitivity testing. In par-
ticular, it examines the effect that different source structures have on both the
crosswind and downwind dust concentration profiles. The vertical dust con-

centration profile is not discussed here, but will be discussed once deposition
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has been added to DSism in a later chapter.
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4.4.1 Dust source area separation

To understand the effect that source area separation can have on simulated
dust concentrations, the source structure shown in Figure 4.11(a) was used to
seed DSism. The emission rate of the point sources that constitute the line
was set to 10ugs~'. The separation of the source lines was varied and the pre-
dicted crosswind profiles recorded at various downwind distances. However,
only the 10km downwind profiles are reported here (Fig. 4.11(b)), as they are

indicative of the behaviour observed at the other distances.

Figure 4.11(b) shows the three distinct crosswind dust concentration profiles
depending upon source area separation. These three distinct profiles are clas-

sified as:

Profile A - the dust plumes from each source has fully mixed producing a
crosswind dust concentration profile that is essentially the same as a

single source profile (the solid line in Figure 4.11(b)).

Profile B - dust plumes from each source have partially mixed producing
the flat crosswind dust concentration profile (the dashed line in Fig-
ure 4.11(b)).

Profile C - the dust plumes from each source have just started to mix, thus
producing two distinct dust concentration peaks (blue dotted line in Fig-

ure 4.11(b)).

Each of these crosswind profiles represents various levels of interaction be-
tween the dust source areas. In Profile C, each source produces distinct peaks.
Thus, the dust sources are sufficiently far apart for the dust from each source
to have only slightly mixed 10km downwind. This mixing increases as source
separation is reduced, until Profile B is reached. As source separation is fur-
ther reduced, the separate plumes completely combine and the final profile
(Profile A) is indistinguishable from a single point source profile or simple

Gaussian distribution.
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Figure 4.11: Crosswind dust concentration profiles corresponding to the three dif-

ferent source separations shown in (a). These profiles are taken along
the dust concentration profile line shown in (a), which is located 10km

downwind of the sources.
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The above simulations illustrate the limitations of the Knight et al. (1995)
model. This model assumes that given land types or source areas are of uni-
formly erodibility. The simulations above indicate that this assumption is only
valid if the sources have a small spatial separation in relation to the down-
wind distance of the monitoring point. This assumption of uniform erodibility
is not likely to be valid for the Lake Constance claypan. It is only by using
a simulation model, such as DSism, which can simulate the effect of spatial
changes in erodibility on the resulting dust concentration profiles, that the

spatial nature of wind erosion within the study site can be fully appreciated.

Lu and Shao (2001) claimed that the differences between their modelling re-
sults and those of Shao and Leslie (1997) (for the same event), could largely
be accounted for by spatial variations in emission rates across each of the
grids used in the model. The simulations presented here not 611137 support
this conclusion, but illustrate just how significant such variations can be. In
particular, they show that the‘distribution of dust within the local area de-
pends on the relative positioning of each source within it. Therefore, further
illustrating why it is important to fully understand how spatial variation in

dust source areas at the local scale propagate up to the continental scale.

Another advantage of using a Gaussian Plume model as the base for DSism
is that it is able to produce 3 dimensional dust concentration profiles
(Fig. 4.12(a)). This allows both the crosswind and vertical dust concentration

to be modelled for any given dust source configuration.

4.4.2 Downwind changes in dust concentration

In this section, sensitivity testing is used to explore how dust concentration
changes downwind as the plumes from various sources begin to mix. In un-
dertaking these sensitivity tests, a variety of dust source configurations sim-
ilar to those shown in Figures 4.13(a), 4.14(a), 4.15(a) and 4.16(a) were used.
However, once again, only a small number of simulations are reported here,

but these have been chosen as they are indicative of the behaviour observed
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Figure 4.12: Three-dimensional dust concentration profile produced as a result of
source layout shown in (a). Source 1 consists of point sources with emis-
sion rate 20ugs~* and Source 2 consists of point sources with emission

rate 10ugs~!.
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in all simulations.

Figures 4.13 and 4.14, show the change in dust concentration with distance
downwind, on different downwind profile lines. In Figure 4.13, the profile is
measured between the two line sources, and there is a gradual increase in
dust concentration as dust from the two source areas combine until a max-
imum concentration is reached. There is a gradual decrease as the plumes
disperse and mix. In contrast, in Figure 4.14, the profile line is in the centre
of a source, and the dust concentration decreases, until the dust from the sec-
ond source begins to mix, producing a slight increase in the dust concentration

before dust concentration decreases again.

This plume behaviour is consistent with how one might expect two dust
sources to combine. In the centre of two sources one would expect an initial
build up in concentration, as material is transported and dispersed into this
region. This increase should continue, until dust from the two sources are
well mixed. After this point is reached, dust is still being dispersed through-
out the plume, so there should be a slow decrease in the concentration. In
the centre of source 1 however, the concentration should initiall}f decrease as
dust is mixed and dispersed throughout the plume. This continues until dust
from source 2 begins to mix in. At this point there should be a slight increase
in the material present, thus causing the concentration to slow its rate of

decrease (or to actually start increasing) at that point.

Figure 4.15 illustrates how dust plumes from sources at two different dis-
tances downwind mix in the crosswind direction as they travel downwind.
Initially there is little mixing between the sources 5km downwind. However,
when the plumes have travelled an extra 5km a substantial amount of mix-
ing can be seen. It is also noticeable that the concentration peaks have been
equalising out between the plumes, as more material is dispersed through-
out the plume (crosswind and vertically). This continues until, approximately
20km downwind of the source, the crosswind concentration profile is much
flatter. It is this point where the assumption of the broadscale model of Knight

et al. (1995), regarding homogeneity of the plume, comes closer to being valid.
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Figure 4.13: Downwind concentration profile taken halfway between the two
sources. Source details: two 1 km line sources where each of the point

sources that make up the line are set to 10ugs™1.
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Figure 4.14: Downwind concentration profile taken in the centre of the first source.

Source details: two 1 km line sources where each of the point sources

that make up the line are set to 10ugs™1.
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Figure 4.15: Crosswind dust concentration profiles taken at three different down-
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The addition of a third line source on a crosswind line downwind of the first
set of sources, has little effect on the behaviour outlined above. However,
by comparing the results achieved by adding this third source at different
downwind distances (Fig. 4.16) from the initial two sources, one can clearly
see the dispersion effects predicted by the model. In particular in the 5km
case, it is noticeable that the material from the centre dust source has not

dispersed as much as the 1km case.

4.4.3 Dust source area strength

The results presented so far, indicate that in DSism the separation of the
sources and downwind distance are important factors in determining how and
where the dust plumes from each dust source area merge. This information
will be important in analysing the field data presented in Chapter 8. Another
factor that will affect how the piumes merge is the emission strength Q of the
various sources. To explore the effect that relative changes in emission rates
have on the crosswind dust concentration profile, sensitivity testing was un-
dertaken using dust source configurations similar to those shown in Figures
4.17 and 4.18.

If one source is significantly stronger than another, the weaker source has lit-
tle effect on the dust plume from the major source, except to slightly skew the
crosswind dust concentration profile. The amount of skewing depends upon
the separation and relative strengths of the sources. This skewing almost dis-
appears as the further mixing of the sources occurs. If however, the sources
are of similar (but not equal) strength, the distinct profiles outlined in Sec-
tion 4.4.1 can still be observed (Fig. 4.17). The major difference being that if
the same separation is maintained that produced profile B in Section 4.4.1,
but with different source strengths, the resulting profile no longer produces
a large flat crosswind concentration, but rather a skewed crosswind concen-
tration profile. The amount of skewing is dependent on the separation and

relative strength of the two sources. However, if the source strength remains
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equal, but is increased (or decreased), the large flat crosswind concentration
is maintained (Fig. 4.18). Such behaviour is consistent with Equation (4.2),
as doubling @ in this equation will simply result in doubling C. Such a re-
sult indicates that the DSism is correctly implementing the Gaussian Plume

model.

In DSism, it is assumed that crosswind dispersion remains constant, thus the
two plumes merge at the same point, regardless of source strength. How-
ever, whether this merging actually occurs in nature, is open to question, as
the dispersion rate maybe altered as the result of the increased particle in-
teraction which would accompany any increase in source strength. Thus, if
sufficient material is present in the plume, dispersion rates within the plume
could be significantly larger than those modelled. The opposing argument is
that inside the plume restoration forces, which act to limit the amount of ma-
terial in the plume, will balance out any increase in the dispersion rate. Such

interactions are not included in DSism, at present.

4.5 Summary

Information presented at the start of this chapter shows that the information
contained in the Diamantina National Park wind erosion database is quite
diverse and contains meteorological, 2m tower, 10m tower, and particle size
data, with observations about the surface and vegetation conditions. Such
information will be important in analysing the performance of DSism under
field conditions. This chapter also detailed the basic structure and assump-

tions on which DSism is based.

The sensitivity results presented in this chapter, indicate that DSism can
capture the important features of the dispersion process as dust from discrete
sources merge into a single profile. DSism can use spatial and emission source
data effectively to describe variations in dust plume concentration within the
study site. The model is therefore able to predict changes in the local dust

concentration profiles as a result of changes in environmental conditions. It
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sources emitting at a rate of 7.5ugs™?.
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Figure 4.18: Three crosswind dust concentration profiles produce using three differ-
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also enables researchers to produce 3D visual images of how spatial changes
in erodibility are likely to affect the spatial dust concentration within the

study site.

The simulation results presented here represent a key step in conceptualis-
ing the signal analogy used in this thesis. It shows that the crosswind and
downwind concentration profiles, clearly depend on the spatial distribution of
upwind sources. This observation also suggests that the dust concentration
profile contains information about the sources upwind. If it is possible to find
a means (or a method) to unlock this information, vertical dust concentra-
tion profiles will become a rich source of information about the wind erosion
process at the local scale. It is this concept that makes the ideas behind the

DSism approach so useful.

It is important to note that the experimental data collected within the study
site does not allow for field verification of DSism predicted crosswind and
downwind profiles. However, the results presented in this chapter, will be
important when analysing the results and observations presented in Chap-
ters 5 and 8. In particular, these results are important in understanding the
effect that crosswind distribution of dust sources has on the distribution of

dust within the local area.

In the next chapter the DSism model is modified to incorporate deposition.
The effect deposition has on the resulting vertical dust concentration profiles

is explored through simulation.



Chapter 5

Modification of DSism to account for

deposition and changes in erodibility

5.1 Introduction

The spatial distribution and emission rate (Q) of dust sources have a strong
influence on dust concentration profiles within the study site (Butler et al.
(1996) and Chapter 4). DSism in its current form is able to display these fea-
tures, but it does not include deposition. As a result it is not able to accurately
simulate differences in erodibility between the various land types within the
study site and changes in the particle size distribution of the plume. This
chapter extends DSism to include a deposition component and account for

changes in erodibility between the various land types within the study site.
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5.2 Deposition

In Chapter 2 it was noted that the particle size of the source soil, is an im-
portant factor in the emission rate and the sorting that occurs as a result of
gravitational settling within the plume. Thus, it is important that DSism be
formulated so that emission rates (Q) can be defined on a particle size basis;

as well as account for gravitational settling within the plume.

There are several ways to incorporate deposition into a Gaussian Plume model
(Zannetti, 1990; Hanna et al., 1982). In DSism the classic “tilted plume” ap-
proach as described by Zannetti (1990) is used (Butler et al., 2003). To under-
stand why the tilted plume approach was selected, it is necessary to consider
it in relation to the other two popular approaches used in the air pollution
literature. The first is called the “source deletion” approach. In this approach
the emission rate @ is allowed to vary with downwind distance in order to
account for the reduced amouﬁt of material remaining in suspended trans-
port. One of the disadvantages of this approach is that deposition is allowed
to occur over the whole depth of the plume. As a consequence the vertical
dust concentration is invariant with distance (Hanna et al., 1982). Observa-
tions obtained by McTainsh et al. (1998), for the study site, have shown that
when there is no entrainment on the claypan the vertical dust concentration
is unchanging with height, and that exponential vertical dust concentration
profiles occur if there is entrainment on the claypan. Such observations in-
dicate that the dust concentration is not invariant with distance, within the

study site, therefore the “source depletion” approach is less applicable.

Another approach to introducing deposition into a Gaussian Plume model,
is termed the “partial reflection” approach. In this approach (which is re-
ally an extension of the “tilted plume” approach) an extra term is added into
Equation (4.2) to account for material being reflected (“re-entrained”) from
the surface. Such a re-entrainment term, is important where there is a sin-
gle well-defined, elevated source and most of the material is bounced back off

the surface. However, for the claypan, where there are multiple ground based
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dust sources, this re-entrainment can be accounted for by simply increasing
the emission rate @ of sources in the appropriate region. By allowing any
such re-entrainment to be simply viewed as an increase in emission rate Q
for a given region, it is much easier to account for variations in the amount
of retrainment, due to changes in surface conditions. Therefore, there is no

practical advantage in incorporating an extra reflection term into DSism.

Since in the case of the study site, re-entrainment can be simulated in the
above fashion, the standard “tilted plume” approach should be sufficient to
produce an accurate simulation. In this approach, equation (4.2) is modified

to include a deposition component, as follows

Q v ~ [z + 2]’
C(m,y,z):ﬂ%gzuexp -2_‘7_3 exp T ’ (5.1)

where z is the height above ground, y is the distance cross wind from the

point source, z is the downwind distance from the dust source, o, and o, are
the pascal dispersion parameters in the y and z directions respectively and v,
is the deposition velocity of the particles. This tilts the centre line of the plume
as shown in Figure 5.1. Material below the “ground level” is then assumed to

be deposited and removed from the calculation (Butler et al., 2003).
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Figure 5.1: Schematic showing how gravitational settling is incorporated into

DSism, using the “classic” tilted plume approach.
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Ideally the calculation of deposition velocity (v;) should account for the shape,
size and drag of particles and change depending on the roughness and other
surface properties (Hanna et al., 1982; Shao, 2000). As no field data is avail-
able on how all of these properties affect the deposition velocity (v;), it was
assumed in DSism that the entrained dust particles are spherical, with uni-
form density and have diameters between 10 and 60um (Butler et al., 2003).

Under these assumptions Stokes law states that v; is given by

_ 2¢%gp,
Uy = 36p (5.2)

where ¢ is the diameter of the particle, p, is the density of the particle, g is

the acceleration of due to gravity and u is the dynamic viscosity of air.

5.3 Particle size and emission rates

Since the deposition velocity v; is dependent on particle size, it is assumed
that the plume consists of N distinct particle size classes. Each particle size
class used, is distinguished by the subscript 7 and will be represented in the
model by the class centre. Therefore, the emission rate of the zth source up-

wind of a given point for a particle size class j is given by

Qij = KijQsj (5.3)

where Q;; is a base source emission rate of the jth particle size and K;; is a
constant relating the ith source emission rate for particle size class 7 to the
base emission rate (Qs;). Assuming emission rates for each particle size class

are equal, this can be simplified to

Qij = KiQb, (5.4)

where @} is a base source emission rate and K; is a constant relating the ith
source emission rate to the base emission rate (Q,) (Butler et al., 2003). Thus,

the emission rate Q;; is independent of particle size class.

To determine K; a Land Type Erodibility Index (LEI) is calculated as outlined
by McTainsh et al. (1999) for each land type within the study site. The final
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value of K; for each land type within the study site is calculated by taking
the ratio of the LEI for the ith land type to the largest value of LEI recorded
within the study site. Thus, K for land type with the highest value of LEI, will
have a value of one, while other land types within the study site will have val-
ues of K smaller than one (Table 5.1). Using such a structure means that the
emission rates are simply a weighted approximation based on experimental

field data for the DNP field site for a given month.

Table 5.1: Values of K calculated based on the LEI of McTainsh et al. (1999) for DNP

in August 1996.
Land type K
Dunes 0.016
Downs 0.019
Main Channel Floodplain 0.001
High Floodplain 1.000

The concentration (C;;) at a height z and a distance z downwind of the ith

source for particles of size class j is

Ui T2
Qi yi® [z + U ]
Cij= ——exp| —== |exp | ———&—=— |, :
7 muoyo, P ( 203) P 202 (5.5)

where v;; is the terminal velocity of the jth particle size , and y; is the line

cross wind distance to the 2th source.

The final concentration (Cy) at any point is then given by

Cij, (5.6)

M N
=1

c'fzz‘

=1 3
where M is the total number of sources upwind and N is the number of parti-
cle size classes used in the model. Such a technique has been used in numer-

ous models to calculate dust concentrations (Shao, 2000).

As outlined in chapter 4, dust sources are approximated by using a number

of distinct point sources, lying along individual crosswind lines (Fig. 4.10).
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These point sources can be arranged in a regular or random pattern along
these lines. Using this approach different two-dimensional dust source con-
figurations can be simulated for any given event. These dust source config-
urations can be superimposed on a land type map, as shown in Figure 4.10.
The point source emission rate (Q;;) is then determined by the land type on

which the point source falls.

5.4 Effects of deposition upon predicted dust concen-

tration profiles

5.4.1 Vertical dust concentration profile

To illustrate the effect of these changes to DSism, both non-deposition and
deposition scenarios were simulated over the whole of the study area shown
in Figure 5.2, using the source structure shown in Figure 5.3. In all of these
simulations, Q, was set to 17900ugs™! for each particle size, and the values
of IC were set as per Table 5.1. Both vertical and crosswind concentration
profiles were recorded for each scenario. The results of these simulations are

shown in Figures 5.4 to 5.8.

Figures 5.4 to 5.7 show how calculated vertical dust concentration profiles at
Site A are affected by the addition of deposition. Equation (5.2), indicates
that the 20um particles (this is the class centre of the 10-30um class) have
the smallest value of v; in the DSism, thus one would expect the difference
between the calculated deposition and non-deposition profiles to be a mini-
mum for these particles. In contrast, the 60um particles (this is the class
centre of the the 50-70um class) have the largest value of v, and therefore
should show the largest change. Comparing Figures 5.4 to 5.6, the above be-
haviour is clearly evident, in the DSism simulations. Note: 1) as is the case
throughout the thesis the class centres have been used in DSism and 2) that

the particle size classes are as follows 10-30um, 30-50um and 50-70um unless
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Figure 5.2: Map of study site used in the model. Points A, B, C, D and F are location
markers and represent key points in the crosswind dust concentration
profile, shown in Figure 5.8. The crosswind profile line (heavy solid line)
in the figure, indicates the line on which the crosswind dust concentra-
tion profile shown in Figure 5.8 was calculated. The Origin marked in
above figure, corresponds to a crosswind distance of 0 in Figure 5.8. NOT

TO SCALE and measurement sites not shown.
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centrations calculated at Site A.
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otherwise specified.

The vertical dust concentration profile, shown in Figure 5.7 is achieved by
adding the profiles shown in Figures 5.4 to 5.6, according to Equation (5.6).
Since this profile is a direct addition of the 20um, 40um and 60um profiles,
it must simulate the change in the particle size distribution within the dust
plume due to the preferential deposition of larger particles. As a consequence,
in DSism the smaller particles will be transported the furthest from any given
source. Such a preference in transport range, means that DSism is in agree-
ment with theoretical predictions of Greeley and Iverson (1985), Raupach

(1993) and Shao (2000) about the relative transport ranges of the different
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Figure 5.8: 20um crosswind dust concentration profile produced by DSism when de-
position is included, at 2m, 5m, and 10m above ground level, along the
line shown in Figure 5.2. The labels A, B, and C refer to the location
markers shown in Figure 5.2, while labels D and E mark another key

feature of the profile.
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particles.

5.4.2 Crosswind dust concentration profile

The 20um crosswind concentration profile shown in Figure 5.8 was produced
by the deposition version of DSism, along the line shown in Figure 5.2. Note
that the: total, 40um, 60um and non-deposition profiles are not reported here,
as they all produced similar characteristics to those shown in Figure 5.8, the
only difference being the predicted dust concentration. In creating this cross-
wind profile, it was assumed in the simulation that the spatial distribution
of source lines upwind of the line shown in Figure 5.2, did not alter between
or within land types. While this is unlikely in reality, this simulation high-
lights the usefulness of DSism. It should be noted, that the assumption that
the spatial distribution of source lines did not alter between or within land
types, was not made due to any limitations inherit in DSism. The purpose of
this assumption was purely to make the analysis of the crosswind and upwind

variations easier to interpret.

A closer examination of the crosswind dust concentration shown in Figure 5.8
and matching A, B and C to their corresponding areas in Figure 5.2, illus-
trates several important characteristics of DSism. Both points A and B in
Figure 5.2 are located on the claypan, which for this event has a high LEI,
indicating that they are the most active wind erosion areas within the study
site. Matching these to the corresponding points in Figure 5.8, it can be seen
that these points correspond to areas where DSism predicts high dust con-
centrations. In addition, at these points DSism also predicts that the dust
concentration will vary substantially with height (i.e., the purple line in Fig-
ure 5.8 is much lower in general than the blue line). Such behaviour is not
surprising if one considers what is physically happening near an active dust
source. In the immediate neighbourhood of an active dust plume, dust par-
ticles are being injected into the lower regions of the plume, thus increasing

the dust concentration near the surface, whereas, very few dust particles will



117

have been dispersed into the upper levels of the plume. Thus, the vertical
dust concentration will diminish substantially with height in the immediate

neighbourhood of an active source.

In contrast, point C in Figure 5.2 is located near a dune which has a low
LEI thus indicating low erodibility. Matching this point to the corresponding
location in Figure 5.8, indicates that it corresponds to a area which DSism
predicts will have a very low dust concentration. This figure, also shows that
there is very little variation in dust concentration with height in the region
of point C. Such behaviour, further indicates that DSism is mirroring the be-
haviour observed by McTainsh (1998, pers. comm.) for actual events within
the study site. In that, if only transpo'rted material is present in the plume,
a near constant vertical dust profile is predicted, rather than the standard

exponential profile.

The crosswind simulation results shown in Figure 5.8, illustrate a impor-
tant feature of the wind erosion process in natural systems, such as the Dia-
mantina National Park (DNP). Consider the points D and E shown in Fig-
ure 5.8. These two points lie along the same crosswind profile line shown in
Figure 5.2. The only difference between the two points is that D lies on the
high floodplain, while E lies on part of the dune system. Even though they
are only separated by a hundred metres the simulated dust concentration is
significantly different. Such a dramatic change in dust concentration prompts
the question: What, in process terms, in the model could produce such a dra-
matic change in dust concentration? To answer this question, one needs to

consider, how DSism simulates the wind erosion process.

In DSism the wind direction is assumed to be constant and dust is assumed
to disperse as it travels downwind of the initial source. Under these condi-
tions one possible scenario, for such a change in concentration is illustrated
in Figure 5.9. In this scenario two different intensity dust sources exist and
are separated spatially. Since the low intensity source area has a much lower
emission rate the crosswind dust concentration predicted downwind (blue line

in Figure 5.9) of this source is much lower than that downwind of the high
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Figure 5.9: Schematic illustrating what the individual dust crosswind concentration
profiles may look like at some point downwind. The red line corresponds
to the predicted dust concentration from the high intensity source, while
the blue line corresponds to predicted dust concentration from the low
intensity source. The points F and G mark the peak concentration in

each of the concentration profile.

intensity source (red line in Figure 5.9). As outlined in Chapter 4, the re-
sulting crosswind dust concentration profile will depend on the separation of
the sources and the downwind distance from each source. Thus, based on
simulations run in Chapter 4, a point will exist downwind of these sources
where the concentration recorded at F and G (Fig. 5.9) will be significantly
different. The actual distance downwind where this occurs will depend on the

separation of the two sources.

What does this imply in terms of points D and E on the crosswind profile?
Since D is situated on the high floodplain which has a high erodibility and
E is located on a dune which has a low erodibility, we have the situation

shown in Figure 5.10. Material entrained on the high floodplain upwind of
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Figure 5.10: Schematic illustration of the processes occurring at D and E, which

create the dip in the crosswind dust concentration profiles.

point D has only travelled a short distance, and therefore has only dispersed
a small amount to the right of the last point source on the high floodplain
land type. Similarly, the material upwind of £ has only travelled a short dis-
tance, and therefore has only dispersed slightly to the right of the first point
source on the dune. Material from the dune mixes with material from the
high floodplain, thus reinforcing the crosswind high floodplain dust concen-
tration profile (blue line in Figure 5.10). This causes a slight increase in the
concentration of the mixed profile, before it decreases. Similar, this mixing re-
inforces the crosswind dune dust concentration (red line in Figure 5.10, thus
causing a similar increase in the mixed profile at the edge of the original dune
dust concentration profile. This processes is also responsible for the dips and

troughs observed in Figure 5.8 between B—C and E-B.

Since DSism assumes that the line sources that make up each discrete source
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areas are made up of discrete point sources, the extent of the drop at the
change of land systems will depend on the distance between the last point
source on one land type and the first point source on the other. While this is
to some extent an artifact of DSism, it still is indicative of the real situation in
which their is no guarantee that sources start and finish neatly at land type

boundaries.

It is not surprising that the dips and troughs occur at the roughly the same
places in the 5m and 10m profiles, as one would expect that the same effect
is propagated through the vertical profile by the vertical dispersion process.
These are also much smaller than the ones observed in the 2m crosswind
concentration profile. This is not surprising as: 1) there is less material in
the higher parts of the plume and 2) that material transported from further

upwind tends to sustain the dust concentration at these heights.

The variation in the crosswind dust concentration observed between A and D,
is due to the mixing of material from dust sources upwind. In this sense, the
variations represents how discrete dust sources upwind reinforce each other
at different crosswind locations. The resulting crosswind dust concentration

profile can therefore be seen as the dust equivalent to an interference pattern.

5.4.3 Field implications

While the above scenario suggests that such changes in the simulated cross-
wind dust concentration are the result of upwind spatial variations in dust
emission rates, it also implies that observed dust concentration values will de-
pend on where the samplers are located relative to these upwind sources and
the different land types. A consequence of this observation, is that for land
types, such as the claypan, it is possible that two samplers which are only sep-
arated by 10m would record significantly different dust concentrations. Such
an occurrence would be easy to prove if each site had two identical samplers

installed side by side. However, this was not the case within the study site.
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For example at Site A, a wind vane sampler is installed along side a 2m semi-
isokinetic sampler. The only way to establish the possible existence of such
behaviour is to compare the relative efficiency of the two types of samplers,

and look for a change in this value.

To undertake this comparison between the 2m wind vane sampler and the 2m
semi-isokinetic sampler at each site, the relative efficiency RE was calculated

in the following manner:

Wind vane dust concentration 2m

RE= Semi-isokinetic dust concentration 2m’

(5.7)

where RFE is the ratio of the two predicted concentrations expressed as a per-
centage. Using this formula the relative efficiency of the two samplers was
calculated for the events and sites shown in Table 5.2. While ideally it would
have been better to have more data points for this study than those shown
in Table 5.2, these were the only events in the data set for which it could be
guaranteed that both the semi-isokinetic and wind vane sampler were in op-
eration for the same amount of time, and therefore recorded the same events.
However, these are sufficient, when combined with other observations to pro-
vide evidence that two relatively close samplers on the claypan can record

significantly different dust concentrations.

Efficiency studies undertaken in the field By Goossens and Offer (2000) in-
dicated that for the types of samplers in qUestion the relative efficiency as
calculated above should be between 30 and 60 %. Other efficiency studies of
Fryrear (1986) and Shao et al. (1993a), have indicated that under ideal con-
ditions the relative efficiency of the two samplers should be around 80%, but
this efficiency drops to around 40% for particles smaller than 10um (Shao,
2000). As can be seen in Table 5.2 the site and event for which the value of
RE is not close to this range coincides with event E2-2000 and Site A. Can

this difference be related to the existence of a second source ?

Photographs taken during 2000 (Figs. 5.11 and 5.12), show that Site A was

heavily vegetated, in contrast to Site A1 which was almost completely devoid
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Table 5.2: Relative efficiency (RE) values for the four events, with associated aver-
age wind speed and direction data for each event. The 2000 events are
dealt with first since they contain information at both Sites A and Al.
N/A denotes that the site was not in operation during these periods and
thus no results were available. Events in this thesis are labelled as follow:

EX-YYYY. This notation indicates that it is the x event in the year YYYY.

Event Event Wind Speed Direction RE (%)
label Date (ms™) (°N) Site A Site Al
E2-2000 25/09/2000 9 322 117 65
E1-2000 17/08/2000 9.53 _ 170.6 53.5 68
E1-1996 19/07/1996 12.18 283.45 30.8 N/A
E2-1995 18/09/1995 10.85 67 | 49 N/A

of vegetation. In addition, field notes taken at the time show that a mini-
nebkha field existed just north of Site A (Fig. 5.13). This mini-nebkha field
was comprised of large amounts of unconsolidated sand, a large number of
small vegetated mounds and had only 25% vegetation cover (Strong, 2001,
pers. comm.). Other field observations made during the 2000 season by Leys
(2001, pers. comm.), Strong (2001, pers. comm.) and McTainsh (2002, pers.
comm.), all confirm that this mini-Nebkha field was an active wind erosion
source during the 2000 season. Photographs taken during 1995 and 1996
(Figs 5.14 and 5.15), show that most of the claypan was devoid of vegetation

and had similar surface conditions to those observed during the 2000 season.

The above observations suggest that the change in relative efficiency for E2-
2000 at Site A, is associated with changes in surface conditions and the pres-
ence of the mini-nebkha field. To understand this conclusion, consider Fig-
ure 5.16 which shows the wind direction of E2-2000 and E1-2000, and the po-
sition of the two samplers relative to the mini-nebkha field. Figure 5.16 shows
that the mini-nebkha field is located upwind of the Site A towers during E2-
2000 and is downwind of the Site A towers during Event E1-2000. Given this

spatial arrangement during the two events, it is iikely that the mini-nebkha
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Figure 5.12: Site Al surface conditions during the 2000 wind erosion season.
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Figure 5.13: The location and depth of the mini-nebkha field in relation to Site A.

Figure 5.14: The surface condition of the claypan during the 1995 season.



Figure 5.15: The surface condition of the claypan during the 1996 season.
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Figure 5.16: Schematic map illustrating the relative positions of the samplers in
comparison to the mini-nebkha field. It also shows the wind direction
of the E2-2000 and E1-2000.
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field was a significant dust source during E2-2000 and that much of the en-
trained dust passed the wind vane sampler, rather than the semi-isokinetic
sampler. The net result being that the actual dust concentration recorded by
the wind sampler is much higher than that at the semi-isokinetic sampler,
thus resulting in the higher relative efficiency being recorded at Site A. This
issue will be discussed again in Chapter 8, where additional modelling and

experimental evidence will be presented supporting the above conclusion.

5.5 Summary

The above results and discussion are important for several reasons. Firstly
they indicate that DSism is capable of simulating the changes in the size dis-
tribution of the plume as a result of gravitational settling as the plume trav-
els downwind. Secondly, they show that DSism can simulate the changes in
the vertical dust concentration observed by McTainsh et al. (1998). The model
simulates not only the dispersion of material, but also captures the changes in
concentration and makeup of the plume on a spatial basis. Therefore, DSism
can now be used to simulate any given dust event. It should now be possible
to learn more about how spatial changes in surface erodibility are likely to

affect the resulting dust concentration proﬁies within the study site.

In addition, the efficiency analysis presented here, while in general support-
ing the findings of Goossens and Offer (2000), also suggests that the positions
of the samplers relative to any changes in surface conditions needs to be taken
into account. In particular, it suggests for rangeland environments where
surface conditions can vary substantially within several metres, that such
changes will also be reflected in the dust concentration. The other important
aspect of the crosswind simulations and the efficiency analysis is that they in-
dicate that the dust concentration measured at any given point is dependent
on the upwind source history. In particular it means that observed variations

in the crosswind and vertical dust concentration provide information about
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the spatial variations in source conditions upwind. Such an observation, sug-
gests that if the measured dust concentrations are treated as a signal, made
up of several components, it should be possible to deconstruct it into its base
components, and thus obtain important process information about the upwind

source conditions.



Part 1I

Source influences on the structure of

dust plumes
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Chapter 6

Effects of changes in dust source
location and source strength during

three wind erosion events

6.1 Introduction

The basic components of DSism have been described in the previous chapters.
DSism will now be used to simulate three wind erosion events within the
study site, using a variety of dust source area configurations. The results of
these simulations, which are published in Butler et al. (2001) and described
here, are then compared with observed vertical dust concentration profiles at
Site A, to establish which source area configuration provides the best match
to the actual profile. Several conclusions are then drawn about the spatial

nature of the wind erosion process within the study site.

6.2 Details of wind erosion events simulated

Three wind erosion events were selected using the event definitions of Nick-

ling et al. (1999) as basis for this selection. According to these definitions, local
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dust events are those in which sediments are entrained only from the claypan.
Regional events are wind erosion events where sediment is entrained upwind
of the claypan, transported into the claypan and then combined with some
locally entrained sediment. Three events were selected from the 1995-1996
wind erosion season to represent a range of these event types and for which
good experimental field data is available. These events are labelled E1-1996,
E11-1995 and E3-1995 respectively.

In order to be consistent when comparing the size of dust events generally in
this thesis, the 2m dust concentration value on the 10m tower will always be
used (unless otherwise stated). This is done for two reason. Firstly the 2m
value gives the best estimate of local activity and secondly by using this value
it is consistent with the concentrations reported in the Nickling et al. (1999)

paper.

6.2.1 Wind erosion event:E1-1996

Event E1 occurred over three hours on the morning of 19 July 1996. This

intense local event involved W-NW winds reaching 14ms™'.

Sediment en-
trained during this event resulted in a dust concentration (2m value on the
10m tower) at Site A (Fig. 2.3) of 85 861ugm=3. This represents one of the
highest dust concentrations recorded in Australia. At the time of this event
the claypan was in a highly erodible condition (McTainsh et al., 1999) with
fine sands being released from low hummocks no longer stabilised by vegeta-

tion.

E1-1996 is examined first and in the most detail because more detailed exper-

imental data is available for this event.

6.2.2 Wind erosion event: E11-1995

Event E11-1995 occurred over two hours on the morning of 18 September

1995. This was a local event of moderate intensity, which involved N-NE



131

winds reaching speeds up to 18ms™.

The sediment entrained during this
event resulted in a dust concentration at Site A of 4 761ugm™3. At the time
of this event, the claypan was largely unvegetated, but had a relatively low

erodibility.

6.2.3 Wind erosion event: E3-1995

Event E3-1995, was a composite of two small regional events each of less than
two hours duration on the mornings of the 20 and 21 August 1995. These
events involved N-NE winds reaching speeds of 14ms™". Sediment entrained
regionally and locally during these events resulted in a dust concentration at
Site A of 578ugm™3. At the time of the event, the claypan was in a similar
condition to that of Event E11-1995 in that it was largely unvégetated but
had a low erodibility.

6.3 DSism modelling methodology

To determine which dust source configuration and strength combination best
simulated each wind erosion event, the following methodology was used. The
particle size date for sediments collected during four events within the study
site (three of which are studied in this cHapter), indicated that most of the
sediments collected fell into the 20um to 60um range. Accordingly, 20um,
40pm and 60um particle-size classes were used in DSism simulations. It was
assumed that the emission rate @, was the same for each particle size class
(for further discussion of this assumption see Chapter 9). To simulate the dif-
ferent dust source configurations, the study site was divided up into a number
of crosswind lines, as described in Chapter 5. Several different combinations
of these lines and emission rates Q, were tried, until a combination was found
where the simulated dust concentration profile approximated the measured

vertical dust concentration profile at Site A.

To further verify that this combination was the optimum fit, the above process
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was repeated but this time with small changes in the dust source configura-
tion and emission rates, until the simulated vertical dust concentration profile
closely approximated the measured vertical dust concentration at Site A. This

process was repeated for each wind erosion event.

For each of the resulting dust source configurations, the following measures
were used to determine how well DSism simulation fitted the experimental
data. In each simulation run, R? (the non-linear correlation coefficient) and
the standard deviation of the residual errors (o.) were calculated. The dust
source emission combination that produced the best R? and o. (i.e., the one
with the highest R? value and smallest value of ¢.) , was taken to be the

optimum fit for that event.

Having thus determined the optimal dust source configuration and emission
combination for each event, a number of sensitivity tests were carried out,
in which the emission rate @, was held constant, while the upwind extent
and the density of lines (a proxy measure of source strength) were varied.
The purpose of these sensitivity tests was to determine the effect that such
changes have on the vertical dust concentration profiles. Understanding these
effects, is particularly important if we are to begin relating observed changes
in dust concentration profiles back to changes in field conditions. The results
of these sensitivity tests, and their relationship to field conditions occupy the

remainder of this chapter.

6.4 Sensitivity testing results

The sensitivity testing undertaken for Events E11-1995 and E3-1995, pro-
duced similar results to Event E1-1996, so only the E1-1996 results are re-
ported here. The dust source configuration and emission rate combination
that was found to have the best value of R? and o, for Event E1-1996, is shown
in Figure 6.1 as Case CA, and occurred when Q; was set to 14 000ugs~!. Cases
CB to CL in Figure 6.1, correspond to various dust configurations used in the

sensitivity studies undertaken for E1-1996. In these sensitivity studies, both
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the upwind extent of the source area and density of lines were varied. Figures
6.2 to 6.5 show a comparison between the modelled and measured vertical

dust concentrations for Cases CA to CF (Fig. 6.1).

Cases CA to CE (Figs. 6.1, 6.2 and 6.3) show that changing the source struc-
ture further than 5900m upwind has little effect on the predicted dust con-
centration profile at Site A. Thus DSism is predicting that most of the dust
entrained a further 5900m upwind is deposited before it reaches Site A. This
is consistent with the generalised predictions of Tsoar and Pye (1987) and
Raupach (1993), which suggests that the transport distance for particles in
the size range considered here, is of the order of a few kilometres. This result
also suggests that the approximations used to include deposition into DSism

in Chapter 5 are not unreasonable.

Case CF (Figs. 6.1, 6.3 and 6.4) indicates that increasing the number of lines
between 90m and 5900m upwind of the tower, increased the dust concentra-
tion in the profile, with the greatest difference occurring at the top of the
profile. This is not an unexpected result, since the number of sources DSism
has in this region has increased significantly and hence more dust is released
into the wind flow. Much of this additional dust has not travelled sufficiently
far for it to be deposited by gravitational settling, so it is still airborne when
it reaches the 10m tower at Site A, thus incfeasing the modelled dust concen-

tration.

Cases CF to CH (Figs. 6.1 and 6.4) show that most of this modification in the
vertical dust concentration profile at Site A can be accounted for by sources
close to the tower. This is understandable since material introduced into the
plume near the tower will not have had sufficient time to mix and settle out,
thus producing a significant increase in sediment near the ground. The re-
sult is also consistent with the role played by saltation material in the dust
concentration profile. Saltation particles are locally entrained and are con-
centrated in the bottom 1.5m of the profile (Pye, 1987), but they affect the

shape of the dust concentration profile up to 3m. The remainder of the profile
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Figure 6.1: Different line spacings used to test the sensitivity of dust concentration
profile (Cases CA to CM). All measurements are in metres. In the Ex-
ample Case; spacing 1 is the initial spacing upwind of the Tower Line
until end point 1 is reached. Spacing 2 is the source line spacing from
end point 1 to end point 2 etc. In Case CA there are source lines every
10m for the first 90m and every 100m from 90m until 10000m, and no

sources after 10000m. The different thickness of lines indicated where

different line spacings are used.
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Figure 6.2: Modelled and measured vertical dust concentrations profiles at Site A
for Cases CA to CC. Case CA gives the best fit with an R? = 0.98 and
o. = 15.3. Note: CB and CC overlap.
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Figure 6.3: Modelled and measured vertical dust concentrations profiles at Site A for
Cases CD to CF. Case CD gives the best fit with R? = 0.95 and o, = 16.
Note: CD and CE overlap.
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Figure 6.4: Modelled and measured vertical dust concentrations profiles at Site A for

Cases CF to CH. Case CH gives the best fit with R? = 0.92 and 0. = 20.6.
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Figure 6.5: Modelled and measured vertical dust concentrations profiles at Site A for
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is most likely associated with the transport component of the process. It is ap-
parent that the dust source configuration influences the interaction between
the saltation and transport components, and therefore affects the shape of the

dust concentration profile.

In Cases CI to CL (Figs. 6.1 and 6.5), the upwind limit of the erosion pat-
tern is reduced, but the separation of sources in each section is held constant.
These simulations, indicate that most of the dust concentration profile at Site
A is made up of material originating within two kilometres upwind of the
tower. This is consistent with Tsoar and Pye (1987) and Raupach et al. (1993),
who indicate that the transport distance for particles of the size classes mod-
elled here is of the order of a few kilometres. It also explains why there are

marginal differences in the modelled concentration profile between Cases CA,
CB, CC and CL.

In summary, the sensitivity testing undertaken above, suggests that the
shape of the dust concentration profile at Site A is strongly dependent on the
dust source configuration. This goes a long way to explaining why Nickling
et al. (1999), fitting a power function to a number of Australian:dust events,
found that the exponent ranged from -0.14 to -1.89. Whereas other studies
outside Australia found that the exponent ranged from -0.1 to -0.63 (Chepil
and Woodruff, 1957; Gillette, 1977; Nickling, 1978; Nickling and Gillies, 1993;
Nickling et al., 1999). Nickling et al. (1999) concluded that the dust concen-
trations in Australia decrease more rapidly with height, but our sensitivity
studies indicate that the exponent of any power function fit, is dependent
on the dust source configuration. Reinterpreting Nickling et al’s data in the
light of this implies that spatial changes in dust source configurations are
extremely important in determining the vertical dust concentration profile in

all wind erosion environments.

If this finding is correct, then the source structure for Events E11-1995 and
E3-1995 should be different from that of E1-1996. Case CM (Fig. 6.1) shows
the dust source configuration which gave the best fit to E11-1995 and E3-
1995 (Figs. 6.6 and 6.7 respectively). . The only difference between the two
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fits is that Q, was 1000ugs~* for E11-1995, and 140ugs—* for E3-1995, which
is not surprising since E3-1995 was a more regional event, than E11-1995
and would therefore, have a smaller local emission rate. Comparing the dust
source configuration CM (Fig. 6.1) with CA (Fig. 6.1), it is immediately ap-
parent that both E11-1995 and E3-1995-1995, have smaller local components
than E1-1996, as expected. A closer look at the results for E11-1995 and E3-
1995 shows an apparent contradiction, in that, according to the Nickling et al.
(1999) classification, E3-1995 was a regional event, and E11-1995 was a mod-
erate local event. DSism required both events to have sources placed near
Site A. This can be explained by noting that disturbance at Site A, during
the construction of the 2m and 10m towers and fences, would have ruptured
the surface crusts, hence lowering the wind erosion threshold. Thus DSism
correctly indicates that this disturbance was an actual erosion source during
both events, but in E3-1995 the disturbed region was nowhere near as active

as in Event E11-1995.
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Figure 6.6: Modelled and measured vertical dust concentrations profiles at Site A

for E11-1995. R? = 0.90, 0. = 2.3.
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Figure 6.7: Modelled and measured vertical dust concentrations profiles at Site A
for E3-1995. R? = 0.92, 0, = 0.23.

6.5 Conclusion

The model simulations presented in this chapter show that the location of the
sources within a given source region has a significant effect on the shape of the
dust concentration profile. During large local wind erosion events the most
important sources of material are within a hundred metres of the tower and
the saltation and low level suspended material has an important influence
on the dust concentration profile up to the height of 3m. During regional
and minor local erosion events local erosion was less important, though, soil

disturbances close to the tower were still a significant factor.

Another important result, is that using a given dust source configuration,
with DSism, it is possible to reproduce the vertical dust concentration profile
at any given point within the study site. The three separate events modelled

here indicate that DSism, is correctly simulating wind erosion processes in
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these events. This observation will be further tested in later chapters.

These simulations indicate that dust concentration profiles are extremely de-
pendent upon the dust source configuration, which explains why the exponent
of power function fits to the measured vertical dust concentration at the same
site may have a wide variety of values (Nickling et al., 1999). The exponent
may simply be quantifying the separation and location of dust sources with

different erodibilities. This will be considered further in the next chapter.

Finally, these simulations illustrate nicely that, by treating the dust concen-
tration profile as a signal and understanding the physical processes by which
that signal can be reconstructed, it is possible to gain a significant new in-
sight into the wind erosion process. Looking at more events in this fashion,

will cause this insight to grow rapidly.



Chapter 7

Effects of topography, surface
roughness and heating upon vertical

dust concentration profiles

7.1 Introduction

As outlined in Chapter 2, wind erosion rates are affected by numerous envi-
ronmental factors, such as vegetation, roughness and land type, acting both
individually, (Gillette, 1977; Iversen et al., 1991; Lancaster and Baas, 1998;
Lancaster et al., 1991; Leys, 1991a) and collectively (summaries in Greeley
and Iverson, 1985; McTainsh and Boughton, 1993; and Shao, 2000). Less is
known, however, on the individual or collective effect of these factors upon
dust concentration profiles and in particular the role of different spatial pat-

terns of these factors.
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7.2 Measurements of the characteristics of vertical

dust concentration profiles

Most vertical dust concentration profiles measured during wind erosion

events were fitted to the function
C(z) = az’, (7.1)

where C(z) is the mass flux at height z, and a and b are regression coefficients
(Chepil and Woodruff, 1957; Nickling et al., 1999). Such a fit is illustrated in
Figure 7.1. The exponent b in Equation (7.1) was found by (Nickling et al.,
1999) to range between —1-89 and -—0—14 for Australian conditions. This con-
trasts with field studies outside of Australia that found the exponent b to
range from —0-63 to —0-1 (Chepil and Woodruff, 1957; Gillette, 1977; Nick-
ling, 1978; Nickling and Gillies, 1993; Nickling et al., 1999). However, Nick-
ling et al. (1999), found thatvthe Australian values of b were similar to intense
dust events in the Yukon Territory of Canada. Thus both in Australia and for
intense dust events in the Yukon, the dust concentration tends to decrease

more rapidly with height than elsewhere.

Since the early 1990’s a number of attempts have been made to find a func-
tion that gives a significantly improved fit to the vertical dust concentration
profile. Vories and Fryrear (1991) and Fry'r.ear and Saleh (1993) reported that
using the form described in Equation (7.1), was only strictly valid for dust
transported in suspension. In order to improve the fit, Vories and Fryrear
(1991) added an exponential term to the power function to describe the creep
and saltation component and thus described the variation of mass flux with
height as

q(z) = az™® + exp(—dz), (7.2)

where ¢(z) is the mass flux at height z and a, b, c and d are regression coeffi-
cients. As reported by Sterk and Raats (1996) the use of Equation (7.2) is not

appropriate if only a few data points are available. Instead they suggested
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Figure 7.1: Example of a power function as described in Equation (7.1) providing a
“good” fit to the vertical dust concentration data recorded at Site A for
the dust event that occur on the 6 September 1995. Fittixiig this function
produced an R? value of 0.97 and o, = 95.7.

the use of a modified power function of the form:
z —-P
@)= (Z+1) ", (7.3)

where g is a constant, o and p regression coefficients. Leys (1998) however,
found that there was little difference in the performance of these different

fitting techniques under Australian conditions.

The results presented in the previous chapter suggest that the exponent b in
Equation (7.1) might be reflecting the location and separation of dust sources
within a given land type. Although this explains the change in exponent b
on a event basis due to variation in field conditions, it fails to explain why
several events have been recorded in the Channel Country, that have distinct

“kinks” in the profile (Fig. 7.2). In these cases a power/exponential vertical
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Figure 7.2: A typical “kink” recorded in the vertical dust concentration profile dur-
ing the E2-1995 wind erosion event. A linear spline has been used to
illustrate the extent of the variation. Fitting a power function as in

Equation (7.1) produced in R? = 0.72, o, = 146.6.

profile model does not adequately describe the variation in concentration with
height.

The non-linear regression coefficient (R?) (and the standard deviation of the
residuals (o)) values for the fits shown in Figures 7.1 and 7.2, also show
something interesting in terms of processes. In particular, the dramatic re-
duction in R? value (from 0.97 to 0.72) when the “kink” is present, suggests
that another process may be in operation during such events. This observa-
tion is particularly important in terms of the signal versus noise view of dust
concentration profiles being developed in this thesis. It supports the view
that process signal (variation) degrades an otherwise reasonable regression
fit. The remainder of this chapter considers possible process differences be-
tween “Kinky” profiles and “normal” profiles and searches for field evidence
to support the existence of such processes. If the existence of such processes
can be accounted for by field data, it would strongly support the view taken in
this thesis, that the dust concentration profile can be viewed as a signal. If so,

then the vertical dust concentration profile must contain information about
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wind erosion processes and sources within the local area.

7.3 Field conditions

“Kinks” in the vertical dust concentration profile have been recorded on a reg-
ular basis by the 10m dust monitoring towers with semi-isokinetic samplers
(Fig. 7.2) within the study site. They have also recently been simulated by
vehicle induced entrainment at different distances upwind of the tower using

DustTraks (Leys, 2001, pers. comm.).

Twelve dust events were recorded during the 1995 wind erosion season. Eight
of these (or 66%) show “kinks” in the recorded dust concentration profile (Ta-
ble 7.1). The position of this “kink” also varied from one event to another. To
understand these processes, DSism was used to simulate the 1995 wind ero-
sion events (Chapters 4 to 6 and Butler et al. (1996) and Butler et al. (2001) for
additional details). The Site A data was selected for this study, since during
1995, the claypan was almost completely devoid of vegetation, thus simplify-

ing the analysis.

7.4 Possible natural process explanations

Possible explanations for the appearance of the “kinks” in the vertical dust
concentration profile include thermal heating, topographical and spatial ef-

fects. These are discussed below.

Initially, it was thought that separation of, and spatial variations in dust
sources created the “kink”. To see if DSism could reproduce these kinks by
simply varying the dust source configuration, several different simulations
were undertaken using the dust source configuration shown in Figure 7.3.
Sensitivity testing was then used to determine the effect that S; (source line
separation in Source Area A), S, (source line separation in Source Area B),

SW; (upwind width of Source Area A), SW, (upwind width of source area B)
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Table 7.1: Wind speed and direction, and temperature data, for wind erosion events

in the Channel Country of western Queensland, 1995.

Event  Mean Wind Speed Wind Direction Temperature°C  Kink

No. (ms™1) oT 2m 10m (yes/no)
E1-1995 12.62 29.65 2165 20.62  yes
E2-1995 10.85 67 2401  23.27 yes
E3-1995 11.79 23.66 266 255 ves
E4-1995 13.46 32.21 260 2555 no
E5-1995 12.31 297.43 2584 2498  yes
E6-1995 12.39 25.76 2426  23.24 yes
E7-1995 11.01 291.14 2678  26.76 no
E8-1995 13.63 219.02 28.01  27.69 no
£9-1995 11.47 89.73 23.48  22.76 yes
E10-1995 14.85 27.98 2681  25.83 ves
E11-1995 14.6 31.7 3098 2991  no
E12-1995 11.45 339.89 9269 2177 yes

and D (the separation between Source A and B) have on the vertical dust
concentration profile. Four of the five parameters were held constant and the
remaining parameter varied, and results compared. In all, over 200 simula-
tions were undertaken with the different combinations of Sy, S,, SW;, SW, and
D. In each of these, the emission rate across each source line was assumed to

be constant (Figure 7.4 and Table 7.2).

Figure 7.4 shows that altering the source locations and strength, clearly af-
fects the shape (curvature) of the vertical dust concentration profile. In Sim-
ulations 1 and 2 (Table 7.2), the distance between Source Area 1 and 2 was
increased by 10m. This change produced a significant alteration in the shape
of the vertical dust concentration profile (Fig. 7.4). Simulations 3 and-4 (Ta-
ble 7.2) show that simple changes in the dust source configuration (i.e., the
distribution of the various source lines in each source area) can produce fur-
ther dramatic changes in the dust concentration profile (Fig. 7.4). Thus, the
rate of decrease in dust concentration with height is altered by spatial vari-
ations in the source areas. While these results support the claims of Butler

et al. (2001) that the exponent in a power function fit is an indirect measure of
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Figure 7.3: Schematic of how dust sources areas 1 and 2 are represented in the sim-

ulations. Based on the dust source distribution required to simulate

Event 2.

the spatial variation in dust sources, none of the simulations above produced

a “kink”, in the vertical dust concentration profile.

The above simulations, assumed that wind flow did not change during each

event. No allowance was made for possible variations in the wind profile,

which cause changes in the buoyancy of the dust plume. A number of environ-

mental factors can affect wind flow, some of which have already been outlined

in Chapter 2. The most important are: topography, surface roughness, and

heating.
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Table 7.2: Data used in simulations 1—4 for the source structure described in Figure

7.3).
simulation Source Area 1 Separation Source Area 2
No. S; Strength SW; Sy Strength SW,
(m) (ugs™) (m) (m) (m) (ugs™) (m)
1 2 6 10 35 2 36 10
2 2 6 10 45 2 36 10
3 2 6 10 45 2 6 10
4 2 36 10 65 2 6 10
10 . . | J
T im2
9 Z tma

Height (m)

1 | 1 1

0 0.2 0.4 0.6 0.8 1 1.2 3 1.111 1.6 1.8 2
Average Concentration (ugm ~min )

Figure 7.4: The dust concentration profiles resulting from source variation simula-

tions, using that data in Table 7.2.
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7.4.1 Topography

Topographic effects upon wind flow (Fig. 2.7), have been well studied (Walms-
ley et al. (1982); Baines and Hoinka (1985) and Baines (1995)) (see Figure 2.7).
These studies show that the magnitude of the disturbance to the wind flow is
dependent on the wind speed and the relative height of the topography. In
the wind erosion events considered here, topography is unlikely to be a major
cause of the “kinks”, since the claypan has a relative relief of less than 1.5m
over more than 1km (Fig. 7.5) and it is unlikely to have a significant effect on

the wind profile.
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Figure 7.5: Topography of the claypan. The transect for this diagram was taken
along the line of Event 10 in Figure 7.9. Zero represents the centre of

the wind rose in Figure 7.9, with the positive direction being to the NE.

7.4.2 \Vegetation and surface roughness

During 1995, there were only very small pockets of vegetation on the clay-
pan (Fig. 7.6), the maximum height of which was less than 10cm. Vegetation
is therefore unlikely to have had a significant effect on the wind flow. It is
more likely that these small pockets of vegetation alter the turbulence struc-
ture in the immediate neighbourhood of the surface (Brookshaw, 2001, pers.
comm.). Such turbulence does not significantly affect the streamlines of the

air flow, but does alter the momentum of particles within the dust plume. This
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changes the dispersal rate in these regions, and could possibly account for the
structure of the dust plume, shown in Figure 7.7. But is unlikely to produce

the “kink”, since the flow structure in not significantly disturbed.

While roughness and vegetation cover did not vary much within the claypan
in the 1995 season, easterly winds pass over the main channel of the Dia-
mantina River, which had a large number of River Red Gums (Fig. 2.3). These
can reach a height of 20m, and act as a natural shelter belt, so that events
coming from the east are likely to have a much more complicated wind flow

pattern.

7.4.3 Soil surface heating

Yoshida (1991) showed that buoyancy rise due to thermal heating in urban ar-
eas, affects the dispersion air pollutants and other air pollution studies have
shown that plume buoyancy effects need to be taken into account (Hanna
et al., 1982; Zannetti, 1990). Since temperatures are high on the claypan,
the thermal convection there is likely to be. important. Figure 7.6 shows that
during the 1995 season there were a range of light and dark areaé on the clay-
pan, which would have ha.d quite different thermal radiation and absorption
properties, thus producing different temperature gradients across the clay-
pan. In addition the meagre vegetation on the claypan at the time, meant
that changes in thermal radiation were mainly due to changes in soil surface
conditions. Of the three factors examined, surface heating is the most likely

cause of the “kinks” in the vertical dust concentration profile.

A possible mechanism by which the “kinks” are created is shown in Figure 7.8.
Material entrained at Source 2, is picked up in Air Parcel B, and transported
downwind. As the air heats up it becomes more buoyant and thus rises as
it travels. In contrast, material entrained at Source 1 is transported in Air
Parcel A. Since Air Parcel A hasn’t travelled as far, the rise due to buoyancy is
much smaller. Hence material from Source 2 is recorded higher up the tower

than that of Source 1, therefore creating the “kink” in the dust concentration
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Figure 7.6: The surface condition of the claypan during the 1995 season. Note: The
light and dark areas are clearly visible and that the claypan is almost

devoid of vegetation.

N oS /

Likelyr areas wheré the rate.of dispersion
maybeidifferent.

Figure 7.7: This dust event, which occurred on 12th February 2000, illustrates that
variations in roughness due to vegetation or surface heating of the clay-

pan might cause dust within the plume to be dispersed at different rates.
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Figure 7.8: Schematic showing the most likely mechanism by which the “kinks” in

the dust concentration profile are generated.

profile.

The thermal stability conditions during each event were classified by Richard-
son’s number (Ri), which is the ratio of the vertical thermal gradient to the
vertical velocity gradient. R: was calculated at 2m using the formula given

below: o
g E \z:zm

Tl (&)

where g is the acceleration due to gravity, T is the temperature and u is the

'z:2m -

(7.4)

wind velocity (Sutton, 1953). This formula assumes that air behaves as an
ideal gas, with

v
T = constant, (7.5)

where P is the pressure, V is the volume and T is the temperature. The
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Figure 7.9: Wind rose for the events shown in Table 7.3. The centre of the wind rose
corresponds to the location of the 10m tower at Site A (Fig. 5.2). The
longer the line the greater the magnitude of the Richardson’s number,
|Ri|. Events with a “kink” in the dust concentration profile are marked
using a square box, while those without are marked by a round box.

Note: 1 and 10 lie along the same line.
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gradients 4= and %, were calculated using the forward difference formulas:

dT ~ T(10m) — T'(2m)
dz Z=2m - 8 ’ (7.6)
du 2(10m) — u(2m)
izl 3 , (7.7

where T'(10m) is the average temperature at 10m, 7'(2m) is the average tem-
perature at 2m, u(10m) is the average wind speed at 10m and u(2m) is the

average wind speed at 2m.

Events E1-1995, E3-1995, E4-1995, E6-1995, E8-1995 and E12-1995 (Ta-
ble 7.3), actually consisted of a number of smaller events (or sub-events),
each of which varied in terms of wind speed, direction and temperature, but
for which only one dust concentration profile was recorded. It was therefore,
necessary to distinguish which event contributed fnost to the resulting dust
concentration profile, by using an Event Strength Index (ESI) for each sub-
event. The ESI must incorporate both the wind speed and duration of the
event, since the final concentration is proportional to both these factors. The

simplest ESI, was the product of event duration and wind speed.

The ESI was calculated for each sub-event Table 7.3, and it was assumed that
the sub-event that contributed the most to the dust concentration profile was
the one which had the largest value of ESI. Figure 7.9 shows the magnitude of
Richardson’s number |Ri|, wind direction and whether the dust concentration
profile has a kink. This figure also shows that the events which had “Kinky”
profiles did not come from any one direction. Therefore, further indicating

that topography is an unlikely cause of the “kinks”.

Table 7.3, shows that for single Events E2-1995, E5-1995, E9-1995, and E10-
1995, events which has a moderately large |R:| had a “kink” in the vertical
dust concentration profile, while Event E7-1995 which has a small |Rz| did not
have a “kink”. An exception to this is Event E11-1995, which has a large value
of |Ri| (ie |Rz| Z 1), but no “kink”. During the period of highest wind speeds
recorded in Event E11-1995, the generator powering the vacuum pump ran
out of fuel, which brings into question the validity of this data. Excluding
Event E11-1995, the evidence points to a thresholﬂ value for |Ri| of around 1,
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Table 7.3: Events and sub-event data for 1995 season.

Event Sub-event Wind Wind Duration Event Ri Kink
Speed Direction (hrs) Strength
(ms™1) (°T) Index (ESI)

E1-1995 a 10.89  55.13 1.67 18.15 459 yes

b 12.62 29.65 2.5 31.55 3.7

c 10.95 34546 1 10.95 -0.36
E2-1995 - 10.86 67 3.58 38.92 2.58 yes
E3-1995 a 11.79 23.66 2.83 3341 0 2.99  yes

b 12.14 25.81 1.25 15.71 1.92
E4-1995 a 11.25 46.61 9.25 104.06 2.17

b 13.46 | 32.21 8.5 114.41 0.78 no

c 12.14  53.09 3.58 43.5 2.49
E5-1995 - 12.31 297.43 3.33 41.03 2.37 yes
E6-1995 a 11.13  38.39 1.42 15.77 408 yes

b 12.39  25.76 3.67 45.43 2.64

c 12.11 3041 2.33 28.26 2.89
E7-1995 - 11.01 291.14 1.08 11.93 0.03 no
E8-1995 a 11.79 2148 2.0 23.58 4.5

b 13.63  219.02 4.67 63.61 0.3 no
E9-1995 - 11.47 89.73 1.17 13.42 0.93 yes
E10-1995 - 14.85 27.98 4.75 70.53 123  yes
E11-1995 - 14.6 31.7 2.17 31.6 1.337 no
E12-1995 a 1145 339.89 3.83 43.89 4.38 yes

b 11.61  333.23 2.08 24.19 1.15
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when these “kinks” begin to appear. This is consistent with Sutton (1953) and
Shao (2000), who state that for given surface, a critical value of Ri exists, at

which the thermal gradient becomes an important physical consideration.

For Events E7-1995 and E8-1995, which have values of | Rz| < 0.5, a power law
fit (Fig. 7.10), similar to Nickling et al. (1999) produced a R? > 0.94. The stan-
dard deviation of the error (o.) confirms how well this model fitted this data.
Thus, under stable thermal conditions, when |Ri| is small, the power law pro-
vides an extremely good approximation of the dust concentration profile and
thermal processes have little impact. However, the majority of events in 1995
had an |Rz| > 1, so thermal heating is likely to play a much more important
role. As shown in Figure 7.11, the R? value in these cases decreases to around
0.7-0.8. The standard derivative of the error (o.) in these fits suggests that

these data points are much more scattered about the fitted line.

While a power fit still describes the basic vertical dust concentration profile,
thermal heating is scattering these data points. In these cases, when |Rz| > 1,
the thermal gradient dominates the vertical velocity gradient. Thus, suggest-
ing that surface heating and resulting buoyancy effects are the most likely

cause of the “kinks” in the vertical dust concentration profile.

The lowest positive value of R: occurred during Event E7-1995. This not a
surprising result, since 2.2mm of rainfall was recorded between Events E6-
1995 and E7-1995. This rainfall, would have reduced the amount of reflected
radiation from the claypan, resulting in an almost uniform temperature pro-

file (4 ~ 0, see Table 7.1), thus producing the low value of Ri.

Events E3-1995, E6-1995 and E12-1995 all have dominant sub-events, with
|Rz| values greater 1. The remaining multiple events consist of a high and
low |Rt| value. In Event E1-1995, sub-events a and b, clearly contribute the
most to the final vertical dust concentration profile. Since each of these has
an |Ri| of greater than 1, a “kink” would be expected in the vertical dust con-
centration profile for Event E1-1995. Table 7.3 shows that this was indeed
the case. Event E8-1995 is clearly dominated by sub-event b, which has an
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o, = 24.7.

Figure 7.10: Power law fits for Events E7-1995 and E8-1995 which have a low value
of | Ri|.
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Figure 7.11: Power law fits for Events E2-1995 and E5-1995 which have a high value
of |Rz|.
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ESI approximately three times that of sub-event a. Since sub-event b has an
extremely low value of R: and contributes the most to the final concentration
profile, it is reasonable to assume that it would contribute most to the final
dust concentration profile. Thus Event E8-1995 would not have a “kink”. In
Event E4-1995, there are two large sub-events (a and b), contributing to the
final profile. In calculating the ESI, it is assumed that erosivity is directly pro-
portional to wind speed. In fact, erosivity increases exponentially with wind
speed. This means that sub-event b will clearly dominate the concentration
profile for Event E4-1995, thus dominating any contribution from the other
sub-events. Therefore, Event E4-1995 should not have a “kink”.

7.4.4 Model simulations of surface heating affects

It is not possible at this stage to build a component into DSism to simulate
the buoyancy rise due to thermal heating because temperature data is only
available at a single location. One can indirectly simulate the effect that buoy-
ancy would have by introducing different release heights for Source Areas 1
and 2 (Figs. 7.12 and 7.13). Hanna et al. (1982) used a similar "Itechnique to
describe the effective release height due to plume rise in urban areas . Ther-
mal buoyancy is simulated by releasing particles into a linear air flow line
corresponding to the flow line from the heated surface (Fig. 7.12). Thus, if
the thermal buoyancy effects are causing the “kinks”, it should be possible to
simulate the position and location of an “kink” for a given event by altering
the angle (a) of the simulated release line in Figure 7.12. To test this hy-
pothesis Simulations 5 to 10 were run using data shown in Table 7.4. The
amount of plume rise, was assumed to increase as distance from the tower
increases (Fig. 7.13). Increasing the value of a, therefore simulates the effect

of increasing the amount of plume rise.

The effect of varying the angle a can be seen in (Fig. 7.14). The more « in-
creases the higher the “kink” will appear in the dust concentration profile. It

is particularly interesting to note that the “kink” is produced for a relatively
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Figure 7.12: Schematic of how DSism simulates heated plume rise.
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small value of o (i.e., around 0.15 radians or 8.6°). Such a small value, sug-
gests that very little heating is required to produce a buoyancy effect sufficient

to cause the “kink” to appear.

It is also important to note, that fitting a power law to the experimental data
shown in Figure 7.14 produced an R? of 0.72 and a o, of 100. The R? value
in this case is a good 0.2 lower than is typical of events shown in Figure 7.10,
which have a low Rz value. In contrast, using DSism and accounting for ther-
mal buoyancy, produced a R? value of 0.8 and a o, of 84.2. The R? value in
the DSism case is approximately 0.1 lower than for events which have a small
Ri. Such an improvement clearly suggests that by adding thermal buoyancy
into DSism, much of the observed variability in vertical dust concentration

profiles for events which have large Ri is accounted for.

Frank and Kocurek (1994) observed that changes in thermal stability have a
strong influence on the wind velocity profiles. The fact that DSism is able to
produce such good fits to the vertical dust concentration profiles for all R¢’s,
indicates that DSism is correctly accounting for the affect that changes in
thermal conditions have on the wind velocity profile. If this was not the case

then the DSism fit would be much worse for events which have a large Rs.

While the above results suggests that thermal heating is a likely cause of
the “kink”, it does not necessary imply that the larger the value of Ri at the
tower, the higher the kink will appear. The reason for this, is that the actual
rise is dependent on the thermal properties of the surface upwind of the tower
(for which there is no data). Thus, without knowing the thermal properties
upwind of the tower it is not possible to truly relate the position of the “kink”

to the Ri values for the event.

7.5 Conclusions

Until now, most researchers have used some type of power function to model

how vertical dust concentration varies with height. However, many vertical
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Table 7.4: Data used in simulations 5-8 for the source structure described in Fig-
ure 7.3), including the angle o used to describe the buoyancy effect of

thermal heating.

No. Source Area 1 Separation Source Area 2 o
S1  Strength SW; S, Strength SW,
(m) (ugs™) (m) - (m)  (pgs™)  (m)
5 2 6 10 35 2 36 10 0.0
6 2 6 10 35 2 36 10 0.1
7 2 6 10 35 2 36 10 0.12
8 2 6 10 35 2 36 10 0.15
10{0— T T p I T r
(O Experimental Data
O s
of r - y
-+~ sim8
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Figure 7.14: The effect that varying the angle a in Figure 7.13 has on the result-
ing dust concentration profile (Event E2-1995). The horizontal arrows
illustrate the position of each “kink”, while the vertical arrow is the
direction of movement of the “kink” with increasing a. Simulation 7
produced an R? = 0.8 and 0. = 84.2. The power law fit to this data
(Fig. 7.11) in contrast had an R? = 0.72 and ¢. = 100.
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dust concentration profiles have been recorded within the study site by Leys
(2001, pers. comm.) and McTainsh (2002, pers. comm.) which show evidence
of a distinct “kink” in their profile. It was first thought that these were a
measurement artifact. However, similar “kinks” have been simulated in the
field by Leys (2001, pers. comm.), using the independent DustTrak system,

implying that the “kink” is not a measurement artifact.

A possible explanation is that it is due to spatial variations in dust sources
within the claypan. To test this scenario, several simulation were undertaken
using DSism. The results of these simulations (simulations 1 to 4) suggest
that while changes in the dust source configuration do alter the curvature
of the dust concentration profile, it alone cannot produce a “kink” similar to
those observed in the measured dust concentration profiles. This suggests
that the “kinks” must be the result of another process operatiﬁg within the

plume.

Another possible explanation for the presence of the “kinks”, is that an addi-
tional process is in operation. Field conditions during the 1995 season sug-
gests that kinking is most likely related to the thermal buoyancy of the plume.
In particular, there appears to exist a critical value of Richardson’s number,
|Rz| above which these kinks appear. For the 1995 season this critical value
appeared to be around 1. However, the lack of vegetation on the claypan dur-
ing 1995, means that, it is impossible to say whethér this number is constant

or depends on the roughness of the surface as suggested by Sutton (1953).

While the “kinks” may occur as the result of the thermal buoyancy within the
study site, they also imply that what might have been regarded as natural
variation in the experimental data, is in fact important process information
and therefore should not be ignored. In particular, such variation in the ver-
tical dust concentration profile, formerly thought to be noise, may contain im-
portant information about the erodibility of the surface and how this changes
upwind. If the vertical dust concentration profile is viewed as a signal, it

should be possible to analyse its individual components to obtain information
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about the spatial erodibility properties of the surface and the thermal buoy-

ancy.



Chapter 8

Upwind changes in surface
conditions: model prediction against

field observations

8.1 Introduction

The results of the simulations presented in Chapters 6 and 7, suggest that
there is significant spatial variation in the location and strength of dust
sources within the claypan and that the vertical dust concentration profile at
any point is dependent on the spatial pattérn of dust sources. While spatial
variability in erodibility and emission rates has been observed on the claypan
(Love, 2001), its relationship to the vertical dust concentration profile has
not been experimentally measured. Moreover it is difficult simulate, since
most approaches rely on identifying fixed dust sources and then modelling
the resulting dust cloud (see Chapter 3). The problem with this approach is
that the spatial pattern of dust sources changes both between, and within
wind erosion events. Butler et al. (2001) suggested that the vertical dust
concentration profile can be viewed as a composite signal from different dust
source areas. If this ‘dust signal’ for any given event could be separated into

its constituent dust sources then it would be possible to understand how dust

165
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sources vary spatially and temporally for an event.

In this chapter, DSism is used to deconstruct a dust concentration profile for
a given event into a spatial pattern of dust source areas, in order to further
validate its underlying assumptions. The resulting pattern should not, how-
ever, be viewed as unique as it is quite possible that a different spatial pattern
of dust sources could produce a similar concentration profile. The results re-
ported in Section 8.4 confirm that a recorded dust concentration profile can
be deconstructed into constituent dust sources and that these can be related

to observed surface conditions if field data is available.

8.2 Field methodology

To verify that DSism source area predictions for a given wind erosion event,
are representative of surface conditions upwind, it is first necessary to obtain
field data on the surface and vegetation cover upwind of the measurement site
on an event basis. Prior to 1998, data collected on vegetation and surface con-
ditions around the tower sites did not provide an accurate map of surface con-
ditions within the study site. After 1998, 500m transects were surveyed in the
upwind direction from each of the two 10m towers at Site A and Al (Fig. 8.1),
after significant dust events (i.e., the transects were taken post event and in
the direction the event had come). Along each transect, vegetation and sur-
face conditions were recorded every metre, using the classifications outlined
in Chapter 4. Thus each surface was classified according to morphology and
structural formation. In addition a photographic record was quite of surface
condition which was morphologically different. Thus, it was possible to use
these transects to identify upwind changes in surface conditions. However, as
initial test of DSism, these surface conditions were classified into the broad
categories: sealed clay, rippled clay, clay skins and curls, sand/silt deposits,

gibber, wind sheeted, shrubs, small standing plants and grass cover.
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Figure 8.1: Map showing the locations of Site A and A1 within the claypan.
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A disadvantage of these surveys is that the post-event erodibility of the sur-
face is not necessarily the same as the pre-event erodibility, especially if re-
moval of erodible material exposes a low-erodibility surface or creates a sur-
face lag. However these transects do provide useful information on the source
structure upwind of the 10m towers and allow relative erodibilities to be esti-
mated. Also, a fortunate coincidence occurred when winds for two consecutive
events blew from the same direction, thus providing pre- and post-event data
for one event. Since it is the pre-event surface conditions that are mostly of

interest, this data will be used in the remainder of the chapter.

The post-event data while available for another two events in the 2000 season,
did not prove to be conclusive, and therefore is not discussed here. The reason
for this was that it was difficult to establish from post event observations the
condition of the surface prior to the event. For example a wind shéeted surface
observed post event, could imply that a) it was an active source during the
event or b) that it was sheeted ﬁrior to event and therefore not an active source
during the event. Without additional field information, it is not possible to
distinguish which of these scenarios is correct. Therefore, there is a need
to gather further information to confirm the results presented in:—'this chapter.
However, the results presented in this chapter, are still important in that they
provide an important insight into how powerful the methodology used in this

thesis is.

To assess the performance of DSism it was first used to simulate the con-
ditions that produced the dust concentration profiles at Sites A and Al, as
previously described in Chapters 5 and 6, then the spatial erodibility pattern,
produced from these simulations, was compared to the 500m survey data col-

lected at each site.
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8.3 Dust event details

The meteorological conditions, associated with the test event, are summarised
in Table 8.1. While this was the only event recorded for which pre-event, up-
wind ground-survey, data was available, it turned out to be ideal, since the
surface conditions at Sites A and Al were completely different (Figs. 8.2 and
8.3). At Site Al, there was little vegetation cover in the immediate upwind
area of the tower, while Site A was heavily vegetated upwind of the tower,
and the only bare areas were significant distances from the tower. Not sur-
prisingly, the vertical dust concentration profiles were quite different (Figs.
8.4 and 8.5). The profile at Site A is very different from events simulated in
previous chapters, while the profile observed at Site Al is similar to those
previously simulated. In Chapters 6 and 7, it was shown that changes in dust
concentration can be simulated in DSism by changing the spatial pattern of
dust sources in the neighbourhood of the site and by accounting for thermal
buoyancy of the plume. By comparing the predicted spatial pattern of dust
sources with the observed surface conditions and vegetation cover .upwind of
each site, it should be possible to verify if DSism is accurately simulating the

wind erosion processes and sources on the claypan.

Table 8.1: Environmental conditions of the test dust e_vent which occurred on the
26/9/2000 (E2-2000). '

Average Wind Average wind Extreme Wind Temperature Duration
speed (ms~*)  direction (°N) Directions(°*N) (°C) (hrs)
9 322 326 316 29 4
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Figure 8.3: Site Al surface condition during the 2000 wind erosion season.
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Figure 8.4: Comparison of the DSism predicted (-) and measured (o) vertical dust
concentration profile at Site A. R? = 0.91, 0, = 0.08.
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Figure 8.5: Comparison of the DSism predicted (—~) and measured (o) vertical dust
concentration profile at Site Al. R? = 0.96, 0, = 0.14.
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8.4 Results

8.4.1 The DSism simulation process

First the best fit to the measured vertical dust concentration profile profiles at
Site A and Al was determined, using the method outlined in Chapter 6. For
Site A, the complex nature of the vertical dust concentration profile (Fig. 8.4)
required testing over a hundred different dust source area layouts, while for
Site Al only fifty-three were required. Once an initial source area layout was
found, it was optimised by repeating the process with finer changes to both the
dust source configuration and emission rates, until only minor improvements
were observed in R? and .. In total, over 250 qombinations were tested to
provide a satisfactory fit to the dust concentration profile at Site A, while 150

were required for Site Al.

Figures 8.4 and 8.5, show the .best DSism fits to the measured dust concen-
tration profiles at Sites A and Al. The dust source configurations that cor-
respond to these fits are shown in Figures 8.6 and 8.7. At each site, DSism
required two intense dust source areas to accurately reproduce fhe measured
dust concentration profiles. (The area closest to the tower will be referred to
in the following text as Area 1, while the second of these source areas will be
referred to as Area 2.) In the case of Site A, this resulted in Area 1 having an
emission rate, @, of 1ugs™!, while Area 2 had an emission rate of 22ugs~* and
an angle of 10° to account for thermal buoyancy, while Site Al required Area
1 to have an emission rate of 160ugs™!, Area 2 an emission rate of 320ugs™!

and an angle of 9° to account for thermal buoyancy.

8.4.2 General discussion

The results suggest that the vegetation around Site A during the 2000 season
significantly reduced the emission rate there. This confirms the observations

of Wasson and Nanninga (1986), Findlater et al. (1990) and Leys (1991b), that
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Figure 8.6: Comparison of DSism predicted source structure to 500m transect

ground survey data at Site A.
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vegetation significantly reduces the erodibility of the surface. The similarity
of the dust emission angle at each site, simulating the thermal buoyancy, sug-
gests that the thermal conditions were similar at both sites during this event.
One would have expected the thermal conditions at the two sites to be sig-
nificantly different since one is vegetated, and the other is almost completely
devoid of vegetation. However, since the angle used by DSism, takes into
account the thermal properties upwind of the site, it may be better to inter-
pret the result as implying that the surfaces upwind of each site had similar

thermal properties.

It was important that DSism was able to reproduce the dust concentration
profile at Site A, even though it was extremely complex. This is very useful
because vertical dust concentration profiles in nature, may deviate signifi-
cantly in form from the conventional power function. Hence, variation in the
vertical dust concentration profile, yields significant information about erodi-

bility upwind of the point where the profile was measured.

8.4.3 Surface conditions

To verify that the upwind dust source configurations predicted by DSism
(Figs. 8.4 and 8.5) were an accurate representation of the actual spatial erodi-
bility the predictions were compared to the 500m transect data collected prior
to this event. An initial comparison is shown in Figures 8.4 and 8.5, showed
model predictions are apparently much better for site A1. This is not sur-
prising since the surface conditions and vegetation cover were more uniform
at Site Al, than at Site A. The predictions at Site Al are discussed in detail
first, followed by those at Site A.

8.4.3.1 Site Al

Figure 8.7 shows the predicted dust source configuration compared to the

measured transect. In this case the two source areas required by DSism to
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accurately recreate the profile correspond nicely to the disturbed areas. Loose
Erodible Material (LEM) surveys (see Chapter 4 for details on how these sur-
veys were undertaken), taken at the time (Fig. 8.8) indicate that there was
little loose erodible material on the claypan, and that much of the claypan
had low erodibility. The LEM surveys also indicate that there was little loose
erodible material present in the vegetated areas of the claypan, confirming
that these areas too would have had low erodibility. Hence, the disturbed

areas observed in the transects are the most likely dust sources during this

event.

Unfortunately, no LEM data was available on how surface disturbances af-
fected the amount of loose erodible material during the 2000 season. However,

such data was available for 1996 (Fig. 8.9). The 1996 data shows that once
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Figure 8.8: The amount of loose erodible material (LEM) present on different sur-

faces during the 2000 wind erosion event.
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disturbed, the amount of loose erodible material on the claypan increases sub-
stantially. These observations are supported by wind tunnel studies under-
taken by Gillette et al. (1982). They found that for many different clay based
soils in the United States, there was a significant reduction in the threshold
velocity (u,:) once the surface was disturbed. Thus, the erodibility of the dis-
turbed areas in the transect is likely to be much higher than the undisturbed
areas. The two disturbed areas in transect are most likely to be the only dust
sources in operation during this event. Hence, the DSism deconstruction of
the dust concentration profile at Site Al is very plausible in the light of field

evidence.

8.4.3.2 Site A

Figure 8.6, shows that DSism predicted two quite distinct and highly erodi-
ble source areas upwind of Site A. Comparing these source areas with the ob-
served transect data at Site A, shows the predicted Area 1 corresponds well to
the observed disturbed area close to the tower, but Area 2 does not match any
feature of the transect data. Field notes, taken at the time, report that the
second disturbance observed in the transect was only minor and extremely
patchy (Strong, 2001, pers. comm.). This region of the transect is unlikely
to correspond to the second source area (Area 2) predicted by DSism. One
must assume that there was a second dust source area that was not picked up
in the transect survey. Field notes, loose erodible material analysis, and the

efficiency analysis, all support this conclusion.

Field notes taken at the time of the event, indicate that there was a mini-
nebkha field, just to the north of Site A (Fig. 8.10). This mini-nebkha field,
consisted of a large number of small vegetated mounds and large amounts of
unconsolidated sand. The analysis undertaken in Chapter 5 suggest strongly
that there was a second source upwind of Site A. LEM observations taken
at the time (Fig. 8.8), show that the largest amount of loose erodible mate-
rial within the claypan was in this mini-nebkha field during the 2000 season.

Other field observations made at the time by Leys (2001, pers. comm.), Strong
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Figure 8.9: Loose erodible material (LEM) measurements for a variety of surfaces
within the study site during the 1996 season. These illustrate the affect
on LEM of disturbing the surface. Source: Strong (2001, pers. comm.).

(2001, pers. comm.) and McTainsh (2002, pers. comm.), confirm that dust was

indeed being entrained from the mini-nebkha field during the 2000 season.

There are two possible process scenarios for dust from this mini-nebkha field
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Site A

Figure 8.10: The mini-nebkha field located just to the north of Site A.

to be transported to the Site A tower. In the first scenario (Scenario 1) fluctua-
tions in the wind direction would allow material entrained in the mini-nebkha
field to be transported to Site A (Fig. 8.11). For the event considered here, me-
teorological observations show that, the wind only blew from the direction of
this mini-nebkha field 16% of the time. Tlﬁs implies that much of the mate-
rial entrained in this field did not arrive at Site A, but rather was transported
past it. Since the predicted emission rate from Area 2 is based on the profile
recorded at Site A, it is likely that this emission rate estimate is much lower

than the actual rate from the mini-nebkha field.

In the second scenario (Scenario 2), dust is transported by lateral dispersion
from the mini-nebkha field to the towers at Site A (Fig. 8.12).The crosswind
dust source simulations undertaken in Chapter 4, suggest that, given the
location, size and distance of the mini-nebkha field from Site A, the dispersion
would be approximately 10m. This would mean that only a small fraction of
the sediment entrained in the mini-nebkha field would have arrived at the

Site A tower. Again since the emission rate used in DSism is based on the
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Figure 8.12: Schematic illustrating how Scenerio 2 would transport material from
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material that arrives at Site A, it is likely that this emission rate will be

lower than the actual emission rate of the mini-nebkha field.

While DSism can simulate both scenarios, it does not provide an effective
means of choosing between them. DSism cannot distinguish between these
scenarios because it assumes that the wind speed and direction are constant,
taking the average of these during the event, as its estimate. Coupled with the
additional assumption that the emission rate is uniform along the crosswind
lines, implies that DSism simulates these two scenarios by placing crosswind
lines at the appropriate distance upwind. Nonetheless, the simulations still
imply that measured vertical dust concentration profiles contain significant

information about where dust sources are located upwind.

8.5 Conclusion

This chapter, shows that DSism can accurately predict upwind source loca-
tions. However, the modelling methodology involved cannot produce accurate
erodibility estimates for sources not directly upwind of the recording tower.
Thus to be able to accurately resolve the crosswind contributions of the var-
ious dust sources, additional data will be needed on crosswind variations in
dust concentration. A possible experimental scenario for gathering this ad-
ditional crosswind data, is presented in Chapter 11. Such experimental data
would also play an important role, in further verifying the observations and

results presented in this chapter.

The results suggest that there is sufficient information contained in the ver-
tical dust concentration profile to distinguish upwind variations in surface
conditions. They also support the claim, presented in Chapter 6, that spatial
variations in dust source locations within the claypan are responsible for the

final shape of the vertical dust concentration profile.



Chapter 9

The effects of particle-size upon the

vertical dust concentration profile

0.1 Introduction

Experimental studies have shown that particle-size plays an important role
in wind erosion. The particle-size contribution to soil erodibility is well
known (Bagnold, 1941; Gillette, 1979) and dust transport studies suggest
that smaller particles are transported further than larger particles (Greeley
and Iverson, 1985; Raupach, 1993). Howéver, few studies have looked at
spatial variations in the particle-size emission characteristics of dust sources
and the resulting effects upon dust concentration profiles. One reason for this
is that, not only are discrete dust source areas difficult to identify accurately
in the field, but also the emission rates of these sources cannot be measured
directly (Shao, 2000). Most studies have used portable wind tunnels to infer
the relationship between the particle-size distribution of the soil and emission

rate of particles from a given surface.

Most wind erosion models, such as WEAM (Shao et al., 1996), assume that the

dependence of the emission rate (@), on the friction velocity (v,) and threshold
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friction velocity (v,:) is not significantly altered by the presence of other parti-
cles. Thus, @ can be expressed simply as a function of the particle-size distri-
bution of soil, and both the friction velocity (v,), and threshold friction veloc-
ity (v4) as in Equations (3.11) and (3.12). In rangeland environments, such
as the claypan, where erodibility varies spatially within a given land type,
this implies that the particle-size distribution of the particles being emitted
is also likely to vary spatially. Therefore, the final particle-size composition
of a vertical dust concentration profile, will depend on both the distance ma-
terial has travelled (due to gravitational settling), and any spatial variations
in the rate at which particles of a particular size are being emitted from the

surface (particle-size emission rate).

Results, presented in Chapter 7, show that dust concentration proﬁles are re-
lated to not only the spatial pattern of erodibility, but also other environmen-
tal processes, such as surface heating. Taken together, with the particle-size
sorting that occurs as a result of deposition, and the likely spatial variation in
particle-size emission rates, the final particle-size distribution of any vertical
dust concentration profile will also depend on the processes in operation dur-
ing a particular wind erosion event. In this chapter, DSism is used to examine
how variations in particle-size emissions and other environmental processes,

affect the particle-size distribution of a vertical dust concentration profile.

9.2 Altering the emission rate, (Q, for different

particle-size classes in DSism

One of the most difficult parameters to estimate in wind erosion is the surface
emission rate. It cannot be directly measured, but is inferred indirectly. Most
wind erosion models make some kind of assumption about particle-size emis-
sions. For example, WEAM assumes that the emission rate (Q) is not altered
significantly by the presence of other particles. Other models assume that

emission rates are independent of particle-size. Neither assumption reflects
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the real situation. The WEAM assumption fails because of the presence of dif-
ferent sized particles, which influence how the particles bond and are packed
within the soil. This, in turn changes the rate at which particles are surren-
dered to the wind. Nonetheless, it is difficult to improve upon this assumption
until there is a better understanding of how wind erosion process are affected
by changes in particle emission rates. The following DSism simulations, make

a contribution to this understanding.

Until now, DSism has assumed that each particle-size class is emitted at an
equal rate, which was necessary because there was little reliable field data or
experimental data available, on specific particle-size emission rates. One of
the key design features of DSism, is the capacity to assign different emission
rates to each particle-size class. In this chapter, the emission rate assumption
is relaxed to some extent. The lack of experimental data however, means that
the simulations described in this chapter, are the outcome of a theoretical

study into particle-size emission effects.

For this study, two monitored events from the 1995-1996 wind erosion season
were selected (Table 9.1), because of the different nature of their vertical dust
concentration profiles (Fig. 9.1). Event E1-1996 (is event E1 in Chapter 6)
occurred on 19 July 1996, and had a smooth vertical dust concentration pro-
file, while Event E2-1995 (is Event 2 in Chapter 7) occurred on 17 August
1995, and had a “kink” in the vertical dust concéntration (Chapters 6 and
7). The thermal buoyancy of the air, as measured by Richardsons number
(|Rz| < 1) was low, in the case of Event E1-1996, so its effect on the vertical
dust concentration was likely to be small (according to the results presented -
in Chapter 7). In Event E2-1995, the thermal buoyancy was much higher
(|Ri| > 1), resulting in a “kink” in the vertical dust concentration profile (see
Chapter 7). Altering the particle-size emission rates in simulations of these
events should demonstrate how different particle-sizes are transported under

different thermal conditions.
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Figure 9.1: Dust concentration profiles for Events E1-1996 and E2-1995 under con-
ditions shown in Table 9.1. Lines have been used to connect the data

points to illustrate the shape of each profile.
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Table 9.1: Summary of the wind speed, direction and temperature for Events E1-

1996 and E2-1995.

Event E1-1996

Mean Wind Temp 2m Dust
Date Speed Direction °C) Concentration Rt
ms™} o 2m  10m ugm™3 2m

19th July 1996  12.18  283.45 25.51 25.01 85,861 0.83

Event E2-1995
Wind _ Temp. 2m Dust
Date Speed Direction (°C) Concentration Rz
ms™? o 2m  10m pugm™3 2m

17th August 1995 10.85 = 67 24.01 23.27 772.59 2.58

9.2.1 Initial fitting of DSism to Events E1-1996 and E2-1995

The initial fit to the vertical dust concentration profile, was obtained as
outlined in previous chapters, except that, instead of the three particle-size
classes used in Chapter 4 DSism simulations (20um, 40um and 60xm), six
particle-size classes (10-20um centre 15y, 20-30pm centre 25um, 30-40um
centre 35um, 40-50um centre 45um, 50-60um centre 55um and 60-70um
centre 65um) were used to provide more detailed particle-size information. In
both events, several different spatial dust source configurations were tried.
These were compared using the R? and o, (as described in Chapter 5), and
the best combination selected. Once an initial source combination was found,
it was adjusted to the optimum fit, by making minor corrections to the spatial
configuration and emission rates, until R? and o, showed only minor changes

between the simulation runs. Figure 9.2 shows the final DSism fits.

Figure 9.3 shows the dust source configuration corresponding to the optimum
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Figure 9.2: Initial model fits for Event E1-1996 and B as described in Table 9.2 and
Figure 9.3.
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chapter.
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DSism fit for each event. These spatial configurations were used for all other
simulations undertaken in this chapter. The emission rates and other param-
eters associated with these source configurations are listed in Table 9.2. The
optimum fit for Event E1-1996 is listed in the table as Simulation 1, while
the Event E2-1995 parameters are listed as Simulation 6. The values of the
emission rates in these two simulations were used as a basis to construct sev-
eral new simulations. These new simulations used to study how changes in

particle-size emission rates affect the vertical dust concentration profile.

9.2.2 Initial particle-size simulations

Table 9.2 also shows how the emission rates were modified in Simulations
2 to 5 and 7 to 10. For example, in Simulation 2 the emission rate of the
15um particle-size class was doubled, while emission rates of the other classes
were held constant. In Simuiations 7 to 10, where there were two source
areas, the particle-size class emission rates were altered identically in both
areas. For example, in Simulation 7, the 15um rate is doubled in both Source
Area 1 and 2. Only the 15um and the 65um particle-size class einission rates
were altered in the simulations reported here. Other simulations were run
for these particle-size classes but the results are not presented here as they

did not contribute any new information.

9.3 Results

As mentioned earlier, the two-metre dust concentration readings from the
10m towers were used to classify the relative size of events. Two metres is
the lowest height measured on the tower and therefore should contain the
most information about erodibility at the site. Comparing the emission rates
for Simulations 1 and 6 (Table 9.2) to the dust concentrations observed at two
metres (Table 9.1) offers an insight into the wind erosion process. Event E1-

1996 had a dust concentration at 2m of 85, 861ugm~3, while Event E2-1995
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Table 9.2: Emission rate (ugs™—*) by particle-size class for each simulation. Simula-

tion 1 was used as a base for Simulations 2-5. Simulations 2—-5 differed

in the particle-size emission rate for a single particle-size class. Similarly

Simulation 6 was used as a base to construct Simulations 7-10.

Event E1-1996 |

Simulation Particle-Size (um) Buoyancy Angle
Number 15 25 35 45 55 65
1 14000 14000 14000 14000 14000 14000 0°
2 28000 14000 14000 14000 14000 14000 0°
3 7000 14000 14000 14000 14000 14000 0°
4 14000 14000 14000 14000 14000 28000 0°
5 14000 14000 14000 14000 14000 7000 0°
Event E2-1995
Source Area 1
Simulation Particle-Size (um) Buoyancy Angle
Number 15 25 35 45 55 65 9°
6 6 6 6 6 6 6 9°
7 12 6 6 6 6 6 9°
8 6 6 6 6 6 9°
9 6 6 6 6 12 9°
10 6 6 6 6 6 3 9°
Source Area 2
Simulation Particle-Size (um) Buoyancy Angle
Number 15 25 35 45 55 65
6 36 36 36 36 36 36 9°
7 72 36 36 36 36 36 9°
8 18 36 36 36 36 36 9°
9 36 36 36 36 36 72 9°
10 36 36 36 36 36 18 9°
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had a dust concentration at 2m of 772.59ugm™3, a difference of two orders
of magnitude. Table 9.2 shows that the emission rate required to simulate
Event E1-1996 was 14000ugs~!, while Event E2-1995 only required an max-
imum emission rate of 36ugs~!. Thus, the emission rate increased by almost
three orders of magnitude, in contrast to the two-order increase in dust con-
centration. So a small increase in dust concentration occurs as a result of a

much larger increase in emission rate.

This is significant because emission rates cannot be measured directly. Most
observations on emission rates in the field have been made either using
portable wind tunnels, or observational data collected over a season (Rau-
pach and Leys, 1992; Leys and McTainsh, 1996; McTainsh et al., 1999).
Such data constitute either a brief snapshot of emission rates, or a seasonal
average. Very few studies have tried to link variations in 6bserved dust
concentrations to actual changes in emission rates on an event basis. Thus,
the result presented here is qﬁite significant. A small increase in measured
dust concentration, is associated with a much larger increase in emission
rates. There is also a significant temporal change in the emission rates
between these two events. One implication of this is that the I’claypan is in
a much more erodible condition during Event E1-1996, than it was during

Event E2-1995.

9.3.1 Event E1-1996 simulations

Figure 9.4 shows how the various particle-size dust concentrations varied
with height for Simulation 1. The smallest particles (15xm) had the highest
concentration over the whole 10m, while the largest particles (65um) had the
lowest concentration. Given that larger particles have the higher deposition

velocity, this result is not surprising.

The results of Simulation 2 (Table 9.2) are shown in figure 9.5. This figure

shows how the vertical dust concentration profile is affected by altering the
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Figure 9.4: Particle-size concentration for Event E1-1996 under the assumption that

all particle-sizes are emitted equally (Simulation 1).

emission rate of 15um particlés. As expected, doubling the emission rate in-
creased the dust concentration by a small percentage (5%), while a corre-
sponding decrease in emission rate reduced the dust concentration by a sim-
ilar amount. Changing the emission rate of a single particle-éize class had
a minimal affect on the total vertical dust concentration profile (Fig. 9.5(a)).
In Figure 9.5(b), the change in dust concentration is small in relation to the
actual change in emission rate. Figure 9.6 shows that increasing the emission
rate of the 65um particles has increased the dust concentration, and that dust
concentration decreased when the emission rate was decreased. Once again
any actual change in concentration was small when compared to the change
in emission rate. In Figures 9.5 and 9.6, the greatest change in dust concen-
tration occurred in the lower part of the profile and decreased with height.
Physically this means that only a very small percentage of the particles emit-
ted are dispersed into the upper reaches of the profile, that is, increasing the
emission rate only adds a relatively small number of particles in these upper

regions. So the overall change in dust concentration is very small.
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Figure 9.5: The effect of altering the emission rates for 15 pm particles, as in Table

9.2, for Event £E1-1996.
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Figure 9.6: The effect of altering the emission rates for 65 um particles, as in Table
9.2, for Event E1-1996.
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9.3.2 Event E2-1995 simulations

The various particle-size dust concentrations resulting from Simulation 6 are
shown in Figure 9.7. In contrast to Figure 9.4, the 15um particles do not have
the highest dust concentration throughout the profile, but only above 6m and
below 2.6m. Figure 9.8 shows that the “kink” occurs approximately a metre
lower for the 65um particles than for 15um particles. This behaviour is asso-
ciated with the way deposition and thermal buoyancy of the plume interact.
As particles entrained in Source Area 2 travel downwind, the thermal buoy-
ancy of the air lifts these particles away from the soil surface (Fig. 9.9), but
gravity also acts to return the particles to the surface (Fig. 9.9). Since the
65um particles have the highest deposition velocity, they would settle out sig-
nificantly faster than the smaller 15um particleé. Therefore, 65um particles
from Source Area 2 are concentrated lower in the profile, causing the increase
in the 65um concentration in.the 2.6 to 6m range. Below 2.6m insufficient
particles from Source Area 2 are presented to dominate material being in-
troduced into the profile from Source Area 1. Thus it is material from Source
Area 1 that dominates the profile under 2.6m. The larger 65um particles from
Source Area 1 are removed first, causing the 65um particle concentration to

dip below that of the 15um particles.

Simulations 7 and 8 in which the emission rate of the 15um particles have
been altered according to Table 9.2 are shown in Figure 9.10. Increasing the
emission rate (Simulation 7) did result in an increase in dust concentration
throughout the profile, but this effect did not decrease with height, as ob-
served in Simulation 2, but rather altered with height, with the greatest in-
crease coinciding with the middle of the “kink” at 7m. Up to 7m, there was a
gradual increase in concentration as a result of the change in emission rate.
After that point, the concentration decreased to its original value. Similarly,
decreasing the emission rate in Simulation 8, produced the expected decrease
in concentration, but unlike Simulation 3 (Fig. 9.5), did not continue to de-
crease with height. As in Simulation 7, Simulation 8 produced a significant

decrease in the concentration around 7m. Simulations 9 and 10 (Fig. 9.11)
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Figure 9.8: Contrast in dust concentration profiles for the 15 um and 65 pum particles
in Event E2-1995.

produce similar results, the only significant difference being that the peak
change, that occurred around 7m in the 15um, case now occurs at approxi-

mately 5m.
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Figure 9.9: Schematic showing the effect of gravity with regards to particle-size on
the “kink” in Event E2-1995.

These two heights can be explained by considering how material from Source
Area 2 arrives at the tower. After being entrained, dust is taken away from
the surface by the thermal budyancy of the air (Fig. 9.9), arriving at the tower
at a height determined both by the thermal buoyancy and the particle-size.
In particular, most of the 15um particles from Source Area 2 arrived at 7m,
while the bulk of the 65um particles arrived at 5m. The différence is due
to the larger deposition velocity of the 65um particles. This implies that the
height of the “kink” decreases with increasing particle-size (Fig. 9.12).

It is important to consider how dust concentrations would alter if, for example,
Source Area 1 began emitting finer particles. The simulations so far under-
taken for Event E2-1995 (i.e. Simulation 6-10) assumed that an increase in
emission rate for Source Area 1 is accompanied by a similar change to the
emission rates in Source Area 2. Four additional simulations for Event E2-
1995 were run (Table 9.3), to explore this scenario. These were constructed in
a similar fashion to the earlier simulations in Table 9.2, except that only one
particle-size emission rate was altered. For example, in Simulation 11 only

the 15um emission rate in source Area 2 was altered.

Figure 9.13(a) shows the resulting vertical dust concentration profiles. Note

that this only produced a signification change in the dust concentration above
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Figure 9.10: The effect of altering the emission rates for 15 pm particles as per Table
9.2 for Event E2-1995.
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Figure 9.11: The effect of altering the emission rates for 65 pm particles as per Table
9.2 for Event E2-1995.
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Figure 9.12: Contrast in vertical dust concentration profile for the 15 um, 45 pm and
65 pum particles in Event E2-1995, under the assumption of equal emis-
sion rates. The horizontal arrows indicate the positimi:l of the “kink”,
while the vertical arrow indicates the direction of movement of the

“kink” as particle size is increased.

2.6m. Similarly, in Simulation 12, (which only altered the 45um emission rate
in Source Area 2), there was a slight offset from that observed in Simulation
11, due to the faster deposition velocity of the 45um particles. Changes in
emissions from Source Area 2 affect the middle to upper reaches of the profile.
In contrast, Simulations 13 and 14 (Table 9.3) show that altering the emission

rates in Source Area 1 only affects the profile below approximately 3m.

These results are interpreted as follows. Since Source Area 1 is closer to the
tower, dust from it has only had a short amount of time to disperse. Hence,
most of this dust is confined to a small area near the surface (<2m), increas-

ing the concentration in the bottom half of the profile. Dust being transported
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Table 9.3: Emission rates (ugs™') per particle class size for additional simulations

simulation of Event E2-1995.

Source Area 1

Simulation Particle-Size (um)
Number 15 25 35 45 55 65
11 6 6 6 6 6 6
12 6 6 6 6 6 6
13 12 6 6 6 6 6
14 6 6 6 12 6 6
Source Area 2
Simulation Particle-Size (um)
Number 15 25 35 45 55 65
11 72 36 36 36 36 36
12 - 36 36 36 72 36 36
13 36 36 36 36 36 36
14 36 36 36 36 36 36

from Source Area 2 is affected by the thermal buoyancy, gravity and has had
more time to disperse. This means that the larger particles from Source
Area 2 have settled out and that the remaining particles are fairly evenly
distributed throughout the profile. Hence, this dust has the greatest impact
on the dust concentration in the upper part (>2m) of the profile. Much of the
dust from Source Area 1 makes up the saltation material, while dust from

Source Area 2 makes up most of the suspended component.

DSism can resolve the effects that particles moving in both the saltation and
suspension mode, have on the vertical dust concentration profile. This sug-
gests that particles moving in both modes are governed by the same physical
processes. Another feature of the results is that above 2m, the Event E2-1995
concentration profile is dominated by transported dust, while the lower half

(<2m) is dominated by dust entrained in the immediate neighbourhood of the
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Figure 9.13: The effect on total dust concentration of altering the source emission

characteristics in Source Area 1 and 2 individually as per Table 9.3.

tower. This scenario agrees with the Vories and Fryrear (1991) regression

model of how dust flux varies with height (Equation (7.2)), but here the same
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result has been obtained by simulating physical processes. The advantage of
this approach is that no assumptions are made about the shape of the vertical
dust concentration profile, unlike the Vories and Fryrear (1991) model which
forces the dust concentration into a given functional form, and assumes that
any variation from this is the result of experimental “noise”. The DSism ap-
proach, has shown instead that this variation (“noise”) contains significant

process information.

9.4 Conclusion

This chapter shows that changes in particle-size emission rates have a signifi-
cant affect on the vertical dust concentration proﬁ]e. The shape of the vertical
dust concentration profile depends not only on how these particle-size emis-
sion rates vary spatially within the site, but also on the types of processes
in operation. To truly understand how the particle-size distribution varies
throughout the plume, it is first necessary to understand the effect that spa-

tial variations in emissions has on the profile.

These results also show that there is significant variation in dust emissions
between discrete dust events. In particular, a small increase in dust concen-

tration, is associated with a much larger increase in emission rate.

Lastly, the position of the “kink” depends not only on the thermal buoyancy of
air, but also on deposition processes within the plume. In practice, the position
of a “kink” will depend on factors, such as the emission rates, thermal heating
and spatial variation in the surface and vegetation conditions within the site.
Much more work needs to be done to understand how all these factors interact
before we can fully understand the mechanism that is producing these “kinks”

in the vertical dust concentration profiles.
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Chapter 10

Comparison of the DSism approach

to existing models

10.1 Introduction

In Chapter 3, several different approaches to modelling wind erosion were
discussed in detail. Now that DSism has been described it is worthwhile com-
paring it with each of these modelling approaches. This chapter discusses the
features and limitations of each of these approaches in rangeland environ-
ments. Included in this discussion is a comparison of each approach to DSism

in terms of their applicability to rangeland. environments.

10.2 Climatic index wind erosion models

In Section 3.2, the basic ideas and methodology behind climatic index wind
erosion models were discussed. These models are designed to provide in-
formation about the seasonal occurrence of dust events at a regional scale
using meteorological information. In Australia, these models were verified
using the Australian Dust Event Database (ADEDB). This database contains

information on event frequency and intensity of dust events, at the various

204
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meteorological stations shown in Figure 10.1. The ADEDB does not contain

information on dust flux/emission rates (and therefore soil loss) of the various

regions.
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Figure 10.1: Meteorological station locations in Australia. Note the increase in den-
sity in the south east corner of the continent. The blue highlighted
region illustrates the meteorological stations that border the Channel
Country. (This figure is the same as Figure 3.1 and has been repeated

for convenience.)

The dependency on meteorological data has the disadvantage that it controls
the resolution of these models. In particular, in the case of the Channel
Country, only 6 meteorological stations (Winton, Boulia, Birdsville, Windo-
rah, Quilpie and Longreach) provide data to calculate the wind erosion index
(Fig. 10.1). Since these are separated by hundreds of kilometres, the spatial

resolution of the index within the Channel Country is extremely limited.
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As the climatic index models focus on the frequency of dust events in spe-
cific regions and how these vary with seasonal changes in climatic condi-
tions, they do not provide information on how one wind erosion event dif-
fers from the next. Consequently, these models give little information about
soil loss or what processes are in operation during each event at the local
scale. DSism, in contrast, has been designed to investigate the effect that
spatial/temporal changes in dust source areas and processes at the local scale,
have on the distribution of dust within rangeland environments. This implies
that DSism provides more detailed, process-specific information about wind

erosion within rangeland environments.

10.3 Empirical wind erosion prediction models

As stated in Chapter 2, wind erosion rates are dependent on a complex mix-
ture of vegetation cover, surface and atmospheric conditions. Empirical wind
erosion models, such as the Wind Erosion Equation (WEQ) and Revised Wind
Erosion Equation (RWEQ) described in Section 3.3, were designed to link ob-
served values of vegetation cover, surface and atmospheric conditions to wind
erosion rates via an empirical relationship. While these models provide a
quantitative link between various factors influencing wind erosion rates, they
provide little information about the processes in opération spatially and tem-
porally within the local area, as they are not based on physical process consid-
erations. Additionally, since these relationships were developed for cultivated
fields (where surface conditions and vegetation cover were uniform) they do
not adequately account for spatial and temporal variation in surface condi-
tions and vegetation cover commonly associated with the Australian range-

lands.

DSism, in contrast, is not designed with the primary goal of estimating
wind erosion rates. Rather, it was designed to simulate spatial and physical
processes in operation during wind erosion events within rangeland envi-

ronments. By taking a simulation approach DSism provides more detailed
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information about spatial/temporal aspects of dust transportation processes
in rangeland environments. In addition, by simulating actual physical pro-
cesses rather than using an empirical relationship DSism can be more readily
adapted to other sites and locations. The additional spatial and process infor-
mation obtained via DSism can be then used to improve either empirical or
physical based emission rate models for the rangeland environments, such as

the Channel Country.

10.4 Integrated wind erosion models

DSism is to some extent similar in operation to the Fugitive Dust Model
(FDM) and is quite different from the Wind 'E.rosion Prediction System
(WEPS), Wind Erosion Assessment Model (WEAM) and the Gillette and
Passi (1988) model. This section looks at these differences and similarities

and places DSism in the context of these models.

10.4.1 Differences between DSism and WEAM/WEPS

The key difference between DSism and WEAM (or WEPS) is that DSism does
not relate surface conditions, vegetation cover and atmospheric conditions to
emission rates. In the DSism case the reQuired emission estimates are ob-
tained using sensitivity analysis and the fitting procedure outlined in Chap-
ter 5. Unlike WEAM (or WEPS) which are emission models and therefore de-
signed to link observed conditions to emission rates/erodibility of the surface,
DSism is a transport model designed to provide dust concentration estimates

at various points downwind.

The ideal modelling situation would be to use a model, such as WEAM (or
WEPS) to seed a transport model, such as DSism. However, there are several
reasons why this should not be done. The most obvious is that it is difficult to
identify which dust source areas are in fact active during specific wind erosion

events within rangeland environments (especially within a given land type).
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This means that it is hard to: 1) verify emission models in the field and 2)
identify the actual processes in operation within the local area or study site.
It also means that without an effective means of identifying emission areas
in the field, it is hard to fully appreciate the role that spatial and temporal
changes in dust source areas and processes, have on the wind erosion within

rangeland environments.

The other important reason for not using WEAM (or WEPS) to seed DSism
relates to the need for both models to have detailed descriptions of soil surface
properties and vegetation conditions in order to make accurate predictions of
emission rates. The problem with this approach in rangeland environments
is that unlike cultivated fields where surface and vegetation conditions are
fairly uniform and each field has distinct boundaries, they can change several
times within a single land type and the actual boundaries are not distinct.
Therefore, spatial changes in surface and vegetation conditions within land

types are likely to be more important in rangeland environments.

Combining the two observations above indicates that it would be 1) difficult
to collect accurate field measures to use an emission model such as WEAM, at
the resolution required for this study, 2) if WEAM (or WEPS) was used to seed
DSism then there would not be sufficient data in the Diamantina National
Park data set to run the model for any of the events in the data set and 3)
adding a model like WEAM would have added an additional source of error
to the model. By using the sensitivity/simulation approach and matching it
against experimental observations, DSism avoids some of these data issues
and thus, enables us to analyse the Diamantina National Park data and to

extract process and spatial information from it.
10.4.2 Differences between DSism and the Gillette and Passi

Model

In the Gillette and Passi (1988) model, the mass of soil loss is linked to var-

ious surface properties. The surface property values used in this model are
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based on either long term averages or on measured values taken at one point
during the season. Such estimates provide a reasonable approximation to as-
sess the damage done by wind erosion at a regional scale. However, without
a better understanding of how these properties vary though time and space
at the local scale, it is not possible to fully appreciate the damage incurred
locally on an event basis. In particular, this means that for much of the Aus-
tralia rangelands, where there is substantial spatial and temporal diversity
in surface conditions, little is known about the damage incurred on an event

basis.

DSism, unlike the Gillette and Passi (1988) model, is not designed to estimate
the amount of soil lost during a given period. Rather, it is designed to under-
stand how spatial and temporal changes within the local area affect the dust
concentration. Thus, it enables the investigator to explore Whether observed
changes in dust concentration within rangelands, can be simply related to
spatial changes in erodibility. By understanding how the processes that con-
trol the distribution of dust within rangelands vary from event to eyent, then
this will enable us to determine what spatial and temporal resolution is nec-

essary to accurately estimate wind erosion damage on an event basis.

10.4.3 Differences between DSism and FDM

Many of the differences between FDM and DSism discussed in the follow-
ing text, reflect the different applications of these two models. In particular
they highlight that FDM is designed to estimate urban pollution levels and
the effect that rural dust has on urban air quality, while DSism is designed
to study how spatial/temporal changes in dust source areas and processes in
rangeland environments affect observed dust concentration profiles. The out-
puts of the FDM and DSism strongly reflect these different applications. The
output from FDM only produces dust concentration estimates at single points
(Winges, 1992) and is in fact limited in the computer coding to providing these

estimates at 100 points. In contrast, DSism output provides both vertical and
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crosswind dust concentration profiles (or a combination of these profiles) at
any point downwind. The advantage of using vertical dust concentration pro-
files rather than individual points, is that it enables detailed comparisons to
be made against observed dust concentration profiles. Such comparisons al-
lowed DSism to show that surface heating in rangeland environments is an

important consideration in wind erosion processes.

The differences between FDM and DSism are further highlighted by consid-
ering how crosswind source lines are used to model dust source areas in each
model. In FDM only two options exist. The first option places five equally
spaced crosswind source lines throughout the dust source area. In the sec-
ond option crosswind source lines are added to the source area one at a time,
until the predicted dust concentration downwind does not alter between suc-
cessive additions. In contrast, DSism allows such lines to be placed in much
more complex patterns. Thus enabling the areas of high/low erodibility within
these areas to be linked to the Hust concentration profile. Thus, it is possible
for the investigator to use DSism to test several different spatial saurce com-
binations in the simulation, in order to see which combinations best match

the observed dust concentration profiles.

A further difference between FDM and DSism can be found in the dust source
emission rate input required by each model. In FDM, the user has to spec-
ify the actual emission rates and how they vary With wind speed (see Sec-
tion 3.4.4). This approach is taken for two reasons. The first relates to the
fact that unlike DSism which actually estimates dust concentration over a
single event, FDM provides a value of the dust concentration over a 1, 3, 8 or
24 hour period. To do this FDM has to account for periods in which no erosion
was taking place. The second, is to allow FDM to account for sources that may

not erode until a specific wind speed is reached.

Provided the source areas can be readily identified there are no difficulties
with this approach. However, in rangeland environments, it is difficult to
identify the source area boundaries for each event, as the wind direction and

active sources may change between events. For example, in the case of the
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Lake Constance claypan, it is hard to identify the boundaries of the different
surfaces shown in Figure 4.7. This makes it extreamly difficult to classify
the changes in emission within a given land type. In addition, data is not
readily available for each of the events to account for changes in erodibility of
the surface. Thus, DSism was designed to overcome this lack of data. DSism
therefore, has several modes of operation. If the source areas could be clearly
defined and emission data was available DSism can operate in a similar fash-
ion to FDM. However, if this data is not available, DSism was designed to
have a different mode of operation. In this mode, the Land Erodibility Index
(LEI) (McTainsh et al., 1999), is used to specify the relative erodibility of each
land type. Once this is determined the base emission rate (Q;) is obtained by
sensitivity testing and comparing modelled dust concentration profiles to the
observed profiles. A side benefit of setting the base emission rate in this way,
is that DSism does not assume that (a) the same sources are in operation for
each event and (b) that the emission rate (@) can vary substantially between

events.

The final difference between FDM and DSism, once again concerns how the
emission rates are specified. In DSism, the user is also allowéd to specify
emission rates on a particle-size basis and to add new particle-size classes as
required. Thus, it is possible in DSism to change the distribution of particles
being emitted from any dust source area. This feature enables DSism to sim-
ulate dust source areas, which have different particle-size characteristics and
are therefore likely to have different particle-size emission characteristics. In
contrast, FDM does not allow the emission rate to be specified on a particle-
size basis. Thus, there is no mechanism in the FDM to model the effect that
particle-size characteristics of the parent soil has on dust concentration pro-

files downwind.

The use of particle-size emission rates enables DSism to estimate dust con-
centration profiles downwind for each particle-size. This feature is important
in a wind erosion model as wind erosion processes are extremely particle-size

selective. Being able to provide estimates of dust concentration profiles on a
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particle-size basis is extremely useful, since it provides process information
on how changes in particle-size emission rates propagate through the dust
plume. Such process information is important to be able to understand the
impact that changes in the particle-size characteristics of the parent soil have

on the resulting dust plumes.

10.5 Continental/Global climate models

Two models were discussed in Section 3.5, that modelled wind erosion at the
continental scale in Australia. The first of these is the Knight et al. (1995)
model, while the second is the Lu and Shao (2001) model. The following dis-

cussion considers DSism relative to these two models.

10.5.1 The Knight et al. model

The goal of the Knight et al. (1995) model was to quantify the amount of dust
moved in a single dust storm that occurred in 1987 in western' Queensland.
In the Knight et al. (1995) model, back—trajectory analysis was used to iden-
tify the dust source areas. As the entrainment rate was not known for their
Birdsville source area box (Fig. 3.4), Equation (3.22) was inverted to isolate
the Birdsville entrainment term. Once est.imated this data was used to solve
the standard forward transport problem and estimate dust loads within the

plume.

To simplify calculations Knight et al. (1995) assumed that emission rates were
uniform in the Birdsville box and that the dust concentration was uniform
within each box (Fig. 3.4). However, during the 1987 event the surface condi-
tions were far from uniform in the Birdsville source box. These assumptions
raise the question of just how much does spatial and temporal variations in
dust source areas and processes within the Birdsville and other boxes affect

dust concentrations downwind. Evidence presented by McTainsh et al. (1996)
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and Lu and Shao (2001) suggests that local spatial variations in soil erodibil-
ity can result in significant changes in both estimates of dust loads and soil
loss rates (see Section 3.5 for additional details). The results of the DSism
simulations presented in this thesis, not only support these claims, but go
further, by suggesting that the spatial and temporal variations in dust source
areas and processes determine the shape of the dust concentration profiles at

the local scale.

Knight et al. (1995) could have achieved a more accurate estimate of dust
loads if they had more accurately estimated the emissions in the Birdsville
source area box. However, even if better spatial erodibility estimates were
available to Knight et al. (1995), the model could not have fully utilised them
as their model is not designed to distinguish variations in crosswind or verti-
cal dust concentration profiles within each box. To fully appreciéte the effect
that spatial and temporal variations in dust source areas within the Birdsville
box has on dust loads at the continental scale, it is first necessary to under-

stand how such variations affect the dust concentrations within each box.

By simulating spatial and temporal changes in dust source areas and pro-
cesses at the local scale, DSism is able to provide information on how the
distribution of airborne dust within the local area is affected by such spa-
tial and temporal changes. While DSism is able to provide this information
in its current form, it does not provide information about how these changes
are propagated beyond the local area, since it has a 20km limit imposed by
the Gaussian approximation. Overcoming this limitation is a longer term re-

search goal.

10.5.2 The Lu and Shao model

As mentioned in Section 3.5.2, the Lu and Shao (2001) model extends the
original Wind Erosion Assessment Model (WEAM) of Shao et al. (1996) to the
continental scale by incorporating a transport process and GIS data. By us-

ing GIS data on vegetation cover and land types, Lu and Shao (2001) are able
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to predict wind erodibility and dust transport at the continental scale. How-
ever as mentioned in Section 3.5.2 when they compared their results to that
of Shao and Leslie (1997) their total dust estimate was significantly different
(i.e., 1.2Mt compared to 6Mt estimated by Shao and Leslie (1997)). This differ-
ence Lu and Shao (2001) put down to the spatial variability in dust emissions
within each grid element used in the model. In particular, this result sug-
gests that averaging the emissions over such a spatial element results in a

significant change in the amount of airborne dust predicted in the model.

The ideal solution is to increase the spatial resolution of the model. How-
ever, there are some problems inherent in increasing the spatial resolution.
The first problem relates directly to the GIS information in that the spatial
and temporal resolution of the GIS data is not sufficient to resolve differences
in erodibility within individual land types. Secondly, it assumes that spatial
variations in erodibility and processes within each cell do not have a signifi-
cant effect on the spatial distri;bution of airborne dust downwind. Thirdly, it

is very expensive in computer time.

What these observations suggest is that at present it is impossible to say what
spatial resolution is necessary to accurately predict downwind dust concentra-
tions. It is this spatial resolution question that DSism is designed to address
at the local scale. Thus, while DSism may at present be limited to 20km,
it provides essential information on how spatial/temporal and variations in
processes within the local source area affects dust concentrations downwind.
Such information will be crucial in understanding how spatial and temporal
changes within rangeland environments influence dust concentrations at the

regional and continental scale.

10.6 Summary

This chapter illustrates where DSism fits within the spectrum of the other
wind erosion models discussed in Chapter 3. In particular, it highlights that

DSism was designed to investigate the effect that spatial/temporal changes in
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emissions have on dust concentration within the local area. It also shows that
DSism was designed to study how various physical processes interact with dif-
ferent spatial source area distributions. All this implies that DSism fits well
between the local emission models and continental scale models. Thus, it is
well placed to provide an insight into: 1) what physical processes influence
dust concentrations within the local area and 2) the importance of spatial
source variations within land types in determining dust concentration within
the local area. Consequently, the results from DSism are likely to prove an im-
portant stepping stone in understanding how local changes in dust emissions

influence dust concentrations at the local, regional and continental scales.



Chapter 11

Summary and concluding comments

11.1 Summary of research outcomes

The major aim of this research was to improve our understanding of how
spatial and temporal variations in dust source areas and physical processes
in rangeland environments influence how dust is vertically and laterally dis-
tributed during wind erosion events. Most studies and models, have assumed
that emission rates are uniform within a given land type. One of the reasons
for this assumption, is that spatial and temporal changes in emission rates
within a land type cannot be easily identified in the field. In addition, since
most experimental work in Australia has been done on cultivated fields where
surface conditions are relatively uniform and the spatial variability is less im-
portant, the spatial issue at the local scale has been largely ignored. However,
in rangeland areas (such as the Channel Country), it is argued that spatial
and temporal variations in source area erodibility are likely to play a much
more significant role in the wind erosion process. This observation, is sup-
ported by the study of Lu and Shao (2001), which suggest that local changes
in emission rates can have a significant impact on dust loads at the regional

and continental scales.

To investigate these issues, the Dust Source Interaction Simulation Model

(DSism) was constructed using a robust air pollution model as its basis, to

216
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simulate wind erosion events within the study site. The basic model is robust
in that accurate estimates can be achieved using a minimum of data and even
when some of the model assumptions have been violated. DSism represents
a departure from the conventional approaches to modelling wind erosion in
that it uses vertical dust concentration profile data and sensitivity testing to
identify spatial dust source areas. Other models, such as FDM (see Chap-
ters 3 and 10) require the user to have identified the actual emission areas in
the field, which is often not possible in rangelands. Thus, most wind erosion
models assume that the emission rates are constant within a given land type.
The advantage of the DSism approach is that the additional information con-
tained in measured dust concentration profiles is used to seed the simulation.
Thus, unlike regression models, such as Fryrear and Saleh (1993), DSism is

able to provide a greater insight into how the physical processes and spatial
| changes in surface and vegetation condition interact at the local scale to pro-

duce recorded vertical and crosswind dust concentration profiles.

The resulting model (DSism) is not limited to rangeland environments. The
only limitation on DSism is the 20km downwind limit. The crosswind extent
is not limited at present. Thus, DSism can be applied to any rlég"ion where
surface conditions and vegetation cover vary. This means that DSism can also
be used to simulate wind erosion processes within areas, such as the Klondike

in Canada or cultivated fields where conditions vary from plot to plot.

11.1.1 Discussion of findings

The results of the simulations examined in Chapters 4 to 6, show that dust
source area configurations and the emission rates of such dust source areas
are important factors in determining the shape of the vertical dust concentra-
tion profile downwind. There are three important implications of this result.
These are: 1) dust sources at different distances from the monitoring tower
influence different parts of the dust concentration profile, 2) the effects of

spatial changes in dust source areas upon dust concentration profiles are not
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site specific, but rather the result of universal processes and 3) the “kinks”
in observed vertical dust concentration profiles cannot be simply the result of

spatial variations in dust emission rates.

The DSism simulations in Chapters 4 to 6, show that sources close to the
tower have the greatest impact on the saltation and lower suspension compo-
nent (i.e., the lower half of the dust concentration profile (<3m)), while dust

sources further away influence the shape of the whole profile.

These simulations also provide an insight into how the coefficients used in
the dust concentration-height regression models described in Chapter 7, re-
late to physical processes. In particular, it explains why Nickling et al. (1999)
observed that the values of the exponent (b) in Equation (7.1) varied over so
great a range. Analysis of other simulation results in this thesis suggests that
the variation in parameter (b) is the result of the interaction between various
dispersion processes and the spatial and temporal variability in dust source
areas. These simulations and the variability observed by Nickling et al. (1999)
suggest that the effects of spatial changes in dust source areas upon vertical
dust concentration profiles are not site speéiﬁc processes within the Channel,
but are the result of universal processes. The results in Chapter 7, also sug-
gest that by using regression models that smooth out the data, much of the
important process information contained in the vertical dust concentration

profile is lost.

Finally these simulations indicate that the “kinks” in the vertical dust con-
centration profiles within the study site cannot be simply the result of spatial
variations in emission rates. Further examination of environmental condi-
tions observed during a number of events, suggests that such “kinks” occur
as the result of changes in thermal conditions within the study site. Addi-
tional simulations, which include a method to simulate the thermal buoyancy
of the plume, further support this conclusion. Once the thermal buoyancy
term is added, DSism is able to accurately recreate the observed dust concen-
tration profiles. This is important in that it implies that these “kinks” are

most likely the result of actual physical processes occurring within the study
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site. Therefore, fitting regression models to vertical dust concentration pro-
files may smooth out and remove important information about wind erosion

processes and upwind dust source areas.

The importance of this observation, can be visualised by thinking of the dust
concentration profile, as a radio signal. Using this analogue, it is possible to
view the vertical dust concentration profile as a composite radio signal, which
is composed of several signals (input signals) from different sources. These
input signals, would add variation to the resulting signal. Contained in this
variation would be information about each individual input signal. In terms
of wind erosion, this composite signal contains valuable information about the

processes and dust sources in operation during any given dust event.

In Chapter 8, DSism, is used to deconstruct two vertical dust concentration
profiles into their component dust source configurations. The predicted dust
source configurations were then compared to surface and vegetation condi-
tions observed upwind of the appropriate tower prior to the event. In both
cases, DSism predictions compared favourably with the transect’ and field
observations. However, this approach did not accurately resoh__re the cross-
wind locations of the various dust sources. This result suggests that a single
vertical dust concentration profile contains significant information about the
upwind boundaries of dust source areas. waever, it also implies that addi-
tional information may be required to improve the brosswind resolution. The
importance of understanding this crosswind variability is illustrated by the
crosswind simulation undertaken in Chapter 5. The results of these cross-
wind simulations are shown in Figure 5.8 on page 115. This, figure shows
that at lateral dust source boundaries, there is often a significant change in
dust concentration across the boundary. Together, the above results suggest
that a detailed analysis of vertical and lateral dust concentration profiles can
provide significant information of the dust source areas and processes oper-
ating during any given event. This information adds significantly to our un-
derstanding of how wind erosion varies both spatially and temporally within

rangeland environments.
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Further investigation of how particle size emission affects the structure of the
dust concentration profiles under various conditions (Chapter 9), indicates
that particle size sorting within the plume also plays an important role in
determining the final shape of the plume. In particular, these simulations
show that the position of the “kink” in the vertical dust concentration profile
(if present) will depend on the different particle size emission rates of the
various dust source areas. Other simulations undertaken in Chapter 9, show
that the shape of the resulting dust concentration profile will also depend
on the particle size emission rates of the various dust source areas. These
simulations indicate that altering the emission rates of sources close to the
tower affects the lower half of the profile (<3m), while altering the emission
rates of sources further from the tower affects the whole profile. These results
demonstrate that measured dust concentration profiles contain information

about the dust sources and the emission rates upwind of a monitoring tower.

11.2 Future research directions

The results presented here also show that more research is needed before it
is possible to have an accurate picture of wind erosion within such rangeland
environments. There are three directions in which the research presented in
this thesis, can be readily extended. One is to exténd DSism by exploring its
usefulness as a predictive tool. Another is improving the resolution of dust
source areas used in DSism. While the last is to further explore the effect
that temporal and spatial variations in dust emissions have on crosswind dust
concentration profiles. How this research can be extended in these directions,

is discussed in detail below.

11.2.1 Testing the predictive power of DSism

The predictive ability of DSism under field conditions has not been fully ex-
plored in this thesis due to insufficient field data. Rather, DSism has been
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used as an analytical tool to understand how the various processes and spa-
tial variations in dust source emissions affect dust concentrations within the

rangeland environments, such as the Channel Country.

To explore the predictive power of the DSism, additional field data needs to be
collected in such away that the vertical dust concentration profile predicted
by DSism, can be directly compared to one collected independently downwind.
Thus, while it would be good to use a whole new field equipment infrastruc-
ture to collect this new data, there are several advantages in fitting it into
the current field site structure. The first of these is that the basic structure
is already in place to collect this data. Secondly any new data and informa-
tion can be: 1) easy incorporated with the existing data, 2) used to reanalyse
the preexisting data and 3) used to gather additional information about the

relative performance of each type of sampler.

A possible experimental scenario for collecting this data is shown in Fig-
ure 11.1. In this scenario both types of samplers used in the present study
(wind vane and semi-isokinetic) are used to_collected dust concentration data.
In Figure 11.1, two experimental Sites (A and B) have been establ__ished, in ar-
eas which have similar surface conditions. At both sites a 2m (Wiﬁd vane sam-
plers) and 10m (semi-isokinetic samplers) tower are erected. Thus, providing
two independent measures of dust concentration at each site. In addition Site
B, would ideally be directly downwind of Site A. Information would also be
collected about the surface conditions between Site A and B. The information
obtained at Site A would be initially used to seed the DSism model. Theo-
retically, DSism could then be used to predict the vertical dust concentration

profile at Site B.

A problem with this approach is that it is not possible to accurately estimate
the relative strength of the dust sources between Site A and B from observed
surface conditions alone. To ensure that correct estimates of the strength of
these sources is used in DSism, further information is required. Assuming

that the relative efficiency of the two samplers is the same at Site B as Site
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Figure 11.1: A possible scenario to test the predictive ability of DSism.

A, then it is possible to use the 2m wind vane sampler value at Site B and rel-
ative efficiency at Site A, to obtain a point on the vertical dust concentration.
This point and the observed surface conditions between Site A and B, can be
used to adjust the emission rates of the upwind dust sources.. This process
ensures that the dust source areas between Sites A and B are accurately sim-
ulated in DSism. Using 51] this information and assuming that atmospheric
conditions are uniform within the study site, DSism can then be used to pro-
duce a predicted vertical dust concentration proﬁl.e at Site B. This predicted
profile can then be compared to the independently observed 10m vertical dust
concentration at Site B. If DSism accurately reproduces the vertical dust con-
centration profile at Site B under these conditions, the predictive capacity of
the model would have been demonstrated. By making such comparisons for a
number of events and understanding the differences, it should be possible to
gain a substantial new insight into the spatial and temporal aspects of wind

erosion in rangeland environments.
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11.2.2 Improving erodibility estimates used in DSism

A limitation of the Diamantina National Park data set used in the present
study is that detailed experimental data on emission rates from different
source areas were not readily available. Thus, in this thesis the Land Erodi-
bility Index (LEI) developed by McTainsh et al. (1998) has been used to pro-
vided an initial estimate of the erodibility differences between the various
land types (see Chapter 5 for details). Sensitivity testing was then used to de-
termine spatial variability within a given land type, since the LEI as defined
by McTainsh et al. (1998) could not be readily applied within land types. If
however, better estimates of the erodibility of areas within land types could be
obtained (i.e., the resolution of the LEI increased), then DSism’s reliance on
sensitivity testing could be significantly reduced. A recent study by Chappell
et al. (2003) may provide a means by which the resolution of the LEI can be
increased. In this study, also based at the Diamantina National Park, Chap-
pell et al. (2003) use a geostatistical approach and a weighted average of wind
vane sampler data within a given land type to calculate wind erodibility maps
of the land type. These erodibility maps could be used to seed the,_: spatial com-
ponent of DSism, thereby increasing the spatial accuracy of the simulation.
Further, by comparing the.predicted dust concentration values using this cou-
pled approach against those observed at several locations in the field, a much
greater understanding of wind erosion processes within rangeland environ-
ments should be achievable. In addition the successful combination of these
two approaches would make the resulting model an extremely useful predic-

tive and analytical tool.

11.2.3 Crosswind improvements to DSism

The simulation results presented in Chapter 5, suggest that it is possible to
have a substantial change in dust concentration at the edge of various cross-
wind sources. Other results presented in Chapter 8 indicated the presence of

a dust source that was not located directly upwind of Site A. The existence of
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this dust source provided a feasible explanation for second dust source area
predicted by DSism analysis. These results, suggest that while, as shown
in this thesis, the vertical dust concentration contains significant informa-
tion about the upwind distribution of dust sources and the strength of these
sources, it does not provide much information about the crosswind distribu-
tion of these sources. Clearly, more experimental and modelling work needs
to be done, before it is possible to fully appreciate the importance of crosswind

dust source variability.

DSism in its present form is clearly capable of simulating such spatial
changes in erodibility and dust emissions. However, at present the Dia-
mantina National Park data does not provide much information about
crosswind variability in dust concentration. Therefore, the first priority in
improving our understanding of crosswind processes has to be gaf.hering more
detailed crosswind information. Figure 11.2 shows a possible experimental
scenario for collecting the extra experimental data. In this experiment,
several 10m towers would be erected crosswind. (Note: while it js ideal to
have three towers, the experiment could be set up in such a way that two
or three towers could be used.) In particular if 2m towers are also setup at
each site, the same experimental setup could be used to collect data either
downwind for the experiment outlined in Section 11.2.1 or the crosswind
experiment detailed here, depending on wind direction. These, 10m towers
give crosswind dust concentration profiles at a variety of heights. Performing
a similar analysis on the these crosswind dust profile to that undertaken in
this thesis, should provide new insights into crosswind wind erosion processes

within rangeland environments.

There are two advantages in using the experimental structure, shown in Fig-
ure 11.2. Firstly, the extra data can be easily integrated into the existing Dia-
mantina National Park data set. That is the existing data can be reanalysed
using the information gained from this new data. Secondly, using 10m towers
in the crosswind array, means that it would be possible to have detailed 10m

vertical dust concentration profiles at each tower within the array. Such data
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Figure 11.2: A possible scenario to collected further crosswind data on which to ex-

tend DSism.

would give a unique picture of the distribution of dust within rangeland envi-
ronments during dust events and would be invaluable in understanding the
spatial variability in dust concentration within such environments. If such
detailed crosswind and vertical data is than coupled to a simulation model,
such as the one presented in this thesis, it should be possible to gather new

information about the wind erosion processes in rangeland environments.

11.2.4 Long term research goal

The work described so far has concentrated on the local scale and is achiev-
able in the short term. A longer term research project could focus on how
the spatial/temporal and process effects observed in this research, propagate
through the various scales. Understanding this scaling problem is important
as wind erosion is a scalable process, in that the same basic processes operate
at all scales. Thus, it should be possible to scale DSism up from the claypan
to, for example, the whole of Australia. The advantage of doing this is that
for dust storms like the one that occurred in Kazakhstan on the 9th April,
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2003 (Fig. 11.3), it would be possible to isolate how local spatial and tem-
poral changes influence the structure of the dust plume at the regional and
continental scale. In terms of Australia, this would also mean that it would
be possible to understand, for example the impact that the Channel Country

(and rangelands in general) have on urban pollution levels.

Dust plume :
originating from
Kazakhstan

Figure 11.3: A satellite image of a dust plume blowing over the arid plains of Kaza-
khstan, on 9th April, 2003. Source: NASA (2003).

To achieve this, DSism needs to be modified to overcome the 20km modelling
constraint imposed by the Gaussian assumption. There are several means of
overcoming this limitation currently mentioned in the literature. The most
promising approach at this stage is to use the DSism simulation results to
seed a dispersion/transportation model, in a similar fashion to that used by
[lyushin and Kurbatskii (1996) to model atmospheric dispersion of contami-
nants. In this approach, a Gaussian air pollution model is coupled to a long
range transportation model. If this is similarly applied to DSism, then it
would be possible to produce a nested simulation model of the wind erosion

events at a wide variety of scales.
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