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Abstract
In this era of big data, seamless distribution of healthcare information is crucial for improving patient care and advancing 
medical research, necessitating meticulous attention to preserving health data privacy. However, overly stringent protec-
tion measures can impede the efficient utilization of invaluable resources for medical research and personalized healthcare, 
posing a central challenge in balancing privacy protection with effective data utilization. This study aims to explore various 
methods used to protect the privacy of patients’ health records, and evaluates their advantages and limitations. Addition-
ally, it conducts an in-depth analysis of a public medical dataset concerning privacy protection, assessing the effectiveness 
of k-anonymity and l-diversity privacy criteria and examining the influence of quasi-identifier (QID) attributes on privacy 
preservation. The study showcases techniques to achieve privacy standards, including generalization and suppression. Fur-
thermore, it introduces a novel approach that utilizes the genetic algorithm (GA) and a non-dominated sorting technique to 
maximize both privacy and utility in health data through multi-objective optimization. After examining the results, this paper 
offers a guide for data owners on selecting attributes for medical data publication and choosing suitable privacy preservation 
strategies. Through the exploration of the GA and the non-dominated sorting approach, this paper suggests that the proposed 
GA can offer promising non-dominated solutions to the issue of health data privacy in the era of data-driven healthcare. A 
combination of these algorithms can enhance privacy protection and provide healthcare professionals and researchers with 
essential knowledge, ultimately benefiting patient care and ensuring a more secure database system.
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1  Introduction

The dissemination of research data is crucial for transpar-
ency, reproducibility, and collaboration in scientific pur-
suits, facilitating verification and improvement of current 
knowledge [15, 37, 53]. The preservation of patient privacy 
in medical data is essential due to the sensitive nature of 
personally identifiable information (PII) and the extensive 
medical history involved [11, 17, 24, 50]. The unauthorized 
utilization or reidentification of such data might result in 
substantial consequences, jeopardizing patient confidenti-
ality, trust, and legal responsibility [40, 49, 54, 55, 57, 58]. 
Recent data breach occurrences have heightened concerns 
about the necessity for comprehensive privacy protection 
methods that reconcile privacy with utility.

Conventional privacy-preserving measures such as 
k-anonymity [46], l-diversity [32], and t-closeness [29] pro-
vide the foundational privacy protection of data, but they 
are inadequate to protect against advanced and complex 
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threats. For instance, while k-anonymity shields data from 
identity disclosure by hiding it from k − 1 other records, it 
fails to thwart linkage attacks. On the other hand, l-diver-
sity protects attributes from being exposed and makes sure 
that sensitive attributes (SAs) are spread out evenly among 
groups [38]. However, it cannot prevent the similarity and 
skewness attacks [23, 29]. Setting a threshold for SAs and 
effectively managing the distribution of sensitive values 
within each equivalence class are necessary to achieve t 
closeness. Achieving this degree of effectiveness can prove 
challenging since it depends on delicate variables that lie 
outside the jurisdiction of publishers [29]. A different form 
of k-anonymity, referred to as p-sensitive k-anonymity, is 
capable of protecting against identity exposure while still 
allowing attribute information to be revealed [5]. However, 
this method is vulnerable to similarity attacks, which have 
the ability to identify specific places. To tackle this problem, 
Sun et al. developed the p+-sensitive k-anonymity and (p, �)
-sensitive k-anonymity models. These models are improve-
ments on the p-sensitive k-anonymity model. They are meant 
to lower the risk of similarity attacks and the possible expo-
sure of attributes [45].

Differential Privacy (DP) offers customizable levels of 
privacy protection for sensitive data [10]. However, the 
introduction of noise into the dataset compromises trans-
parency and utility. Numerous studies have focused on the 
methods to maintain privacy while increasing data utility 
[43]. Soria-Comas proposed a method that integrates k-ano-
nymity with DP, aiming to improve the utility of differen-
tially private responses [41]. Liu et al. came up with a new 
way to protect privacy while still giving useful data for data 
mining. Their method uses conditional probability distribu-
tion and machine learning to keep private information safe 
while still being useful for data mining [30]. But, the trade-
off between data usefulness and privacy protection in DP 
remains an unresolved issue [12, 18, 19]. Furthermore, most 
privacy-preserving techniques involve generalizing data, 
suppressing it, or adding noise to anonymize it. These tech-
niques, however, have the potential to significantly reduce 
data quality and utility.

Given the limitations of conventional approaches, we aim 
to explore the utilizations of evolutionary algorithms (EAs) 
with conventional approaches like k -anonymity and want to 
see their scope in optimization fields to produce near-opti-
mal privacy and utility solutions. Therefore, we formulate 
our research questions as follows: (i) How can we enhance 
privacy standards and strike a balance between privacy and 
utility? (ii) How effectively can genetic algorithms (GAs) 
be applied to produce near optimal solutions for privacy and 
utility?

Recently, the use of EAs in privacy-preserving data pub-
lishing has emerged as a new dimension that can be very 
helpful in finding optimal solutions for the trade-offs between 

privacy and utility issues. EAs, drawing inspiration from 
natural selection, utilize fundamental operators like selection, 
crossover, and mutation to efficiently solve diverse optimiza-
tion problems [8, 14, 28, 35, 52]. These algorithms, renowned 
for their effectiveness in real-world optimization tasks, employ 
techniques such as generalization, suppression, and perturba-
tion to sanitize data while preserving its utility [27, 33]. As 
privacy preservation becomes increasingly critical, various 
approaches, including set-based EAs and safe federated data-
driven methods, have been proposed to address privacy con-
cerns in multi-objective optimization problems [16, 20, 31, 
59]. In light of this, we proposed in a recent study that maxi-
mizing both privacy and utility can be addressed by formulat-
ing a multi-objective optimization problem [22].

GA is a powerful tool for solving complex optimization 
problems, even in large, intricate search spaces. By using 
GA to address multi-objective optimization problems, it is 
possible to find solutions that maximize both privacy and 
utility. Therefore, it is our natural expectation that it GA 
can be useful in achieving privacy-utility trade-off. In this 
article, we first examine the existing privacy measures for 
preserving medical data and discuss how to achieve higher 
privacy criteria, specifically k-anonymity and l-diversity. 
Secondly, our focus is on utilizing GA to find a near-optimal 
solution for the privacy-utility trade-off. In order to resolve 
these concerns, our contribution to this research work com-
prises the following: 

1.	 a comprehensive analysis of anonymization methods 
for safeguarding public medical data, coupled with an 
assessment of the privacy protection standards using 
k-anonymity and l-diversity models for specific combi-
nations of Quasi-identifier (QID) and SA;

2.	 a demonstration of achieving higher privacy criteria 
through attribute generalization and record suppression;

3.	 the formulation of privacy utility trade-off as a multi-
objective optimization problem followed by the devel-
opment of an algorithm that integrates a GA and a 
non-dominated sorting approach to identify the non-
dominated solutions.

This article is organized as follows: Sect. 2 presents the 
problem statement, Sect.  3 outlines the anonymization 
approaches used in medical data, Sect. 4 discusses the analy-
sis and protection of data, Sect. 5 introduces our proposed 
algorithm, and finally, Sect. 6 provides our conclusions.

2 � Problem Definition

The primary aim of privacy-preserving data publishing 
is to modify the original dataset in a way that maintains 
high data utility while safeguarding privacy. For example, 
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consider a scenario where a hospital authority wishes to 
analyze the patterns of a specific disease and plans to 
release its information for research purposes. Their goal 
is to ensure maximum privacy protection for the origi-
nal dataset D by applying techniques such as generaliza-
tion and suppression to QID attribute combinations. This 
results in the creation of an anonymized dataset P that 
aims to achieve optimal privacy and utility.

To address this challenge, we approach it as a multi-
objective problem by defining two anonymization 
objectives.

Definition 1  (Anonymization Objective 1) To maximize 
privacy requirements for an anonymized dataset P given a 
utility degree UD such that (AD(P)) ≥ k) . AD is the anonym-
ity degree assessed by k-anonymity, while UD indicates the 
utility degree for an anonymous dataset.

Definition 2  (Anonymization Objective 2) To maximize 
the utility (UD(P) ≥ UDthreshold) for a given AD on an 
anonymized dataset P. UDthreshold represents the data util-
ity’s threshold value.

The utility of P depends on its Transparency Degree 
(TD) [13].

where i represents the specific record in the set P; vg is the 
generalized value in record i. TD value of vg is estimated as 
follows:

where |vg| is the number of domain values that are descend-
ants of vg.

Given the anonymization objectives mentioned above, 
we can more precisely describe the multi-objective optimi-
zation issue using Pareto dominance [36], where AD and 
UD are simultaneously optimized.

Definition 3  (Pareto Dominance) Let Ri and Rj represent 
two anonymization solutions. Then Ri is said to have Pareto 
dominance [56] over Rj , denoted by Ri ≻ Rj , if and only if:

where f1 represents AD, and f2 represents UD.

(1)TD(P) =
∑

i∈P

TD(i)

(2)TD(i) =
∑

vg∈i

TD(vg)

(3)TD(vg) =
1

|vg|

(4)
{

∀m = 1, 2 fm(Ri) ≥ fm(Rj)

∃m = 1, 2 fm(Ri) > fm(Rj).

This definition regards non-dominated solutions as the 
most optimal solution for addressing multi-objective opti-
mization problems.

3 � Approaches to Anonymizing Medical Data

This section provides a concise overview of prominent 
anonymization methods, including k-anonymity, l-diver-
sity, and DP, which are effective in preserving the privacy 
of medical data.

3.1 � k‑anonymity

Many data custodians, such as governmental bodies and 
healthcare institutions, contend that omitting specific 
information such as name, address, and phone number 
will ensure data anonymity. Nevertheless, correlating data 
with other published datasets, such as voter registries, may 
result in the erosion of anonymity. Incorporating noise into 
the dataset may yield erroneous statistical outcomes [3, 
51]. To address these issues Samarati demonstrated the 
application of k-anonymity in safeguarding data privacy 
using methods such as generalization and suppression. In 
addition, the authors established the notion of minimum 
generalization, which ensures that the published data 
retains its characteristics while maintaining k-anonymity 
[39]. The k-anonymity paradigm, introduced by Sweeney 
in 2002, has gained significant popularity for safeguarding 
individual privacy owing to its straightforwardness and 
efficacy [46].

Definition 4  (k-anonymity) A dataset is said to satisfy k-ano-
nymity if it contains a minimum of k records for each pos-
sible combination of QID attributes.

k-anonymity is a strategy for protecting the identity and 
confidential data of individuals within a dataset. It assures 
that each element of the data set cannot be distinguished 
from at least k − 1 other entries using specific identifying 
characteristics or QIDs. By doing this, it helps to ensure 
the confidentiality and protection of the individuals whose 
data are being studied [46]. Literature encompasses vari-
ous forms of k-anonymity, including the k-join-anonymity 
model [42], cluster-based anonymity [3], k-anonymity in 
DP [41], and the microaggregation sorting framework 
[25], among other examples. Despite the widespread adop-
tion of k-anonymity as a method of data anonymization, it 
is important to recognize its limitations and vulnerabili-
ties. Therefore, the pros and cons of k-anonymity are listed 
below:
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3.1.1 � Pros

•	 It gives protection against identity disclosure, a severe 
breach where the attacker identifies an individual within 
a dataset [1].

•	 This method requires less computational cost than other 
anonymization methods, such as cryptographic methods 
[38].

•	 This method is well known for its simplicity. It provides 
enhanced protection when incorporated with clustering 
techniques.

3.1.2 � Cons

•	 It is susceptible to several types of privacy breaches, 
including membership disclosure, where an attacker can 
infer an individual’s presence in a dataset; and attrib-
ute disclosure [2, 4], where SAs of individuals can be 
inferred, even if their identities remain obscured.

•	 When there is not enough dissimilarity in the SAs, it can 
generate a cluster that might disclose information and 
compromise privacy.

3.2 � l‑diversity

To tackle the problems related to uniformity and prior 
knowledge, it is imperative to use a more comprehensive 
privacy framework known as l-diversity. Advancing beyond 
k-anonymity, l-diversity secures sensitive data by ensuring 
that each SA contains a minimum of l indistinguishable val-
ues, thereby reducing the risk of attribute disclosure attacks. 
These attacks exploit dataset patterns to deduce specific sen-
sitive information, posing a significant risk. By diminishing 
the chance of re-identification and improving data privacy, 
l-diversity introduces an essential layer of protection [32]. 
Unlike simpler models, the l-diversity approach specifically 
targets SAs and enhances privacy by ensuring that each 
group contains at least l distinct values. This method not 
only focuses on the diversity within these groups but also 
considers QIDs to mitigate privacy breaches associated with 
SAs. The definition of l-diversity is as follows:

Definition 5  (l-diversity) A dataset is considered to satisfy 
the l-diversity if, for each QID group, there is a minimum of 
l well-represented values for the SA.

The advantages and weaknesses of l-diversity is given 
below:

3.2.1 � Pros

•	 Prevents the risk of attribute disclosure and provides bet-
ter privacy protection than k-anonymity.

•	 It can provide robust protection against background infor-
mation attacks by implying a diverse distribution of SAs.

3.2.2 � Cons

•	 Achieving l-diversity is more complex than k-anonymity. 
It needs careful manipulation, which leads to increased 
computational costs [7].

•	 Sometimes this method depends on the range of SAs, if 
the number is lower than the privacy parameter l, some 
fictitious data are added to achieve the l standard, which 
may give bias results of the analysis.

•	 Despite the implementation of l-diversity, there is a 
potential vulnerability in which the SA values can still be 
exposed through skewness attacks and similarity attacks 
[2, 29, 44].

The data shown in Table 1 exemplify the characteristics of 
a 3-anonymous and 2-diverse dataset. Each set of data, cat-
egorized by the QIDs, contains a minimum of three identical 
records. Additionally, within each set, there are a minimum 
of two distinct pieces of information for the SA. Neverthe-
less, it is crucial to acknowledge that the efficacy of l-diver-
sity is contingent upon the spectrum of values for the SA.

3.3 � Differential Privacy

Medical data comprises a wide range of highly sensitive and 
confidential information, such as diagnoses, genetic infor-
mation, geographical data, and any other details related to 
health [26]. DP enhances the model’s ability to withstand 
security breaches, preventing efforts to obtain accurate 
responses to falsified queries. It is the most popular privacy-
preserving strategy that significantly enhances privacy by 
addressing all vulnerabilities associated with data anonymi-
zation methods without making any assumptions about the 

Table 1   Example of a 3-anonymous and 2-diverse patient micro-data-
set

No. QID SA

Age Zip Code Gender

1 <30 960** Male Heart Disease
2 <30 960** Female Heart Disease
3 <30 960** Female Cancer
4 3* 963** Male Heart Disease
5 3* 963** Male Diabetes
6 3* 963** Male Diabetes
7 >40 965** Female Diabetes
8 >40 965** Male Cancer
9 >40 965** Female Cancer



Analysis and Multi‑objective Protection of Public Medical Datasets from Privacy and Utility…

background knowledge of prospective adversaries [10]. By 
implementing DP methodologies, it is possible to ensure the 
confidentiality of patients’ personal information while still 
enabling the analysis and research of healthcare data.

Definition 6  (�-DP) In the context of two datasets M and N 
that are distinct in a single element, the �-DP property holds 
true for a randomized function f if the following condition 
is satisfied for each subset S of its range:

where the parameter � governs the level of privacy 
protection.

According to this definition, when comparing two data-
bases that vary by a single record, a differentially private 
method yields two randomized outputs with nearly identi-
cal probability distributions. This makes it unlikely that an 
opponent would be able to deduce the presence of a specific 
victim in the released database with high confidence [7].

DP mechanisms frequently employ the Laplace, Expo-
nential, and Gaussian mechanisms to ensure anonymity. 
The Laplace mechanism is often used for numerical outputs, 
while the Exponential mechanism is better suited for non-
numeric queries [48]. The Gaussian technique is effective for 
aggregating sensitive information, conducting private data 
analysis (e.g., regression analysis or clustering), and imple-
menting machine learning applications [21]. The advantages 
and disadvantages of DP mechanism are listed below:

3.3.1 � Pros

•	 DP provides strong privacy, and it does not require any 
assumption of background information of a potential 
adversary.

•	 It can preserve better utility for low-sensitive queries 
such as count, range, etc.

•	 It provides strong resilience to homogeneity, background 
information, and skewness attacks.

(5)P[f (M) ∈ S] ⩽ e�P[f (N) ∈ S]

3.3.2 � Cons

•	 A database with DP protection can provide inaccurate 
results for highly sensitive queries.

•	 The addition of noise can reduce the accuracy of the data 
for small datasets with a high privacy budget.

•	 The addition of noise in the dataset may lead to a loss of 
information.

•	 Determining the optimal privacy budget is not easily pos-
sible. A high privacy budget gives insufficient privacy, 
while a low budget degrades the data utility.

Table 2 provides the overall summary and comparison 
of the conventional privacy-preserving approaches men-
tioned in this study. Due to simplicity and less computa-
tional complexity of k-anonymity and l-diversity than DP, 
we analyze the privacy protection standard and how to 
achieve higher values of k and l in the next section.

4 � Analysis and Protection

The objective of our research is to examine the privacy 
measures employed in publicly available medical data by 
quantifying the distribution of k and l values for particular 
combinations of QID and SA. To address privacy issues, 
we alter the combinations of QID and determine the asso-
ciated k and l values, which we then assess in terms of 
their distribution. By analyzing the distribution of k and 
l, we calculate their means and compare them across vari-
ous combinations of QID attributes. The aim of our study 
is to identify the traits that are most vulnerable to privacy 
breaches. We have observed that lower values of both k 
and l significantly increase the probability of identifica-
tion. Subsequently, we compute the record suppression 
ratio for various values of k and l that demonstrate a bal-
ance between privacy and utility.

Table 2   Comparison of anonymization approaches on various aspects

Features k-Anonymity l-Diversity DP

Privacy No records can be identified from 
k − 1 other records in the group

Guarantees privacy by distributing the data 
in l well-distributed SA

Guarantees privacy by math-
ematically proven formula

Vulnerability Attribute Disclosure Skewness and similarity attack Resilient to all common attacks
Utility loss Reduces utility due to generalization Reduces data utility for achieving l diversity Adding noise reduces utility
Computational complexity Simple Moderate High complexity due to rigor-

ous mathematical calculation
Privacy-utility trade-off Depends on tuning the value of k Depends on tuning l Depends on tuning �
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4.1 � Privacy Analysis

In our investigation, we utilize a publicly available dataset 
of hospital inpatient discharges provided by the New York 
State Department of Health.1 From this dataset, we selected 
1,020 records for our study. Initially, our focus was directed 
toward a specific set of characteristics known as QID 1. This 
set includes information such as {health service area, hospi-
tal county, operating certificate number, facility ID, facility 
name, age group, and zip code}. In this context, SA is con-
sidered to be the “CCS diagnosis description”. For QID 1, 
the estimated distribution of k and l values yields an average 
of 24.238 and 8, respectively.

Subsequently, we investigate another QID attribute com-
bination, labeled as QID 2, which comprises health service 
area, hospital county, age, zip code, gender, and race, with 
the SA remaining unchanged. QID 2 encompasses the most 
prevalent QID attributes. Analysis of QID 2 reveals mean 
values of k = 13.9589 and l = 5.41. This comparison clearly 
indicates that QID 1 offers superior privacy protection com-
pared to QID 2. Further exploration involves observing the 
impact of removing individual QID attributes from QID 
2. Removing the race attribute resulted in QID 3: {health 
service area, hospital county, age, zip code, gender}, with 
average k and l values of 16.70492 and 6.295082, respec-
tively. Notably, there is a slight improvement in the average 
k and l values after removing the race attribute, suggesting 
its significance as a key QID within the dataset.

Similarly, removing the zip code from QID 2 led to QID 
4: {health service area, hospital country, age, gender, race} 
with average k and l values of 26.12821 and 7.564103, 
respectively (Fig. 1). This indicates the importance of zip 
code as a significant QID, as evidenced by the increased 
averages.

The elimination of gender from QID 2 led to the crea-
tion of QID 5, which includes {health service area, hospital 
country, age, zip code, race}. The average values for k and 
l in QID 5 are 20.38 and 6.74, respectively. This illustrates 
that the dataset’s level of privacy increases when gender is 
removed from the list of attributes. After removing the age 
from QID 2, the new combination, QID 6: {health service 
area, hospital country, zip code, gender, race}, results in 
average values of k and l equal to 37.74074 and 10.40741, 
respectively (Fig. 1). The research identifies age as the pri-
mary factor that affects the privacy of hospital inpatient dis-
charge data. Hence, the disclosure of age information should 
be handled with more prudence, given its substantial influ-
ence as personally identifiable data.

4.2 � Improving k and l

Despite the implementation of some de-identification meas-
ures in this dataset, our analysis reveals that it still lacks 
sufficient protection. There remains a risk that attackers can 
easily identify unique information. Therefore, enhancing the 
values of k and l is imperative for better protection. This 
enhancement can be achieved through attribute generaliza-
tion and record suppression techniques [13, 16]. To illustrate 
attribute generalization, we provide a simple example and 
demonstrate record suppression through a small experimen-
tal study.

4.2.1 � Attribute Generalization

Generalization is a method used to represent attribute values 
in a table more abstractly and facilitate the identification of 
tuples. This technique involves transforming attribute values 
into broader categories within a universal domain. To pre-
serve data integrity, QID attributes, such as zip codes, can 
be generalized from a specific level (e.g. Z0 with values like 
04123, 04126) to a more general level (e.g. Z1 with values 
like 04120, 04120). This transformation follows a “domain 
generalization hierarchy”. If the table already meets the 
requirement of k-anonymity, the technique of k-minimum 
generalization can be applied to protect privacy while still 
retaining specific values in private tables [39, 46]. However, 
this method may need greater generality when dealing with 
outliers or tuples that appear less frequently than k times 
[38].

Consider the case of a 19-year-old female living in Alle-
gany with a zip code of 96040, who has been diagnosed 
with a mental disorder, and whose family desires to protect 
the privacy of her personal details. Due to the distinctive-
ness of her information in the dataset (see Table 3), she can 
be easily recognized. Using attribute generalization in this 
scenario can improve the values of k and l. By obfuscating 
the zip code, gender, and age, her personal data becomes less 
distinguishable in the publicly available dataset. An exam-
ple demonstrating attribute generalization and its impact on 
improving k and l values is illustrated in Table 3.

In this scenario, the process of attribute generalization is 
applied to three attributes - age, zip code, and gender. Age 
is classified into groups such as ‘less than 30’, ‘3*’, and 
‘greater than 40 ’. The zip code is generalized by hiding 
the last two digits. Gender is generalized and referred to as 
‘individual’.

4.2.2 � Record Suppression

The main purpose of this method is to hide the complete 
tuple t from the public dataset since it includes sensitive 
and non-sensitive data. However, excluding particular 

1  https://​health.​data.​ny.​gov/​Health/​Hospi​tal-​Inpat​ient-​Disch​arges-​
SPARCS-​De-​Ident​ified/​82xm-​y6g8.

https://health.data.ny.gov/Health/Hospital-Inpatient-Discharges-SPARCS-De-Identified/82xm-y6g8
https://health.data.ny.gov/Health/Hospital-Inpatient-Discharges-SPARCS-De-Identified/82xm-y6g8
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information from the dataset could potentially undermine 
its precision [6].

Our study focuses on improving the values of k and l 
through record suppression. Higher values of k and l lead to 
decreased identifiability of the information, thus enhancing 
the privacy of the data. It is crucial to increase the value of 
k and l to strengthen privacy protections. Lower values of k 
and l indicate that the record is unique and easily identifiable 
within the publicly available data. By eliminating tuples that 
contain unique information, we can raise the values of k and 
l for our data to 2, potentially increasing the confidentiality 
of the data. To protect privacy, we conduct a small study to 
determine the frequency of suppression of records at vari-
ous levels of k anonymity and l diversity. We eliminate all 
records that contained a combination of QID attributes with 
k and l values of 1, with the objective of increasing these 
values to 2. Next, we evaluate the percentage of suppressed 

Fig. 1   Distribution of k and l for different QID attributes

Table 3   Example of attribute generalization

No. QID SA

Age Zip Code Gender

1 <30 960** Individual Heart Disease
2 <30 960** Individual Heart Disease
3 <30 960** Individual Cancer
4 <30 960** Individual Mental illness
5 3* 963* Individual Heart Disease
6 3* 963* Individual Diabetes
7 3* 963* Individual Diabetes
8 >40 965** Individual Diabetes
9 >40 965** Individual Cancer
10 >40 965** Individual Cancer
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records, termed the record suppression ratio. Furthermore, 
we repeat the procedure for k values between 3 and 10 and l 
values between 2 and 8.

The fluctuation of the record suppression ratio depicted in 
Fig. 2 shows the trade-off between privacy and utility in this 
dataset. The figure clearly demonstrates that an increased 
record suppression ratio is directly correlated with a higher 
level of privacy. Consequently, as the quantity of records 
in the dataset declines, there is a corresponding decrease 
in the dataset’s utility. Hence, it is imperative to optimize 
the anonymization method in order to maintain the highest 
possible level of utility when addressing privacy needs [16].

5 � Non‑dominated Sorting with Genetic 
Algorithm

In this section, we propose an algorithm that addresses maxi-
mizing both privacy and utility as a multi-objective optimi-
zation problem. This algorithm utilizes GA and a non-domi-
nated sorting procedure to identify non-dominated solutions 
within the k-anonymity privacy protection model.

GA is a search metaheuristic within artificial intelligence 
(AI) inspired by the evolutionary processes of biological 
organisms. As part of the evolutionary algorithm fam-
ily, GAs are designed to mimic natural processes, includ-
ing inheritance, mutation, selection, and crossover [47]. 
Researchers use these algorithms to produce optimal or 
near-optimal solutions for multi-objective optimization 
problems. For example, Liu et al. introduced a safe feder-
ated data-driven evolutionary multi-objective optimiza-
tion method. This approach ensures the protection of the 
original data and the newly generated solutions produced 
by optimizing the acquisition function [31]. The authors in 
[16] discussed the challenges associated with maintaining 
privacy while releasing data and used GA such as the Infor-
mation-Driven Genetic Algorithm (ID-GA) as a solution. 
This algorithm incorporates an information-driven crosso-
ver operator, an information-driven mutation operator, and 

a two-dimensional selection operator, specifically devel-
oped to facilitate information sharing among anonymiza-
tion solutions, facilitate information disclosure, and assess 
the characteristics of various solutions. Gong et al. focused 
on the complex issue of interval many-objective optimiza-
tion problems (IMaOPs) and presented a set-based EA as 
a viable solution. Their approach converts the issue into a 
deterministic bi-objective problem and adds additional goals 
of hyper-volume and imprecision [20]. In our proposed algo-
rithm, we use a non-dominated sorting approach during the 
population selection stage to provide non-dominated solu-
tions. Our method begins by creating a population of random 
individuals, where each person has two vectors: Individual A 
represents attribute generalization, and Individual B repre-
sents record suppression. We assess each individual’s fitness 
based on privacy and transparency. The following sections 
will cover the representations of individuals, crossover, and 
selection techniques.

5.1 � Data Representation

A sample dataset and its anonymization solution are pre-
sented in Fig. 3. The figure displays three QIDs and four 
records. The figure also displays an anonymization solution, 
where vector ‘A’ signifies attribute generalization and vec-
tor ‘B’ signifies record suppression. Vector ‘A’ generalizes 
each QID attribute according to its level, while vector ‘B’ 
suppresses each record based on its corresponding value. A 
value of ‘0’ indicates the deletion of the related record, while 
‘1’ indicates its retention.

Figure 3 shows that age, gender, and zip code are the 
three QIDs, and they are generalized according to levels 1, 
2, and 3. The information for records 1, 2, and 3 will be 
released, while record 4 will be suppressed.

5.2 � Crossover

We employ a crossover operator to recombine parents and 
produce new offspring. At each gene position, a random 

Fig. 2   Record suppression ratio for various k and l 
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number between 0 and 1 is generated. If the number is lower 
than 0.5, we select the gene from the mother for the child; if 
it is 0.5 or greater, we choose the gene from the father. We 
repeat this process for all the positions of the genes, result-
ing in an offspring that combines genes from both parents.

In GAs, the crossover operator exchanges information 
between parent individuals. There are two methods to 
accomplish this. First, we randomly exchange the values of 
two ‘A’ vectors, resulting in a mix of generalization levels 
between these two anonymization solutions. If the parents 
have met the required level of privacy preservation, their 
offspring are likely to do the same. Second, the system 
gathers the values of two ‘B’ vectors. This implies that the 
disclosure of one record from an anonymization solution 
also releases the equivalent record in the offspring solu-
tion, potentially revealing additional information. Figure 4 
provides an illustration of the crossover operator. Consider 
a population size of 30, divided into 15 groups, with each 
group consisting of two individuals: a father and a mother. 
For two generalization vectors, assume that A1 is from the 
father individual and A2 is from the mother individual. For 

the first gene position, the random number is less than 0.5; 
therefore, the information from the mother is chosen in the 
offspring. For the second gene position, the random num-
ber is greater than 0.5, so the information from the father 
is selected. At the third gene position, the random number 
is again less than 0.5, so the mother’s information is cho-
sen for the offspring. Regarding the suppression vectors, 
B1 and B2 , if one parent releases information, it will also be 
released in the offspring. However, if both parents do not 
release the information, the record will remain unreleased 
in the offspring. This process explains how the offspring 
A1X2 and B1X2 are generated, as depicted in the figure.

5.3 � Mutation

The mutation operator is a technique employed in genetic 
search processes to prevent entrapment at local optima. 
It randomly introduces new information into the process, 
which helps to differentiate an individual’s chromosomes 
from those of the parent. Operating at the bit level, the 
mutation operator allows for the possibility that any bit 
may undergo alteration during the transfer of bits from the 
existing chromosome to the new one. This probability of 
mutation is typically denoted as the mutation probability, 
which is kept very low [34]. This paper randomly alters the 
information within vectors A and B, setting the mutation 
probability at 0.1. An illustration of the mutation operator 
is provided in Fig. 5. In this figure, following the crosso-
ver operation, the third position of the individual vector 
A1×2 is altered from 1 to 2 in the mutant version of A∗

1
 and 

the fourth position of B1×2 is modified from 1 to 0 in the 
mutant version B∗

1
.

Fig. 3   Illustration of representation of a dataset with three QID attrib-
utes and four records

Fig. 4   An example of a crossover operator, which swaps the informa-
tion in two anonymization solutions

Fig. 5   An example of mutation operator, which changes two vectors 
in the solution independently
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5.4 � Non‑dominated Sorting as Selection

The main idea of non-domination is to identify solutions 
A and B, classifying A as dominant if it outperforms B 
in all objectives or equal in at least one. This strategy 
aims to classify the solutions into various non-domi-
nated fronts depending on the dominance relationships, 
which addresses the computational complexity of earlier 
approaches. The two major elements of this design are 
domination count and dominated set of solutions. The 
domination count represents the number of solutions that 
dominate a given solution, while the dominated set pre-
serves the list of solutions that each solution dominates. 
The process starts with the initialization of an empty list 
for the dominated set of each solution and the setting of 
the domination count to zero. It subsequently compares 
each pair of solutions to ascertain dominance, thereby 
classifying them into non-dominated fronts. The domina-
tion count is reduced for each solution, and if it is zero, it 
is added to the next non-dominated front. The procedure is 
repeated until all solutions have been assigned. The overall 
total complexity of this procedure is O(MN2) , where M 
is the number of objectives and N is the population size.

The proposed non-dominated sorting strategy follows 
the selection strategy given in NSGA-II [9]. It starts by ini-
tializing a population of individuals and ranked based on 
their fitness value. The population is then sorted according 
to the non-domination level, with the first front contain-
ing individuals not dominated by others, the second front 
containing individuals only dominated by the first front, 
and so on. Crowding distances are calculated within each 
front to promote better diversity. The algorithm randomly 
selects two individuals with better rank and crowding 
distance, then performs mutation and crossover opera-
tions. The next generation is created by combining the 
parents and offspring population, and the best individuals 
are selected based on non-domination rank and crowding 
distance for the next generation.

The selection criteria begin by initializing the domina-
tion count to zero for each individual in the population. 
This count helps us to track how many times each individ-
ual is dominated by others. Then, we iterate through two 
nested loops over all pairs of individuals in the population 
to determine which individual dominates others by com-
paring their fitness vectors. To check for non-dominance, 
we use the ‘dominates’ function. Additionally, we evaluate 
each anonymization method using two indicators, namely 
AD and TD, to assess its quality. We then sort the popula-
tion based on various levels of non-domination. Specifi-
cally, for two individuals i and j, individual i dominates 
individual j in the following scenario: 

1.	 the AD of individual i is greater than the AD of indi-
vidual j and also the TD of individual i is greater than 
the TD of individual j;

2.	 the AD of individual i is equal to AD of individual j but 
the TD of individual i is greater than TD of individual j;

3.	 the AD of individual i is greater than the AD of indi-
vidual j and the TD of individual i is equal to the TD of 
individual j.

When an individual i dominates another individual j, the 
domination count of j increases, and vice versa. The algo-
rithm first calculates the domination count for each solu-
tion and then sorts the indices of the solutions in ascending 
order based on their domination counts and in descending 
sequence based on their privacy degree. Then, it maintains 
the population size by selecting a subset of indices for the 
next generation. Finally, it updates the population and fitness 
vector lists using the selected indices and conducts a size 
check to maintain the desired population size. This selection 
criteria helps us identify non-dominated solutions that bal-
ance AD and TD, ensuring the population satisfies privacy 
and utility requirements during updates. 

Algorithm 1    Pseudo-code of Proposed GA

5.5 � Overall Process of the Algorithm

Algorithm 1 is an optimization algorithm that begins by ini-
tializing a population of candidate solutions. Each individual 
in the population is evaluated on the basis of their fitness 
function, which assesses their effectiveness in solving the 
optimization problem. The algorithm then enters a loop that 
continues until a stopping criterion is met. In each iteration 
of the loop, the algorithm selects pairs of parent individuals 
from the population and applies a crossover operator to pro-
duce offspring. This operator exchanges genetic information 
between parents to generate new individuals. Subsequently, 
the offspring undergoes a mutation, which introduces small 
random changes to their genetic information. The fitness of 
the offspring is evaluated, and this process repeats for all 
pairs of parents.

After generating and evaluating offspring for all pairs of 
parents, a selection mechanism is employed to determine 
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individuals for the next generation. This algorithm utilizes 
the non-dominated sorting mechanism to rank individuals 
according to their dominance relationship with each other. 
The next generation is subsequently formed by selecting 
individuals from the current generation based on their rank 
and fitness. This evolutionary loop persists until the stopping 
criterion is satisfied. For the stopping criterion, we have set 
a maximum fitness evaluation number. The loop meets the 
stopping criterion once it reaches this number. Ultimately, 
the algorithm outputs the non-dominated solutions in the 
last generation.

5.6 � Non‑dominated Solutions

After applying the non-dominated sorting selection criterion 
in our proposed algorithm, we obtain non-dominated solu-
tions. In Fig. 6, we can see that our algorithm can produce 
non-dominated solutions of Pareto front for various test 
cases. This indicates all the solutions are optimal. Within 
this figure, we showcase the non-dominated solutions for 
both AD and TD. Notably, in test case 4, we observe that for 
AD values surpassing 300, TD exhibits a significantly low 
value, approximately 250. In contrast, for lower AD values, 
specifically AD=1, TD reaches its peak around 2400. In 
test case 5, we notice a similar trend: the highest recorded 
AD level is 165, corresponding to a TD of 215, while the 
lowest AD level, at 1, corresponds to a TD of 1590. This 
pattern persists in other test cases as well, indicating that 
AD attainment aligns with the underlying data patterns. 
For example, in test case 11, only six pairs of AD and TD 
values are observed. We derive these non-dominated solu-
tions by simultaneously fulfilling both objectives, ensuring 
that improvements in one do not compromise the other. For 
each testcase, in the top left of Fig. 6, it is also clear that 
one can achieve optimal utility when privacy is compro-
mised. Conversely, the bottom right of each test case’s figure 
clearly shows that optimal privacy can be achieved once 
the utility is no longer required. In between, we can find 
some near-optimal trade-off solutions that meet the user’s 
preferences. In summary, our findings consistently reveal an 
inverse relationship between AD and TD: as AD increases, 
TD decreases, and conversely, as AD decreases, TD tends 
to increase.

5.7 � Experimental Tools and Environment

This section outlines the test cases, parameter configura-
tions, and details of the algorithm used in the experiment.

5.7.1 � Test Cases

We conduct experiments on our method using 16 distinct test 
cases derived from a publicly available dataset provided by 

the New York State Department of Health.2 The character-
istics of these test cases, labeled as T1 to T16 , are described 
in Table 4. In this context, An denotes the attribute number, 
QIDn denotes the QID attribute number, and Rn denotes the 
record number. For every test case, we set the privacy cri-
terion k as 2.

5.7.2 � Parameter Settings

The population size in our approach is fixed at 30, while the 
mutation rate is set at 0.1. The maximum number of fitness 
evaluations is determined by multiplying QIDn by Rn.

5.7.3 � Algorithm Implementation

Our proposed algorithm is implemented in Python 3.11 (64-
bit) on a Windows 10 system with an Intel(R) Core(TM) 
i5–8500 CPU@3.00 GHz and 8.00 GB RAM.

6 � Conclusion

This article discusses measures taken to protect the privacy 
of a publicly accessible medical dataset. We have examined 
current privacy models, identified their strengths and weak-
nesses, and suggested ways to enhance privacy protection 
through techniques such as attribute generalization and 
record suppression. Additionally, we propose an algorithm 
that utilizes a GA and a non-dominated sorting technique to 
optimize both privacy and utility as a multi-objective optimi-
zation problem. Our experiment aims to assess the trade-off 
between privacy and utility by examining the equilibrium 
between information loss and privacy protection. The results 
demonstrate that our suggested algorithm produces solutions 
not dominated by any other in the population, effectively 
achieving the highest possible values for both privacy and 
utility. Incorporating DP alongside k-anonymity and l-diver-
sity in the future could provide an additional level of protec-
tion for medical datasets. This framework has the potential 
to enable healthcare facilities to securely disseminate data 
while preserving individual privacy.

2  https://​health.​data.​ny.​gov/​Health/​Hospi​tal-​Inpat​ient-​Disch​arges-​
SPARCS-​De-​Ident​ified/​82xm-​y6g8.

https://health.data.ny.gov/Health/Hospital-Inpatient-Discharges-SPARCS-De-Identified/82xm-y6g8
https://health.data.ny.gov/Health/Hospital-Inpatient-Discharges-SPARCS-De-Identified/82xm-y6g8
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Fig. 6   Non-dominated solutions 
of our proposed algorithm
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