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A B S T R A C T   

Developing reliable streamflow forecasting models is critical for hydrological tasks such as improving water 
resource management, analyzing river patterns, and flood forecasting. In this research, for the first time, an 
emerging multi-level TOPSIS (technique for order preference by similarity to the ideal solution) -based hy
bridization comprised of the Boruta classification and regression tree (Boruta-CART) feature selection, multi
variate variational mode decomposition (MVMD), and a hybrid Convolutional Neural Network (CNN) 
Bidirectional Gated Recurrent Unit (CNN-BiGRU) deep learning was adopted to multi-temporal (one and three 
days ahead) forecast the daily streamflow in the Rivers of Prince Edward Island, Canada. For this aim, in the first 
step, the Boruta-CART feature selection technique determines the most effective lagged components among all 
the antecedent two-day information (i.e., t-1 and t-2) of hydro-meteorological features (from 2015 to 2020), 
including the water level, mean air temperature, heat degree days, total precipitation, dew point temperature, 
and relative humidity in the Bear and Winter Rivers of Prince Edward Island, Canada. Afterwards, a multivariate 
variational mode decomposition (MVMD) decomposes the input time series to decrease the complexity and non- 
linearity of the non-stationary ones before feeding the deep learning (DL) models. Here, the CNN-GRU was 
employed as the primary DL model, along with the kernel extreme machine method (KELM), random variational 
function link (RVFL), and hybrid CNN bidirectional recurrent neural network (CNN-BiRNN) as the comparative 
models. A TOPSIS scheme applying several performance measures like the correlation coefficient (R), root mean 
square error (RMSE), and reliability was designed for the robustness assessment of the hybrid (MVM-CNN- 
BiGRU, MVM-CNN-BiRNN, MVM-RVFL, and MVM-KELM) and standalone models. The computational outcomes 
revealed that in the Bear River, the MVM-CNN-BiGRU, owing to its best forecasting performance (one day ahead: 
TOPSIS score 1, R = 0.960, RMSE = 0.098, and reliability = 65.082; three days ahead: TOPSIS score = 0.999, R 
= 0.924, and RMSE = 0.33) outperformed the other hybrid models, followed by the MVM-CNN-BiRNN, MVM- 
RVFL, and MVM-KELM, respectively. Moreover, in the Winter River, the MVM-CNN-BiGRU in terms of (one-day 
ahead: TOPSIS score = 0.890, R = 0.955, RMSE = 0.274, and reliability = 34.004; three-days ahead: TOPSIS 
score = 0.686, R = 0.924, and RMSE = 0.330) was superior to the other models. The provided expert system 

* Corresponding authors at: Canadian Centre for Climate Change and Adaptation, University of Prince Edward Island, St Peters bay, PE, Canada. 
E-mail addresses: mozhdehjamei@gmail.com (M. Jamei), Mehdi.jamei59@gmail.com (M. Jamei), m.karbasi@znu.ac.ir (M. Karbasi), tesau@dal.ca (T.J. Esau).  

Contents lists available at ScienceDirect 

Ecological Informatics 

journal homepage: www.elsevier.com/locate/ecolinf 

https://doi.org/10.1016/j.ecoinf.2023.102455 
Received 16 November 2023; Received in revised form 24 December 2023; Accepted 30 December 2023   

mailto:mozhdehjamei@gmail.com
mailto:Mehdi.jamei59@gmail.com
mailto:m.karbasi@znu.ac.ir
mailto:tesau@dal.ca
www.sciencedirect.com/science/journal/15749541
https://www.elsevier.com/locate/ecolinf
https://doi.org/10.1016/j.ecoinf.2023.102455
https://doi.org/10.1016/j.ecoinf.2023.102455
https://doi.org/10.1016/j.ecoinf.2023.102455
http://creativecommons.org/licenses/by-nc-nd/4.0/


Ecological Informatics 80 (2024) 102455

2

could be vital in the local flood decision-making process, in the absence of streamflow information as input 
modeling, during the flood seasons to reduce flood damage in residential areas.   

1. Introduction 

An accurate streamflow (Qflow) forecasting is one of the essential 
hydrological modeling procedures to provide a sustainable design 
method for water bodies, implement control measures for flood di
sasters, and analyze river patterns for operational reasons (Bakhshi 
Ostadkalayeh et al., 2023; Moazam et al., 2023). Qflow has been influ
enced by many such as seasonal patterns, variations in temperature and 
precipitation at the local and regional levels, and the spatial and tem
poral variability of the watersheds (Beyaztas et al., 2021). In order to 
achieve high accuracy for the Qflow data, predictive models are devel
oped based on pertinent hydrological input variables. The literature has 
suggested that the regression-based techniques cannot effectively model 

the Qflow data due to the inherent non-linear correlations between the 
associated variables (input and output parameters) during the simula
tion. Therefore, conceptual machine learning (ML) and data pre- 
processing methods are highly recommended and considered reliable 
tools to effectively analyze and extract the non-linear behaviours be
tween the predictor-predictand relationships (Liu et al., 2022; Yaseen 
et al., 2018). For instance, data pre-processing methods can be com
bined with ML models at a prior stage of the learning process, where 
more comprehensive information can be supplied for the prediction/ 
forecasting matrix (Nourani et al., 2014). This integration increases the 
modeling capability of a standalone prediction model used for Qflow 
modeling. 

Qflow data-based modeling is a strategy that brings an essential era to 
the hydrologist and decision-makers (Papacharalampous and Tyralis, 

Nomenclature 

ANN Artificial neural network 
BiGRU Bidirectional Gated Recurrent Unit 
BiRNN Bidirectional Recurrent Neural Network 
Boruta-CART Boruta-Classification and Regression Trees 
CNN Convolutional Neural Network 
COV Coefficient of Variation 
ELM Extreme Learning Machine 
IMFs Intrinsic Mode Functions 
KELM Kernel Extreme Learning Machine 
KGE Kling-Gupta efficiency 
LSTM Long Short-Term Memory 
MAPE Mean Absolute Percentage Error 
ML Machine learning 
MVMD Multivariate Variational Mode Decomposition 

NIS Worst Performance 
NSE Nash–Sutcliffe model efficiency 
PEI Prince Edward Island 
PIS Best Performance 
Qflow Streamflow 
R Correlation Coefficient 
RMSE Root Mean Squared Error 
RNN Recurrent Neural Network 
RVFL Random Vector Functional Link 
Std. D Standard Deviation 
SquD Squared Chi-square Distance 
TOPSIS Technique for Order Preference by Similarity to Ideal 

Solution 
U95% Uncertainty coefficient 
UniRNN Unidirectional Recurrent Neural Network 
VMD Variational Mode Decomposition  

Fig. 1. The types of machine learning models applied for streamflow simulation over the literature.  
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2022; Rozos et al., 2022). ML-based models could provide a robust 
technology for the extraction of data patterns from previous variables to 
estimate future events; they have been established as successful and 
popular tools for predictions and forecasting tasks (Allawi et al., 2022; 
Kilinc et al., 2023). Fig. 1 exhibits the well-established ML models over 
the literature for Qflow modeling. However, most recently, significant 
advancement has been conducted in the domain of ML models for hy
drological processes (Mosaffa et al., 2022). 

ML-based models demonstrated exceptional results with excellent 
agreement with the actual/observed Qflow data, specifically for the 
examined hydrological process (such as Qflow) (Fan et al., 2023; Zhang 
et al., 2023). The modeling of Qflow was adopted not only based on 
univariate modeling strategy; however, many modeling studies on Qflow- 
related multivariate modeling strategy where several variables (i.e., 

evaporation, temperature, wind, humidity, etc.) have been carried out 
using various AI-based models for several reasons (Al-Areeq et al., 2022; 
Hamzah et al., 2020; Ibrahim et al., 2022), the ease of designing the 
prediction model, the related application, the cost-efficiency of the data 
needed for the model, the less complexity of the models in comparison to 
the physically-based hydrological models, the reproducibility and local- 
scale applications of the models (such as farms or irrigations). Being that 
the non-stationarities observed in the input-target data (such as those 
driven by seasonal changes, jumps, and temporal patterns) are discreetly 
considered in the design of the internal structure of ML models, the 
simulation of Qflow has been made possible using several ML-approaches. 
Recent ML-based algorithms, e.g., deep learning or decision tree models 
for Qflow prediction/forecasting, often gave better results than con
ventional models such as autoregressive and regression-based methods 

Fig. 2. Location of the Bear River and Winter River Stations in Prince Edward Island in Canada’s Atlantic regions.  
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or even the classical ML models presented in Fig. 1. 
Recently, different methodologies have been adopted for Qflow pre

diction/forecasting based on integrative ML models. Daily scale Qflow 
was predicted using integrated CatBoost and genetic algorithm for a case 
study within the Mediterranean region (Kilinc et al., 2023). Hybridized 
different versions of deep learning models with particle swarm algo
rithm conducted for modeling daily scale Qflow in Algeria (Zakhrouf 
et al., 2021). In another work (Deepa et al., 2023), an enhanced varia
tional mode decomposition hybridized with a deep support vector ma
chine for Cahaba river flow in the USA. The feasibility of the Grey Wolf 
optimization algorithm was tested to tune different ML models for 
modeling Qflow for multiple-step ahead forecasting at Zambezi River, 
Zimbabwe (Martinho et al., 2023). Long-term Qflow was forecasted for 
the Funil reservoir using a newly developed temporal fusion transformer 
deel learning model (Fayer et al., 2023). Within a semi-arid environ
ment, Qflow was predicted using hybridized Hydrologiska Byråns Vat
tenbalansavdelning with long short-term memory for Weihe River, 
Central China (Yu et al., 2023). All the forgoing exhibited research in 
addition to several others (Ikram et al., 2023; Katipoğlu and Sarıgöl, 
2023; Moazam et al., 2023), confirmed the potential of the hybridized 
ML algorithms in improving the modeling accuracy for different regions 
all around the world. 

There has been a striking advancement in the research trend on 
applying ML for Qflow forecasting (Tao et al., 2024). This is due to the 
need for computer-digitalized technology to allocate Qflow more accu
rately. Even though the literature showed a variety of ML models for 
related Qflow concerns, this research field is still experiencing several 
limitations. Researchers and engineers continue to be primarily inter
ested in exploring robust data pre-processing, feature selection algo
rithms, or even more reliable prediction models for this field of study. 
The multivariate variational mode decomposition is a powerful and 
dependable method of modern data pre-processing technologies (Meng 
et al., 2022; Yousefi et al., 2023). Its potential for the development of 
research in a variety of fields has been acknowledged. This pre- 
processing method can simultaneously and accurately decompose all 
input characteristics, unlike variational mode decomposition (VMD), 
which significantly reduces the cost and computation time (Ahmadi 
et al., 2023). Several other research over the literature showed the ca
pacity of adopted data pre-processing methods as the prior stage for the 
prediction process using ML models (Ali et al., 2018; Yang et al., 2023; 
Yang and Li, 2023; Zounemat-Kermani et al., 2021). In1addition, as a 
feature selection approach, the ability of the Boruta approach to capture 
the high non-linear correlation between feature and target made it a 
reliable method for filtering and abstracting the important data feature 
for ML model development. Hence, research on this perspective is al
ways the motive to explore such highly complex non-linear hydrological 

issues. 
This study investigated a new TOPSIS-based multivariate-multi- 

temporal intelligent system to forecast the streamflow in the two rivers 
of PEI, Canada. In order to accurately model and forecast the Qflow a 
robust Boruta-CART feature selection technique was used to determine 
the most effective predictors among the available time series data from a 
couple of previous days (i.e., hydro-meteorological variables, including 
water level, mean temperature, heat degree days, total precipitation, 
dew point temperature, and relative humidity). Afterwards, the MVMD 
decomposition method decomposed the best candidate lagged feature to 
feed the ML models aiming at streamflow forecasting. Two advanced 
deep learning approaches, namely CNN-BiGRU and CNN-BiRNN, along 
with the random vector functional link (RVFL) and kernel extreme 
learning machine (KELM) models, were constructed for the forecast 
Qflow. Four hybrid forecasting approaches, namely MVM-CNN-BiGRU, 
MVM-CNN-BiRNN, MVM-RVFL, and MVM-KELM were validated using 
several performance metrics, diagnostic analysis, and a TOPSIS scheme 
for both rivers under this study. The developed intelligent system, owing 
to remarkable predictive potential, could play a significant role in the 
decision-making process of flood control in PEI with limited input 
variables. 

2. Methodology and materials 

2.1. Area study and data preparation 

This study is focused on multivariate-multi-temporal streamflow 
(Qflow) forecasting using hydro-meteorological signals for two rivers in 
the Canadian province of Prince Edward Island (PEI), located in the 
Atlantic region by the Gulf of Saint Lawrence. PEI has a cool, humid 
climate with moderate winters and relatively warm summers. The 
annual precipitation of PEI is around 1100 mm, which is evenly 
distributed throughout the year (Bhatti et al., 2022). The Bear and 
Winter Rivers in PEI are the two Study Rivers shown in Fig. 2. The 
station of Bear River at ST Margarets (46◦ 27′ 11″ North, 62◦ 22′ 56″ 
West) is situated on the Bear River with a gross drainage area of 14.8 
km2. The station of Winter River near Suffolk (46◦19′ 55″ North, 63◦ 03′ 
55″ West) is located on the Winter River with a gross drainage area of 
37.5 km2 (https://wateroffice.ec.gc.ca/search/historical_e.html). The 
hydro-meteorological variables, including Level (m), Mean Temperature 
(◦C), Heat Degree Days (◦C), Total Precipitation (mm), Dew Point 
Temperature (◦C), Relative Humidity (%) and (Qflow) (m3/s), were used 
as inputs to develop the streamflow forecasting model. These data were 
collected from Bear and Winter stations (from 01/01/2015 to 01/01/ 
2020). 

Statistical descriptions of all hydro-meteorological variables to 
develop the forecasting model in two rivers of PEI are shown in Table 1. 
At the Bear River station, the time series distributions of Mean Tem
perature (◦C), Heat Degree Days (◦C), Dew Point Temperature (◦C) and 

Table 1 
Statistical descriptive of all the time series related to developing the forecasting model of streamflow (Qflow) in two case studies of PEI province of Canada.  

Station Statistical indices Minimum Q25% Q75% Maximum Mean Std. D C.O⋅V Skewness Kurtosis 

Bear River Level(m) 0.487 0.5668 0.698 1.475 0.6485 0.1163 17/94% 2.184 8.344 
Mean Temp (◦C) − 19.7 − 1.8 14.8 25.2 6.024 10.18 169/1% − 0.1191 − 0.939 
Heat Deg Days (◦C) 0 3.2 19.8 37.7 12.39 9.6 77/51% 0.2852 − 0.9898 
Total Precip (mm) 0 0 2.8 74 3.266 7.227 221/3% 3.781 19.01 
Dew Point Temp (◦C) − 24.88 − 5.406 11.09 22.18 2.214 10.27 463/9% − 0.2441 − 0.8002 
Rel Hum (%) 38.25 69.21 85.89 100 77.09 11.62 15/08% − 0.3379 − 0.3641 
Flow(m3/s) 0.038 0.12 0.43 3.99 0.3579 0.4 111/7% 3.416 16.69 

Winter River Level(m) 0.963 1.092 1.266 2.358 1.189 0.1453 12/22% 1.67 7.289 
Mean Temp (◦C) − 19.7 − 1.8 14.8 25.2 6.024 10.18 169/1% − 0.1191 − 0.939 
Heat Deg Days (◦C) 0 3.2 19.8 37.7 12.39 9.6 77/51% 0.2852 − 0.9898 
Total Precip (mm) 0 0 2.8 74 3.266 7.227 221/3% 3.781 19.01 
Dew Point Temp (◦C) − 24.88 − 5.406 11.09 22.18 2.214 10.27 463/9% − 0.2441 − 0.8002 
Rel Hum (%) 38.25 69.21 85.89 100 77.09 11.62 15/08% − 0.3379 − 0.3641 
Flow(m3/s) 0.083 0.201 0.7965 12.1 0.6633 0.8637 130/2% 5.273 46.4  

1 v 

M. Jamei et al.                                                                                                                                                                                                                                  

https://wateroffice.ec.gc.ca/search/historical_e.html


Ecological Informatics 80 (2024) 102455

5

Relative Humidity (%) are nearly symmetrical and close to normal 
(− 0.338 < Skewness <0.285); and also with negative Kurtosis values, 
they have platykurtic distributions. The time series of Level (m), Total 
Precipitation (mm), and Flow (m3/s) data at the Bear River station are 
highly skewed (Skewness >1), and these data have Leptokurtic distri
butions with positive kurtosis values (Kurtosis >3). 

At the Winter River station, the time series of Mean Temperature 
(◦C), Heat Degree Days (◦C), Dew Point Temperature (◦C), and Relative 
Humidity (%) data have approximately symmetric distributions with 
skewness values of [− 0.338, 0.285]. These data with (Kurtosis <3) have 
platykurtic distributions. The time series of Level (m), Total Precipita
tion (mm), and Flow (m3/s) data at the Winter River station have 

Leptokurtic distributions with Kurtosis values (> 3). These data have 
extremely skewed time series, with skewness values (>1). 

Fig. 3 shows the Pearson correlation coefficient values for the Bear 
(up) and Winter (bottom) rivers in PEI. This was done so that a rough 
estimate could be made of how important each input signal was to the 
streamflow. The correlation coefficient reveals that the water level 
(Level) for both case studies had the highest influence (Bear|0.8 and 
Winter|0.86) on streamflow. In contrast, the other signals have no sig
nificant linear correlation with the streamflow. However, this technique 
can only discover the linear interaction between the inputs and the 
target. Thus, additional accurate exploration is necessary using more 
advanced feature selection, which has been adopted in the next sections. 

Fig. 3. Correlogram heat map for Bear () and (WINTER) Rivers of PEI to specify the linear correlation between input available signals and streamflow (Qflow).  
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Fig. 4. The network of the RVFL model (left); topology of the KELM model (right).  

Fig. 5. The main structure of the CNN model (upper panel); Structure of GRU cell, RNN cell, Bi-GRU, and Bi-RNN models.  
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2.2. Multivariate variational mode decomposition (MVMD) technique 

The MVMD is the extension of the variational mode decomposition 
(VMD), introduced by Rehman and Aftab (2019). It extracts a predefined 
K number of multivariate modulated oscillations uk(t) from input data 
x(t) containing C number of multichannel signals, and descried as 
(Rehman and Aftab, 2019): 

x(t) =
∑K

k=1
uk(t), (1) 

In the above equation, uk(t) = [u1(t) , u2(t) ,…, uC(t) ], and x(t) =
[x1(t) , x2(t) ,…, xC(t) ]. The implementation of the MVMD decomposi
tion comprises the two conditions (i) minimum the bandwidths sum of 
the extracted modes, and (ii) the sum of the extracted modes accurately 
improves the original signal uk(t)(Gu et al., 2020). Furthermore, to 
complete that, the vector analytic illustration of uk(t) designated by 
uk
+(t), and utilized the L2 norm of gradient function of the harmonically 

shifted uk
+(t) to compute the bandwidth of uk(t). After that, the band

width of the modulated multivariate oscillations is projected by shifting 
the unilateral frequency spectrum of all channels of uk

+(t) by ωk and 
taking the Frobenius norm2 of the resulting matrix. The constrained 
optimization problem for the MVMD is given as (Rehman and Aftab, 
2019): 

minimize
{uk,c}{{ωk}

{
∑

k

∑

c

⃦
⃦∂t
[
uk,c
+ (t)e

− jωk t ] ⃦⃦2
2

}

,

Subject to
∑

k
uk,c(t) = xc(t), c = 1, 2⋯C

(2) 

Here, uk(t) = analytic modulated signal corresponding to c (channel 
number) and k (mode number). Next, the unconstrained problem is 
solved by constructing the augmented Lagrangian (which includes a 
quadratic term and Lagrangian multipliers λ). Finally, the resulting 
increased Lagrangian function is given (Gu et al., 2020; Rehman and 
Aftab, 2019): 

Fig. 6. Workflow of streamflow (Qflow) multi-temporal forecasting of the streamflow values.  
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L
( {

uk,c
}
, {ωk}, λc

)
= α

∑

k

∑

c

⃦
⃦∂t
[
uk,c
+ (t)e

− jωk t ] ⃦⃦2
2

+
∑

c

⃦
⃦
⃦
⃦
⃦

xc(t) −
∑

k
uk,c(t)

⃦
⃦
⃦
⃦
⃦

2

2

+
∑

c
〈λc(t) , xc(t) −

∑

k
uk,c(t) 〉.

(3) 

Eq. (3) is solved using the ADMM (alternative direction technique of 
multipliers algorithm) method, which includes the mode update and 
centre frequency update in solving the process of variational problem. 
For a detailed background of the MVMD, readers refer to Rehman and 
Aftab (2019). 

2.3. Boruta – Classification and regression trees (Boruta-CART) 

This technique integrates the Boruta and CART in one topology and 
is utilized for optimal feature selection in forecasting complex hydro
logical events (Kursa et al., 2010; Singh et al., 2013). This study explores 
the application of the Boruta-CART technique in nominating useful in
puts for river flow forecasting in the Atlantic regions of Canada. Here, 
the Boruta algorithm was tuned using the CART algorithm to remove the 
irrelevant features and point out the relevant inputs (Geurts et al., 
2006). In CART, a dataset (either continuous or categorical) is divided 
into small sub-groups progressively, and then classification and regres
sion trees are constructed (Tsai et al., 2012; Ture et al., 2005). The 
quality of splits and total error in CART are examined using the Gini 
Index of Impurity (Smeti et al., 2009). In the Boruta algorithm, the 
distribution of the Z-score metrics determines the important factors of 
the predictors. Over the years, this algorithm received effective appli
cations in different fields (Ahmed et al., 2021; Jamei et al., 2022b; 
Prasad et al., 2019). The working concept of the Boruta algorithm is 
outlined in the following phases (Kursa et al., 2010; Kursa and Rudnicki, 
2010):  

1. A randomly ordered duplicate (shadow) variable is generated, xi
t for 

the individual input vector xt . Eliminate the correlations among the 
shadow predictors and targets, yt and add the randomness. Forecast 
the yt with xi

t and xt by using the random forest model. 
2. Compute the MDA (mean decrease accuracy) for each xt and corre

sponding xi
t for complete trees as (Hur et al., 2017; Strobl et al., 

2008): 

MDA =
1

mtree

∑mtree

m=1

∑

t∈OOB
I(yt = f (xt) ) −

∑

t∈OOB
I
(
yt = f

(
xn

t

) )

|OOB|
(4) 

In the above Eq. OOB represents the out-of-bag (prediction error of 
each of training samples using bootstrap aggregation), I() defines the 
indicator function, (yt = f(xt) ) and 

(
yt = f

(
xn

t

) )
states the predicted 

values before and after permuting.  

3. Estimate the Z-scores using Eq. (5) as 

Z − score =
MDA
StD

(5)  

where StD indicates the standard deviation of accuracy losses, 

4. After that, determine the maximum Z-score among shadow attri
butes. Next, the inputs Z-scores are equated with matching shadows 
and inspected through a variable importance distribution. The inputs 
with Z-scores < maximum Z-score among shadow attributes =
insignificant, while inputs with Z-scores > maximum Z-score among 
shadow attributes = significant.  

5. New shadows are formed during each iteration, and end the process, 
once all features are either established or the iteration threshold is 
reached to the required level. 

Fig. 7. The original signals of hydro-meteorological predictors to develop the multi-temporal forecasting models.  
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Fig. 8. Box-plot outcomes of the Boruta-CART FS to specify the most critical antecedent components among two first-month information for both understudy 
horizons (− one and -three days ahead) based on Z-score values in the Bear and Winter Rivers of PEI, Canada. Green colour: Accepted features; Yellow colour: 
Tentative features; Red colour: Rejected feature; Blue colour: Benchmarked shadows. (For interpretation of the references to colour in this figure legend, the reader is 
referred to the web version of this article.) 
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2.4. Kernel extreme learning machine (KELM) 

The extreme learning machine (ELM) (Huang et al., 2006) is a 

learning method based on the single-hidden layer feed-forward network. 
It has the benefits of fast training speed, simple application, and strong 
generalization ability, which is achieved by randomly giving the input 

Fig. 8. (continued). 
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weights and hidden layer biases (Gan et al., 2021). The regression model 
for a given training sample can be described as follows: 

ŷ = f (x) = h(x)β = Hβ (6) 

Where ŷ is the output of the ELM model, x is the input, H is the 
hidden layer output matrix, β is the connection weight between hidden 
and output layers. To enhance the stability and generalization of the 
model, a penalty coefficient C is added, which can be solved using the 
generalized inverse matrix theory. 

β = HT ( I
/

C + HHT)− 1y (7) 

Where I is a diagonal matrix, and y is the expected output. 
The kernel mapping theory can be used to further improve ELM, 

making it the kernel extreme learning machine (KELM). This will make 
ELM less random and improve its ability to generalize(Liu et al., 2020). 
By defining ΩELM as a kernel matrix: 

ΩELM = HHT : ΩELMi,j = h(xi)h
(
xj
)
= U

(
xi, xj

)
(8) 

Which xi is the input vector, then: 

ŷ = f (x) = h(x)β = h(x)HT ( I
/

C + HHT)− 1y 

(9) 
This paper selects a radial basis kernel K

(
xi, xj

)
with a broad 

convergence domain and strong generalizability. 

K
(
xi, xj

)
= exp

(
− γ
⃦
⃦xi − xj

⃦
⃦2
)

(10) 

Where γ is the kernel parameter. It is notable to emphasize that the 
network training process of KELM requires the optimization of only two 
hyper-parameters, namely γ and . This feature makes KELM more 
convenient compared to other neural network techniques, such as 
BPNN, which entails the optimization of more than six hyper- 
parameters. Fig. 4 represents the topology of the KELM model. 

2.5. Random vector functional link (RVFL) 

Fig. 4 demonstrates the functional structure of the RVFL model, 
which comprises the input layer neurons that have direct connections to 
the output layer to avoid the operation of the back-propagation process 

(Malik et al., 2023). Pao et al. (1994) invented the idea of RVFL, which is 
a feed-forward neural network with a single hidden layer. Among the 
input and hidden (enhancement node) layers, the weights and biases are 
produced randomly within a domain and kept fixed. The least-square 
method estimates the output weights during the training process 
(Katuwal and Suganthan, 2019). Across the world, this technique has 
received massive applications in the fields of science (Adnan et al., 2021; 
Ahmadianfar et al., 2019; Bisoi et al., 2019; Mostafa et al., 2023; 
Rasheed et al., 2020). The inputs of the output layer (D) are a concat
enation of randomly, non-linearly transformed features (H) from the 
hidden layer and original input features (X) from direct links 
(i.e.,D = HX). For example, If d = input features and N = number of 
hidden neurons, then input to output layer cover d+ N inputs (Shi et al., 
2021). Mathematically, the objective function of the RVFL is defined as 
(Cheng et al., 2021; Katuwal and Suganthan, 2019): 

ORVFL = min
β
‖Dβ − Y‖2

+ λr‖β‖2 (11) 

Here, D = HX denotes the concatenation of hidden and original 
features, Y = target output, λr = regularization parameter. β = weight 
between hidden and output nodes. The direct solution of Eq. (4) results 
in overfitting. To avoid the overfitting, usually employed two methods i. 
e., Moore-Penrose pseudoinverse (the solution is given by β = D+Y), and 
regularized least squares (or ridge regression), and the closed form of 
solution is given by (Suganthan and Katuwal, 2021): 

Primal Space : β =
(
DT D+ λrI

)− 1DT Y (12)  

Dual Space : β = DT (DDT + λrI
)− 1Y (13) 

The complexity of the inversion matrix is reduced by using the pri
mal or dual solution, depending upon the length of the training samples 
and the total number of input features. 

2.6. CNN-BiGRU 

2.6.1. Convolutional Neural Network (CNN) 
Feature extraction is a crucial phase for precise prediction by deep 

learning models. CNN is an effective network for extracting features that 
were developed in the last decade. The CNN network’s fundamental 
modules for feature extraction are the convolutional and pooling layers 
(Wang et al., 2023). The 1D-CNN is mainly used for time series data and 
has a potent feature extraction capacity (Kiranyaz et al., 2021). The 1D- 
CNN’s alternating convolutional and pooling layers can extract non- 
linear characteristics from unprocessed data, while the fully-connected 
layer finishes adaptive feature learning (Yao et al., 2021). 

Fig. 5 depicts the basic framework of the CNN, which consists of an 
input layer, multiple convolution layers, multiple pooling layers, a fully 
connected layer, and an output layer, with the convolutional and 
pooling layers alternately connected. The CNN feature extraction mod
ule is comprised of the input layer, the convolutional layers, and the 
pooling layers. The output module comprises the connected and output 
layers (Guo et al., 2023). 

CNN’s core consists of the convolutional layer, in which the con
volutional kernel Cj is utilized to extract features. The precise calcula
tion formula is depicted in Eq. (12). 

Cj = act

(
∑N

i=1
Ai⨂wi+ bi

)

(14) 
where Ai is the input of the convolutional layer; ⨂ is the convolu

tional operation; act is the activation function, and the activation 
function is chosen as a Rectified linear unit (Relu); wi is the weight 
matrix and bi is the bias deviation. 

The application of a pooling layer allows data compression and the 
removal of irrelevant data. In this particular case, the max-pooling layer 

Table 2 
The best characteristics of pre-processing parameter setting, MVMD decompo
sition information, and optimal antecedent lagged-time components utilizing 
the Boruta-CART technique to develop the multi-temporal streamflow fore
casting (Qflow) model.  

River station Whole 
components 
number 

Optimal input sub- 
sequences 

MVMD setting 

Bear River 
Horizon: t 
+ 1 

40 Level (t-1), Level (t-2), Mean 
Temp (t-1), Mean Temp (t- 
2), 

k = 10; Tol =
1e-7; DC =
0 Init = 0; τ = 0 

Bear River 
Horizon: t 
+ 3 

60 Level (t-1), Level (t-2), Mean 
Temp (t-1), Mean Temp (t- 
2) and Heat Deg Days (t-2) 

k = 12; Tol =
1e-7; DC =
0 Init = 0; τ = 0 

Winter River 
Horizon: t 
+ 1 

55 Level (t-1), Level (t-2), Dew 
Point Temp (t-1), Dew Point 
Temp(t-2), and Total Precip 
(t-1) 

k = 11; Tol =
1e-7; DC =
0 Init = 0; τ = 0 

Winter River 
Horizon: t 
+ 3 

72 Level (t-1), Level (t-2), Dew 
Point Temp (t-1), Dew Point 
Temp(t-2), Heat Deg Days 
(t-1), and Heat Deg Days (t- 
2) 

k = 12; Tol =
1e-7; DC =
0 Init = 0; τ = 0 

DC = A criterion for 0-freq keeping the first mode, Inti=ω distribution type, Tol 
= Tolerance value for convergence of alternating direction method of multi
pliers, and τ=The time-step of the dual ascent  
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has been chosen. The aggregation of feature information extracted from 
the convolutional layer occurs in the fully connected layer, creating the 
final prediction data. 

A critical characteristic of the Convolutional Neural Network (CNN) 
model is its training phase’s simplicity, which can be achieved by using a 
smaller amount of weights compared to the fully connected architecture. 
In addition, it allows the extraction of key features (Guo et al., 2023). 

2.6.2. Bidirectional Gated Recurrent Unit (Bi-GRU) 
The Gated Recurrent Unit (GRU) was a sort of RNN that worked 

analogously to that of the Long Short-Term Memory (LSTM) network. To 
control gradient disappearance and gradient explosion in conventional 
RNN models, GRU was first implemented in 2014 (Cho et al., 2014). 
GRU can mitigate the gradient vanishing issue in RNN, decrease the 
number of LSTM parameters, and reduce the training period (Niu et al., 
2022). The GRU algorithm may be described as follows: The memory 
cell of GRU primarily consists of two types of gates: reset gates and 
update gates. The linkage relationship formulas are: 

zt = f (WzXt +Uzht− 1) (15)  

rt = f (WtXt +Utht− 1) (16)  

h̃t = tanh(WXt +U(rt⨀ht− 1) ) (17)  

ht = (1 − zt)⨀ht− 1+ zt⨀h̃t (18) 

In this context, Xt represents a vector that indicates the t-th input of 
X. Meanwhile, rt and zt are used to denote the reset and update gates of 
the t-th memory cell, respectively. The h̃t represents the hidden state of 
the t-th memory cell. The variable ht represents the t-th output in the 
Gated Recurrent Unit (GRU). The final output is represented as ht− 1. The 
Hadamard product, denoted as ⨀, is a mathematical operation. The 
activation function f is an example of a sigmoid function. The symbols W 
and U are used to denote parameters that have been obtained through 
the process of learning. 

A unidirectional neural network configuration always produces 
output from front to back. Nonetheless, if the current outcome is con
nected to the conditions of previous and future moments, this hypothesis 
provides a potent method for extracting complex characteristics from 
time series. BiGRU, coincidentally, offers the same benefits for estab
lishing this connection. BiGRU is a neural network model comprised of 
unidirectional and asymmetric GRUs. On the basis of the preceding GRU 
formulas, BiGRU can be described as: 

Fig. 9. MVMD-based decomposed sub-components (IMFs and residuals) related to all the climate signals implemented in forecasting of streamflow the Bear River 
(Qflow (t + 1) and Qflow (t + 3)) using decomposition level (k = 10). (as a sample). 
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BiGRU(X) = function
(

GRU̅̅̅→
(X) ,GRU←̅̅̅

(X)
)

(19)  

where GRU̅̅→
(X) and GRU←̅̅

(X) are the outputs of GRUs that gather infor
mation in different ways, and function is a process like sum, concate
nation, average, etc. Fig. 5 illustrates the structure of the GRU cell and 
BiGRU model. 

2.7. CNN-BiRNN 

2.7.1. Bidirectional Recurrent Neural Network (Bi RNN) 
An RNN is a type of ANN in which the links between the nodes make 

a directed graph (where the direction shows the order in time), and the 
nodes have their memory. An RNN is made by stacking multiple layers 
on top of each other and putting a chain of values into each RNN cell. 
The way the RNN layers are set up and the RNN cells are built is essential 
to how well classification or prediction works. The standard UniRNN 
layer contains only a forward RNN, ignoring the extraction of features 
along the reverse time direction. In contrast, a BiRNN layer extracts 
features using forward and reverse RNNs. The outputs of a BiRNN are 
then combined using a linear transformation, which can be expressed as 

yt = o
(

ht
→
, ht
←)
= W

[
ht
→
, ht
←]
+ b (20) 

where, W is the linear transformation weight, ht
→

is historical infor
mation in the positive time direction at time point t, b is linear trans

formation bias and ht
←

is historical information in the negative time 
direction at time point t.

A Bidirectional Recurrent Neural Network (BiRNN) usually performs 
better than a Unidirectional Recurrent Neural Network (UniRNN) 
because the BiRNN includes a backward RNN that extracts extra fea
tures. Fig. 5 shows the structure of the BiRNN model. 

2.8. Technique for order preference by similarity to ideal solution 
(TOPSIS) 

TOPSIS is an analytical multi-criteria decision-making technique 
that prefers alternatives closest to the positive ideal solution and farthest 
from the negative perfect solution. TOPSIS is applied to numerical 
datasets with known criterion importance weights. Furthermore, 
ranking results are obtained according to the importance weights of the 
defined criteria. TOPSIS is widely used because its concept is clear and 
straightforward to understand. It can also measure the relative perfor
mance of selected options in a fundamental numerical framework. The 
mathematical framework of the TOPSIS technique includes the 
following steps (Ozsahin et al., 2021). 

Step 1, Create a decision matrix and determine the importance 
weights of the criteria. The decision matrix (X = Xij) and a weighting 
vector W = [w1,w2,…,wn] are selected, where: 

Xij ∈ R,Wj ∈ R and w1+ +…+wn = 1. (21) 

Step 2, Calculates the normalized values of the decision matrix 
(
nij
)

with the eq. (2): 

nij =
Xij
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅∑m

i=1 X2
ij

√ (22) 

Step 3, Computes the weighted normalized values of the decision 
matrix 

(
vij
)

as: 

vij = wjnij (23)  

where i = 1, …, m; j = 1, …, n. And wj is the weight of the jth criteria 
where 

∑n
j=1 wj = 1 

Step 4, Determine the Positive and negative ideal solutions by 
identifying the Best Performance (PIS) and Worst Performance (NIS) for 
each criterion. 

The PIS A+ is calculated with the following equation: 

A+ =
(
v+1 , v

+
2 ,…, v+n

)
=
[[

maxi vij
⃒
⃒j ∈ I

]
,
[
mini vij

⃒
⃒j ∈ J

]]
(24) 

The NIS A− is calculated with the equation below: 

A− =
(
v−1 , v

−
2 ,…., v−n

)
=

[[

min
i

vij

⃒
⃒
⃒j ∈ I

]

,

[

max
i

vij

⃒
⃒
⃒j ∈ J

]]

(25) 

Table 3 
Optimal hyperparameters obtained by the Bayesian optimization scheme asso
ciated with the complementary models to -one and -three days ahead forecasting 
of the streamflow values.  

Station Model Horizon Hyperparameters 

Bear 
River 

MVMD- 
CNN- 
BiGRU 

t + 1 

CNN Layers = 2, filters = 64, kernel_size =
[1,4], BiGRU Layers = 1, BiGRU neurons =
30, Optimizer: Adam, activation function =
‘relu’, epochs = 43,batch_size = 32, 
learning_rate = 0.000455, Dense = 100 

t + 3 

CNN Layers = 2, filters = 64, kernel_size =
[1,4], BiGRU Layers = 1, BiGRU neurons =
30, Optimizer: Adam, activation function =
‘relu’, epochs = 1000,batch_size = 32, 
learning_rate = 0.0015, Dense = 100 

MVMD- 
RVFL 

t + 1 
num_nodes: 20, regular_para = 0.2, 
weight_random_range = [− 1,1], 
bias_random_range = [0,1], 

t + 3 
num_nodes: 50, regular_para = 0.9, 
weight_random_range = [− 1, 1], 
bias_random_range = [0, 1], 

MVMD- 
KELM 

t + 1 
Regularization_coefficient = 3E+05, 
kernel_parameter =7000 

t + 3 
Regularization_coefficient = 9E+06, 
kernel_parameter =9E+05 

MVMD- 
CNN- 
BiRNN 

t + 1 

CNN Layers = 2, filters = 64, kernel_size =
[1,4], BiRNN Layers = 1, BiRNN neurons =
30, Optimizer: Adam, activation function =
‘relu’, epochs = 200,batch_size = 32, 
learning_rate = 0.0002, Dense = 100 

t + 3 

CNN Layers = 2, filters = 64, kernel_size =
[1,4], BiRNN Layers = 1, BiRNN neurons =
30, Optimizer: Adam, activation function =
‘relu’, epochs = 200,batch_size = 32, 
learning_rate = 0.0002, Dense = 100 

Winter 
River 

MVMD- 
CNN- 
BiGRU 

t + 1 

CNN Layers = 2, filters = 64, kernel_size =
[1,4], BiGRU Layers = 1, BiGRU neurons =
30, Optimizer: Adam, activation function =
‘relu’, epochs = 40,batch_size = 32, 
learning_rate = 0.000455, Dense = 100 

t + 3 

CNN Layers = 2, filters = 64, kernel_size =
[1,4], BiGRU Layers = 1, BiGRU neurons =
30, Optimizer: Adam, activation function =
‘relu’, epochs = 1000,batch_size = 32, 
learning_rate = 0.0015, Dense = 100 

MVMD- 
RVFL 

t + 1 
num_nodes: 20, regular_para = 0.05, 
weight_random_range = [− 1, 1], 
bias_random_range = [0, 1], 

t + 3 
num_nodes: 30, regular_para = 2, 
weight_random_range = [− 1, 1], 
bias_random_range = [0, 1], 

MVMD- 
KELM 

t + 1 
Regularization_coefficient = 9E+05, 
kernel_parameter =9E+04 

t + 3 
Regularization_coefficient = 1E+06, 
kernel_parameter =9E+04 

MVMD- 
CNN- 
BiRNN 

t + 1 

CNN Layers = 2, filters = 64, kernel_size =
[1,4], BiRNN Layers = 1, BiRNN neurons =
30, Optimizer: Adam, activation function =
‘relu’, epochs = 200,batch_size = 32, 
learning_rate = 0.0001, Dense = 100 

t + 3 

CNN Layers = 2, filters = 64, kernel_size =
[1,4], BiRNN Layers = 1, BiRNN neurons =
30, Optimizer: Adam, activation function =
‘relu’, epochs = 200,batch_size = 32, 
learning_rate = 0.0001, Dense = 100  
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Table 4 
Goodness-of-fit metric to statistically assess the hybrid and standalone models to multi-temporal forecast of the streamflow in Bear River.   

Model Phase R RMSE MAPE NSE U95% Reliability 

Qflow (t + 1) 

MVMD-CNN-BiGRU Training 0.985 0.072 19.399 0.970 0.200 67.659 
Testing 0.960 0.098 19.934 0.922 0.272 65.082 

MVMD-RVFL 
Training 0.960 0.117 38.599 0.922 0.323 50.117 
Testing 0.949 0.113 29.987 0.896 0.313 49.909 

MVMD-KELM 
Training 0.972 0.100 30.743 0.944 0.276 53.171 
Testing 0.930 0.130 30.226 0.863 0.360 46.618 

MVMD-CNN-BiRNN Training 0.999 0.024 8.328 0.997 0.064 90.603 
Testing 0.955 0.105 20.875 0.911 0.291 59.963 

CNN-BiGRU Training 0.921 0.164 32.428 0.846 0.455 49.804 
Testing 0.698 0.253 33.691 0.483 0.699 43.693 

RVFL 
Training 0.865 0.210 39.152 0.748 0.583 41.973 
Testing 0.662 0.266 38.229 0.429 0.734 37.843 

KELM 
Training 0.843 0.225 40.275 0.711 0.625 37.745 
Testing 0.668 0.263 37.304 0.439 0.729 37.477 

CNN-BiRNN Training 0.873 0.205 38.940 0.762 0.567 40.955 
Testing 0.689 0.256 33.876 0.468 0.709 43.693 

Qflow (t + 3) 

MVMD-CNN-BiGRU Training 0.998 0.010 2.903 0.999 0.026 99.922 
Testing 0.933 0.130 22.129 0.863 0.359 58.425 

MVMD-RVFL 
Training 0.952 0.128 43.252 0.906 0.355 44.044 
Testing 0.930 0.130 33.073 0.863 0.360 45.238 

MVMD-KELM 
Training 0.964 0.112 36.853 0.929 0.310 47.414 
Testing 0.928 0.133 32.872 0.857 0.366 45.788 

MVMD-CNN-BiRNN Training 0.997 0.024 7.309 0.997 0.063 92.476 
Testing 0.929 0.141 26.103 0.839 0.387 54.029 

CNN-BiGRU Training 0.792 0.256 48.401 0.628 0.709 33.307 
Testing 0.603 0.284 37.438 0.349 0.784 38.278 

RVFL 
Training 0.826 0.236 47.625 0.682 0.655 34.404 
Testing 0.594 0.287 37.775 0.333 0.792 38.278 

KELM 
Training 0.783 0.261 47.406 0.612 0.723 29.545 
Testing 0.591 0.287 40.347 0.333 0.795 30.952 

CNN-BiRNN Training 0.801 0.251 47.448 0.641 0.696 33.777 
Testing 0.598 0.285 36.961 0.342 0.789 38.828  

Table 5 
Goodness-of-fit metric to statistically assess the hybrid and standalone models to multi-temporal forecast of the streamflow in Winter River.   

Model Phase R RMSE MAPE NSE U95% Reliability 

Qflow (t + 1) 

MVMD-CNN-BiGRU Training 0.985 0.179 49.766 0.962 0.467 35.474 
Testing 0.955 0.247 42.629 0.853 0.687 34.004 

MVMD-RVFL 
Training 0.918 0.364 77.362 0.842 1.010 18.481 
Testing 0.944 0.257 42.967 0.871 0.692 42.962 

MVMD-KELM 
Training 0.904 0.395 82.576 0.815 1.094 18.324 
Testing 0.928 0.289 42.018 0.837 0.772 36.197 

MVMD-CNN-BiRNN Training 0.998 0.072 20.441 0.994 0.175 64.135 
Testing 0.943 0.289 41.312 0.837 0.752 39.854 

CNN-BiGRU 
Training 0.903 0.398 58.898 0.812 1.099 25.764 
Testing 0.811 0.432 37.402 0.636 1.190 41.316 

RVFL 
Training 0.844 0.492 68.399 0.712 1.365 19.890 
Testing 0.783 0.497 51.189 0.520 1.346 30.347 

KELM 
Training 0.845 0.491 65.828 0.713 1.362 18.324 
Testing 0.803 0.459 43.394 0.590 1.254 32.358 

CNN-BiRNN Training 0.895 0.410 52.794 0.800 1.135 26.782 
Testing 0.815 0.429 31.413 0.641 1.183 53.748 

Qflow (t + 3) 

MVMD-CNN-BiGRU 
Training 0.998 0.022 4.034 0.999 0.054 99.216 
Testing 0.924 0.330 35.726 0.788 0.889 39.377 

MVMD-RVFL 
Training 0.907 0.386 80.418 0.823 1.071 19.279 
Testing 0.921 0.296 45.012 0.830 0.801 36.630 

MVMD-KELM Training 0.904 0.397 69.869 0.813 1.100 22.962 
Testing 0.887 0.387 59.413 0.709 0.999 29.853 

MVMD-CNN-BiRNN Training 0.998 0.070 14.818 0.994 0.187 76.881 
Testing 0.911 0.320 35.165 0.801 0.875 39.560 

CNN-BiGRU 
Training 0.778 0.619 125.661 0.544 1.665 15.897 
Testing 0.545 0.706 86.229 0.028 1.877 11.883 

RVFL 
Training 0.623 0.717 82.883 0.388 1.989 18.417 
Testing 0.509 0.654 53.859 0.168 1.804 23.443 

KELM Training 0.682 0.671 77.888 0.464 1.861 23.276 
Testing 0.525 0.639 51.908 0.206 1.768 25.275 

CNN-BiRNN Training 0.839 0.511 70.254 0.689 1.416 24.843 
Testing 0.496 0.629 42.313 0.229 1.736 36.081  
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Where I defined with the benefit criteria, and J determined with the 
cost criteria, 

i = 1,…,m; j = 1,…, n.

Step 5, Obtain the separation values of the alternatives and PI and the 
separation values of the alternatives and NIS. The n-dimensional 
Euclidean theory is used as the distance metric in this step. Every 
alternative from the PIS is separated based on formula (6), and every 
alternative from the NIS is separated according to formula (7) (Ozsahin 
et al., 2021). 

d+i =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

j=1

(
vij − v+j

)2

√
√
√
√ , i = 1, 2,…,m (26)  

d−i =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

j=1

(
vij − v−j

)2

√
√
√
√ , i = 1, 2,…,m (27) 

Step 6, Compute the relative closeness to the PIS. The relative 
closeness of the ith alternative AJ concerning A+is as the following 
equation.; 

Ri =
d−i

d−i + d+i
0 ≤ Ri ≤ 1, i = 1, 2,…,m (28) 

In the TOPSIS technique, the alternatives are ranked based on their 
nearness to the PIS. So, the alternative with a higher Ri is the closest 
alternative to the PIS in eq. (8). Finally, the ranking results can be ob
tained based on this (Ozsahin et al., 2021). 

2.9. Statistical criteria 

This section introduces six expert statistical criteria to evaluate the 
merit of the forecasting model mathematically. The aforementioned 
metrics include the coefficient (R), root mean square error (RMSE), 
Kling-Gupta efficiency (KGE) (Gupta et al., 2009), Reliability, Squared 
Chi-square Distance (SquD), and mean absolute percentage error 
(MAPE). The following are the mathematical formulations of metrics 
(Jamei et al., 2021): 

R =

∑N

i=1

(
Qobs,i − Qobs

) (
Qfor,i − Qfor

)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑N

i=1

(
Qobs,i − Qobs

)2 ∑N

i=1

(
Qfor,i − Qfor

)2

√ (29)  

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
N

∑N

i=1

(
Qobs,i − Qfor,i

)2

√
√
√
√ (30)  

KGE = 1 −
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(R − 1)2 + (α − 1)2 + (β − 1)2
√

(31)  

Reliability =
∑N

i=1Ki

N
× 100% (32)  

Ki =

{
1, if (RAEi ≤ δ)

0 else (33)  

RAEi =

⃒
⃒Qobs,i − Qfor,i

⃒
⃒

Qobs,i
× 100%,RAE ≥ 0 (34)  

SquD =
∑N

i=

(
Qobs,i − Qfor,i

)2

Qobs,i + Qfor,i
(35)  

MAPE =
1
N
∑N

i=1

⃒
⃒
⃒
⃒
Qobs,i − Qfor,i

Qobs,i

⃒
⃒
⃒
⃒× 100 (36)  

where Qobs,i and Qfor,i are the values for the observed and forecasted Q 
values, respectively. Qobs and Qfor are averaged values of observed and 
forecasted streamflow values. The variable Ki is the number of time 
intervals where the qualified forecast’s threshold value (δ) equals or 
exceeds the RAE value. According to Chinese law, the δ value has been 
set at 20%. 

3. Model configuration 

As mentioned above, in this study, a new TOPSIS-based intelligent 

Fig. 10. Spider plots of statistical performance indices to validate the complementary and standalone frameworks aiming the multi-temporal forecasting of 
streamflow in Bear and Winter Rivers, PEI of Canada. 
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system is designed based on the hydro-meteorological variables, 
including water level (Level), mean temperature (Mean Temp), heat 
degree days (Heat Deg Days), total precipitation (Total Precip), dew 

point temperature (Dew Point Temp), and relative humidity (Rel Hum) 
which including three segments of Boruta-CART feature selection, 
MVMD decomposition, and CNN-BiGRU techniques to forecast the daily 

Fig. 11. Comparison between observational and computational values of streamflow over the testing period using the complementary frameworks aiming the multi- 
temporal forecasting of streamflow in Bear River, PEI of Canada. 
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streamflow (Qflow) of two Rivers in the PEI province of Canada. The 
provided multivariate-multi-temporal framework can specify the sig
nificant input signals and describe the sub-sequences role during the 
training phase. A database of time series related to hydro-climatological 
drivers from 2015 to 2020 has been used to construct the model. 

In this study, the CNN-BiGRU, CNN-BiRNN, RVFL, and KELM ML 
models have been developed as predictive models. The KELM models 
and MVMD decomposition techniques were executed in MATLAB 2020a 
environment. The CNN-BiGRU, CNN-BiRNN, RVFL, and Boruta-CART 
schemes are provided using the Keras, Tensor Flow, RVFL, Sikit-learn, 

Fig. 11. (continued). 
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and Boruta open-source libraries (Pedregosa et al., 2011) in Python 
environment. All models were executed on a system with CPU Intel ® 
Corei7@ 3.60 GHz processor specifications and 128 GB of RAM. Fig. 6 
represents the workflow developed for the multi-temporal forecasting of 
streamflow values in two rivers of PEI, Canada. The development of the 
streamflow multi-temporal forecasting framework required the 
following processes: 

3.1. Effective signal extraction using Boruta-CART 

In this step, antecedent data related to the last two days (the initial 
two lags) of seven hydro-meteorological variables (as input signals) 
were defined for the Bear and Winter stations. The dataset from 2015 to 
2020 is divided into two sub-intervals. The initial 75% of the data time 
series is set aside for the training stage, and the remaining 25% is 
dedicated to the testing stage. To preserve the sequence of time series, 
the hold-out technique was employed for the data segmentation (Jamei 
et al., 2023a). Subsequently, the previously mentioned information is 
considered input features to provide the Boruta-CART feature selection 
based on the Z-score (factor of feature Importance) to determine the 
significant signals for daily streamflow forecasting. Fig. 7 exhibits the 
original input and target time series. The chosen essential signals with a 
Z-score more effective than the Max_Shadow benchmark score is shown 
in green colour. The tentative signals are indicated in yellow, and the 
rejected signals are shown in red. Fig. 8 shows the Z-score values asso
ciated with each antecedent information (t-1) and (t-2)) of the input 
signals for both understudy stations. All the hydro-meteorological lag
ged-time sub-sequences within Fig. 8 are introduced in the nomencla
ture and Table 2. According to Fig. 8, At the Bear River station, the 
(Level (t-1), Level (t-2), Mean Temp (t-1), and Mean Temp (t-2)) and 
(Level (t-1), Level (t-2), Mean Temp (t-1), and Mean Temp (t-2), and 
Heat Deg Days (t-2)) have the greatest impact on the streamflow (Qflow) 
for horizon (t + 1) and Horizon (t + 3), respectively. At the winter River 
station for horizon (t + 1), the (Level (t-1), Level (t-2), Dew Point Temp 
(t-1), Dew Point Temp(t-2), and Total Precip (t-1)), and for horizon (t +
3), the (Level (t-1), Level (t-2), Dew Point Temp (t-1), Dew Point Temp(t- 
2), Heat Deg Days (t-1), and Heat Deg Days (t-2)) have the most sig
nificant influence on streamflow (see Table 2). 

3.2. Signals decomposition via multivariate variational mode 
decomposition 

In the second pre-processing step, the MVMD method simultaneously 

decomposes the antecedent sub-components attained by Brouta-CART, 
consisting of IMFs and residuals for each input time series. One of the 
primary motivations for using the MVMD technique is the simultaneous 
decomposition of all the time series predictors to neglect the summing of 
all the individual forecasts (Malik et al., 2022). A trial-and-error pro
cedure specified the optimal decomposition mode number for each ho
rizon/case study. Table 2 reports the setting parameters of the MVMD (i. 
e., τ, DC, Init, and k) for each target. At the Bear River station, as a 
sample, the decomposed components (IMFs and residual, k = 10) for all 
the hydro-meteorological variables implemented in the construction of 
the forecasting models are represented in Fig. 9. According to Table 2, 
the optimal mode numbers of the Bear River for (t + 1) and (t + 3) 
horizons were 10 and 12, respectively, whereas in the Winter River, the 
optimal ones were 11 and 12, respectively. Also, according to the lags 
number, significant lagged-time features, and decomposition mode 
numbers, all the sub-components to feed the model in Bear and Winter 
Rivers are equivalent to (t + 1| 40; t + 3| 60) and (t + 1| 55; t + 3| 72), 
respectively. 

3.3. Machine learning tuning 

The last step in configuring the model involves feeding in predictors 
that the advanced deep learning algorithm feeds by the decomposed 
components resulting from the previous steps. The primary model is 
CNN-BiGRU with three comparative ML methods (KELM, RVFL and 
CNN-BiRNN), which provide four complementary models including 
MVMD-CNN-BiGRU, MVMD-RVFL, MVMD-KELM and MVMD-CNN- 
BiRNN. These models are used to create the multi-temporal fore
casting model of daily streamflow (Qflow). Setting hyperparameters and 
their structural architecture is the most important aspect of executing 
ML-based predictive models (Jamei et al., 2023b). Based on recent 
research, the main approaches to tuning parameters are algorithms of 
metaheuristic optimization, schemes of cross-validation schemes (Nes
ted/rolling basis cross-validation) (Huyghues-Beaufond et al., 2020), 
Bayesian optimization, and more direct methods (such as random 
search, grid search, and trial and error schemes). 

The Bayesian Optimization program was used in this study to opti
mize hyperparameters related to ML algorithms. Compared to grid 
search or random search methods, the Bayesian 

optimization method can accelerate and improve the optimization of 
hyperparameters. The Bayesian Optimization package uses Bayesian 
optimization to explore the hyperparameter space by selecting the next 
set of hyperparameters to estimate based on past evaluations (Yoshida 

Fig. 11. (continued). 

M. Jamei et al.                                                                                                                                                                                                                                  



Ecological Informatics 80 (2024) 102455

19

et al., 2023). Table 3 represents the optimal hyperparameters related to 
the complementary models for -one and -three days ahead forecasting 
the streamflow in Bear and Winter Rivers of PEI. The important hyper
parameters for CNN-BiGRU are listed in Table 3, including the CNN 
Layers, BiGRU Layers, kernel parameter, Adam, activation function, 
CNN filters, epochs, and learning_rate. It is worth mentioning that to 
prevent cumulative errors caused by the multiscale decomposition of the 

decomposed signals and convergence improvement, all inputs and target 
parameters are normalized between 0 and 1 by the following formula
tion (Jamei et al., 2022a): 

Xnorm =
X − Xmin

Xmax − Xmin
(37)  

Fig. 12. Diagnostic analysis using the relative deviation in form of the violin plots using the decomposition-based complementary models over the testing period. 
IQR represents the interquartile range of relation deviation values. 
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Fig. 13. Trend plot of observational and computational streamflow values over the testing period using the hybrid intelligent frameworks in two understudy stations.  
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Fig. 13. (continued). 
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Fig. 14. Smooth kernel-based Rug histograms to assess the forecasting compatibility of each hybrid model vs comparison with the observational streamflow over the 
testing period (just for -one day ahead). 
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where Xnorm denotes the normalized value of the X parameter; X is the 
original value; Xmin and Xmax are the maximum and minimum values of 
the original parameter (X), respectively. 

4. Results assessment 

The goodness-of-fit metrics to statistically assess the hybrid and 
standalone models to forecast multi-temporal streamflow in Bear River 
and Winter River Canada in training and testing periods in Tables 1 and 
2, along with the diagnostic plots. The standalone CNN-BiGRU, RVFL, 
KELM, CNN-BiRNN and their hybrid versions MVMD-CNN-BiGRU, 
MVMD-RVFL, MVMD-KELM, and MVMD-CNN-BiRNN models were 
designed and constructed to forecast streamflow at Qflow(t + 1) and 
Qflow(t + 3) multi-temporal forecasting horizons. 

Table 4 illustrates the multi-temporal streamflow forecast for Bear 
River to assess the performance accuracy of the MVMD-CNN-BiGRU, 
MVMD-RVFL, MVMD-KELM, and MVMD-CNN-BiRNN, along with the 
CNN-BiGRU, RVFL, KELM, CNN-BiRNN models to at Qflow (t + 1) and 
Qflow (t + 3). The hybrid MVMD-CNN-BiGRU seemed to be the most 
precise model in terms of (R = 0.985, RMSE = 0.072, MAPE = 19.399, 
NSE = 0.970, U95% = 0.200, Reliability = 67.659)-training phase and (R 
= 0.960, RMSE = 0.098, MAPE = 19.934, NSE = 0.922, U95% = 0.272, 
Reliability = 65.082)-testing phase to forecast streamflow at Qflow (t +
1), following by MVMD-CNN-BiRNN, MVMD-RVFL, MVMD-KELM, 
CNN-BiGRU, CNN-BiRNN, RVFL, and KELM models. For forecasting 
streamflow at Qflow(t + 3), again MVMD-CNN-BiGRU model expressed 
better accuracy than other hybrid and standalone versions of the models. 
The MVMD-CNN-BiGRU report accurate values in the training and 
testing phases as compared to other models. For both multi-temporal 

forecasting horizons, the MVMD-CNN-BiGRU model accomplished 
consistent accuracy to consolidate the better performance over the 
comparing model (Table 4) for Bear River. Additionally, it can be noted 
that the hybrid models overall revealed better accuracy than their 
standalone counterpart models. 

The MVMD-CNN-BiGRU model also acquired the highest accuracy 
metrics to forecast multi-temporal streamflow at both forecast horizon 
Qflow(t + 1) and Qflow(t + 3) for Winter River, as revealed in Table 5, 
against comparing models. The MVMD-CNN-BiGRU model exhibited the 
highest values of R = 0.985, 0.955; RMSE = 0.179, 0.247; MAPE =
49.766, 42.629; NSE = 0.962, 0.853; U95% = 0.467, 0.687; and Reli
ability = 35.474 in both training and testing phases respectively to 
forecast streamflow at Qflow(t + 1). Similarly, the MVMD-CNN-BiGRU 
model accomplished the highest degree of accuracy using these 
goodness-of-fit metrics, i.e., R, RMSE, MAPE, NSE, U95%, and Reliability 
to forecast streamflow for Bear River at Qflow(t + 3) as compared to 
MVMD-CNN-BiRNN, MVMD-RVFL, MVMD-KELM, CNN-BiGRU, CNN- 
BiRNN, RVFL, and KELM models (Table 5). Once again, the hybrid 
version of the models surpasses the standalone models in forecasting 
multi-temporal streamflow at both forecast horizons. But overall, the 
MVMD-CNN-BiGRU model displayed performance dominance over all 
other models compared to forecast multi-temporal streamflow for both 
stations. 

Fig. 10 plots the R, RMSE, MAPE, NSE, U95%, and Reliability metrics 
in terms of a spider diagram to assess the performance consistency of the 
constructed models. Based on these criteria for both stations at Qflow (t +
1) and Qflow (t + 3), the accuracy of the MVMD-CNN-BiGRU model 
against MVMD-CNN-BiRNN, MVMD-RVFL, MVMD-KELM, CNN-BiGRU, 
CNN-BiRNN, RVFL, and KELM evidenced to be outstanding. For 

Fig. 15. Robustness assessment of the hybrid forecasting models over the testing period based on the TOPSIS score factor.  
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example, the webs of spider plots are more stretched towards the centre 
for RMSE and MAPE by acquiring lower magnitudes of these error 
metrics. This spiderweb spread outwards in the case of R, NSE, U95%, and 
Reliability in terms of higher values MVMD-CNN-BiGRU model at both 
Bear River and Winter River at Qflow (t + 1) against comparing models. 
Similarly, the MVMD-CNN-BiGRU appeared to be the most precise 
model in terms of spider plots to forecast streamflow at Qflow(t + 3) for 
both rivers. These spider plots in Fig. 10 are also confirmed in Table 5, 
which ensures the highest accuracy of the proposed MVMD-CNN-BiGRU 
model based on these assessment metrics. 

Fig. 11 examines the comparison between observed and forecasted 
values of streamflow over the testing period using MVMD-CNN-BiGRU 
against MVMD-CNN-BiRNN, and MVMD-RVFL, MVMD-KELM models 
for Bear River and Winter River efficiency in terms of scatter plots. 
Moreover, the violin distribution in combination with R metrics was also 
incorporated in Fig. 11. The scatter plots provide a supplementary 
assessment of the forecasting ability between the observed and fore
casted streamflow in both stations at Qflow(t + 1) and Qflow (t + 3). The 
MVMD-CNN-BiGRU model at Qflow(t + 1) and Qflow(t + 3) to forecast 
streamflow displayed the highest precision with R = 0.960 and 0.933, 
followed by MVMD-CNN-BiRNN, MVMD-RVFL, and MVMD-KELM 
models for Winter River. Also, the violin distributions of forecast 
streamflow were almost identical for the MVMD-CNN-BiGRU model 
compared to the observed streamflow at both forecast horizons. For Bear 

River, the MVMD-CNN-BiGRU again presented better accuracy to fore
cast streamflow at Qflow(t + 1) and Qflow (t + 3) compared to other 
models. The scatter diagrams in Fig. 11 confirmed that MVMD-CNN- 
BiGRU better forecasts multi-temporal streamflow for both stations. 

In Fig. 12, the violin plots provide a diagnostic analysis using the 
relative deviation along with IQR values as well as the interquartile 
range using only the hybrid MVMD-CNN-BiGRU vs MVMD-CNN-BiRNN, 
MVMD-RVFL, and MVMD-KELM models to forecast multi-temporal 
streamflow for Bear and Winter Rivers. The boxplot (red colour) lies 
between 25% to 75%, the whiskers range within 1.51 IQR values, and 
the white circle shows the median. By observing, it is apparent that the 
MVMD-CNN-BiGRU displayed a more accurate relative deviation dis
tribution with the lowermost IQR = 29.5, 49.1 Qflow(t + 1) and 33.6 and 
52.32 Qflow(t + 3) to forecast streamflow at Bear and Winter River as 
compared to MVMD-CNN-BiRNN, MVMD-RVFL, and MVMD-KELM 
models. Thus, MVMD-CNN-BiGRU models accomplish accurate 
streamflow forecasting based on Violin plots for rivers at Qflow(t + 1) and 
Qflow(t + 3). 

Fig. 13 demonstrates the comparisons Trend plot between the 
observed and forecasted streamflow values using MVMD-CNN-BiGRU 
vs. MVMD-CNN-BiRNN, MVMD-RVFL, and MVMD-KELM models at 
Qflow (t + 1) and Qflow (t + 3) for Bear and Winter Rivers. This diagram 
delivers the trends of the observed and forecasted streamflow trends 
produced by these models from 01/07/2018 to 03/12/2019. For Bear 

Fig. 16. The ECDF values relative deviation for all the hybrid frameworks to multi-temporal (-one and -three ahead horizons) forecast the streamflow in Bear and 
Winter Rivers during the testing period. 
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River, the MVMD-CNN-BiGRU model portrays similar trends concerning 
the observed streamflow, which can be further confirmed in the specific 
four months interval (i.e., 29/10/2018–26/02/2019) at Qflow(t + 1) and 
Qflow(t + 3) as compared to the MVMD-CNN-BiRNN, MVMD-RVFL, and 
MVMD-KELM models. Similarly, the MVMD-CNN-BiGRU model again 
reported identical trends for Winter River to forecast multi-temporal 
streamflow. Consequently, the MVMD-CNN-BiGRU model delivers ac
curate forecasting for both rivers. 

Fig. 14 displays the smooth kernel-based Rug histograms to assess 
the forecasting compatibility of MVMD-CNN-BiGRU vs MVMD-CNN- 
BiRNN, MVMD-RVFL, and MVMD-KELM models together with the IQR 
values to forecast streamflow at Qflow(t + 1) and Qflow(t + 3) for both 
rivers. For Bear River, the MVMD-CNN-BiGRU is ranked the best and the 
most precise model generating identical density with IQR values to 
forecast streamflow, flowing by MVMD-RVFL, MVMD-CNN-BiRNN, and 
MVMD-KELM at both forecasting horizons. The MVMD-CNN-BiGRU is 
again the top model in terms of smooth kernel-based Rug histograms and 
IQR against comparing models to forecast streamflow at Qflow(t + 1) and 
Qflow(t + 3) for Winter River. Thus, Fig. 14 confirmed that the MVMD- 
CNN-BiGRU model has better streamflow forecasting ability. 

The bar graphs in Fig. 15 signify the TOPSIS score factor achieved by 
the MVMD-CNN-BiGRU vs. MVMD-CNN-BiRNN, MVMD-RVFL, and 
MVMD-KELM models to forecast muli-temporal streamflow at Qflow(t +
1), and Qflow(t + 3). It is visible that the MVMD-CNN-BiGRU model 
accomplished the highest TOPSIS score = 1.00 and 0.99 for Bear River 
and 0.89 and 0.685 for Winter River at both Qflow(t + 1) and Qflow(t + 3) 
compared to other benchmarking models (see; Fig. 15). The TOPSIS 
score bar graphs in Fig. 15 established that the MVMD-CNN-BiGRU 
exhibits higher accuracy to forecast streamflow at Qflow(t + 1) and 
Qflow (t + 3) compared to other models. The TOPSIS score suggests that 
the forecasting of MVMD-CNN-BiGRU is better and more accurate for 
Bear River than the Winter River. 

The forecasted streamflow of Bear River and Winter River are plotted 
in Fig. 16 using the empirical cumulative distribution function (ECDF) to 
depict a more tangible view of the models. For both Rivers, the ECDF of 
the MVMD-CNN-BiGRU showed a very close profile at both Qflow (t + 1) 
and Qflow (t + 3) forecasting horizons against MVMD-CNN-BiRNN, 
MVMD-RVFL, and MVMD-KELM models. Hence, Fig. 16 further de
termines that the MVMD-CNN-BiGRU is a better model for forecasting 
multi-temporal streamflow at Bear and Winter Rivers at Qflow (t + 1) and 
Qflow (t + 3). 

5. Discussion 

The goal of this work is to design a novel data decomposition-based 
multivariate-multi-temporal Boruta-CART integrated with CNN-BiGRU 
algorithm to forecast streamflow using hydro-meteorological drivers at 
Qflow (t + 1) and Qflow (t + 3) for Bear and Winter rivers. The MVMD 
technique demarcates the hydro-meteorological drivers into IMFs-based 
signals, and then the most significant lags (i.e., IMFs signals) were 
identified by the Boruta-CART model at Qflow (t + 1) and Qflow (t + 3). 
The Boruta-CART-based selected signals were lastly employed into the 
CNN-BiGRU which resulted in the MVMD-CNN-BiGRU model to forecast 
streamflow. The MVMD helps to overcome the non-stationarity and non- 
linearity issues in the hydro-meteorological drivers whereas the Boruta- 
CART model plays a vital role in optimizing the forecasting accuracy 
through selecting the most influential signals. The comparison was 
performed against the standalone CNN-BiGRU, RVFL, KELM, CNN- 
BiRNN and their hybrid versions MVMD-CNN-BiGRU, MVMD-RVFL, 
MVMD-KELM, and MVMD-CNN-BiRNN models to forecast streamflow. 
The MVMD-CNN-BiGRU model reported the highest precision against all 
these benchmarks comparing models for both rivers using a set of 
goodness-of-fit metrics. But further recommendations are suggested 
here for future work. 

According to the Boruta-CART FS outcome, it can simply explain the 
effectiveness of each input signal during the model for both case studies 

and horizons. In other words, the interpretability outcomes related to 
each hydro-meteorological signal can be accurately described during the 
pre-processing stage. In this regard, confidently, it can be concluded that 
the lags of the water level parameter (especially Level (t-1)) in all the 
horizons and both case studies is recognized as the most influential 
feature due to the highest importance factor (Z-score > 12). Also, the 
antecedent information of the mean temperature in forecasting the 
streamflow horizons of the Bear River was identified as the second most 
important feature, whereas in the Winter River, the dew point temper
ature (Dew Point Temp) and heat degree days (Heat Deg Days) were the 
second and third most important features, respectively. It is noteworthy 
that the relative humidity (Rel Hum) has been selected for none of the 
target, and the total precipitation (Total Precip) just participated in 
forecasting the Qflow for horizon (t + 1) in the Winter River. Thus, Rel 
Hum had the least important factor in forecasting the streamflow values. 

Deep learning appeared to be very effective in accurate forecasts, 
however, there are a few limitations and restrictions exist which confine 
their capability and lack the aspect of the model’s prediction explain
ability. Therefore, the combination of explainable AI models for 
example Local Interpretable Model-Agnostic Explanations (LIME) 
(Mishra et al., 2017) and Shapley Additive explanations (SHAP) 
(Shapley, 1953) with MVMD-CNN-BiGRU can be a possible emerging 
area for future research. Moreover, the physics-based models with 
MVMD-CNN-BiGRU can be considered another direction to enlighten 
the physical viewpoint. The underlying model uncertainties during the 
learning process can be handled by the integration of the Bayesian 
Model Averaging (Sloughter et al., 2010) and bootstrapping (Tiwari and 
Chatterjee, 2011) methods with MVMD-CNN-BiGRU to improve the 
forecasting skills. 

The outcomes based on the achieved forecasting accuracy estab
lished that the MVMD-CNN-BiGRU is an efficient streamflow forecasting 
model using hydro-meteorological drivers at Qflow (t + 1) and Qflow (t +
3) as compared to other models. To enhance the scope of this work, the 
MVMD-CNN-BiGRU model can be adopted in other hydrological issues 
such as water level, flooding, and water resource management. Poten
tially, the MVMD-CNN-BiGRU model can be tested in renewable and 
sustainable energy, agriculture, and other climate change sectors. 

6. Conclusion 

A novel data decomposition-based multivariate-multi-temporal 
Boruta-CART integrated with CNN-BiGRU deep learning algorithm for 
daily streamflow forecasting was designed for the first time based on 
hydro-meteorological drivers. The main novelty encompasses the 
MVMD, Boruta-CART, and CNN-BiGRU into one topology to forecast 
monthly multi-temporal streamflow at Qflow (t + 1) and Qflow (t + 3) for 
Bear and Winter rivers. The first stage introduced the MVMD to 
decompose the hydro-meteorological drivers into signals. Next step, the 
most influential lags (i.e., signals) were determined by the Boruta-CART 
feature selection at Qflow (t + 1) and Qflow (t + 3). Finally, the selected 
signals were incorporated into the CNN-BiGRU to design the MVMD- 
CNN-BiGRU model to forecast streamflow at Qflow (t + 1) and Qflow (t 
+ 3). Extensive results and analysis showed that the MVMD-CNN-BiGRU 
exhibited higher accuracy in forecasting streamflow when compared 
with the other models. The MVMD-CNN-BiGRU model outperformed the 
other models in forecasting the stream flow for Bear River [R = 0.960, 
RMSE = 0.098, MAPE = 19.934, NSE = 0.922, U95% = 0.272, Reliability 
= 65.082]-(t + 1); [R = 0.933; RMSE = 0.130; MAPE = 22.129; NSE =
0.863, U95% = 0.359, Reliability = 58.425]-(t + 3). Likewise, the 
MVMD-CNN-BiGRU model resulted in higher accuracy for streamflow 
forecasting at Winter River. Overall, the results suggested that the 
hybrid version of the models achieved higher accuracy than the stand
alone models. The developed expert systems could be used to develop an 
early warning system for flood control and management to reduce the 
damage in flood-vulnerable areas. This information could be beneficial 
for both in-season and flash flooding, in terms of control measures and 

M. Jamei et al.                                                                                                                                                                                                                                  



Ecological Informatics 80 (2024) 102455

26

analyzing the river patterns in case of uncertain water fluctuations in the 
face of climate change. The proposed novel MVMD-CNN-BiGRU model 
can be applied to other emerging sectors, such as renewable and sus
tainable energy, climate change, agriculture, and environmental areas, 
to solve the current challenges. 
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