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This paper investigates the long-run and short-run relationships between energy consumption and economic
growth in Australia using the bound testing and the ARDL approach. For the first time in the literature we
employ both production and demand side models and a unified model comprising both production and demand
side variables for a single set of data. The relationships are investigated at aggregate as well as several
disaggregated energy categories, such as coal, oil, gas and electricity. The possibilities of one or more
structural break(s) in the data series are examined by applying the recent advances in techniques. We find that
the results of the cointegration tests could be affected by the structural break(s) in the data. It is, therefore,
crucial to incorporate the information on structural break(s) in the subsequent modelling and inferences.
Moreover, neither the production side nor the demand side framework alone can provide sufficient information
to draw an ultimate conclusion on the cointegration and causal direction between energy and output. When
alternative frameworks and structural break(s) in time-series are explored properly, strong evidence of a
bidirectional relationship between energy and output can be observed. The finding is true both at aggregate and

disaggregate levels of energy consumption.
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1. Introduction

The relationship between energy consumption andia@ue growth has been studied
extensively in the empirical literature (see, Okt2010; Payne 2010a, for a review). The aim
of these studies has been to examine whether diorehip exists between energy
consumption and output/income, and if yes, whahésdirection of causality between them.
The policy implications from the results of theseidses are set forth as if energy
consumption Granger causes output, direct measaresenergy conservation would
negatively affect economic growth (Karanfil 200%arly studies examined the hypothesis
by using a bivariate model of energy and output fanihd no evidence of Granger causality
running from energy consumption to output (AkarcaLé&ng 1980; Kraft & Kraft 1978).
Indeed, these studies found evidence of Grangesatiuin the opposite direction, i.e.,
output to energy use, coming to the conclusion #m@rgy conservation may not be
detrimental to economic growth. Subsequent studdespted either a bivariate model or a
multivariate production function model constitutingtput, energy, capital and labour, or an
energy demand model constituting energy, output anseasure of energy prices. The
superiority of a multivariate approach is thatitluces the potential omitted variable problem
and therefore, explores the additional channelsutiit which energy and output are
interlinked. Yet, results of the various studies eonflicting (Payne 2010b). It is argued that
the differences in results for a single country antbss countries could be attributed to the
selection of the analytical tool, the econometrietmod, method of aggregation of energy
types, sample size, resource endowment and so (i§etranfil 2009; Payne 2010b; Stern

2011).

! Empirical studies present four testable hypothessed on the direction of causality (see Payr@s,0&) for
details).



In this paper, we argue that most of the existinglies are inadequate as they examined
the energy and output relationship through theagetof either a production side or a
demand side framework. A more comprehensive approaould be to employ both
production and demand side models separately dsas/@ unified model consisting of both
production and demand side variables. In this vamg can explore all possible channels
through which energy can affect economic growth amme versa. Secondly, estimated
models in most of the existing studies are basethemaintenance of th@iori assumption
of no structural break(s) in the time series. Hosvein view of historical changes, economic
activities and energy consumption could go throagk or more structural break(s) caused
by domestic and global economic shocks (busingske); changes in energy policy and
fluctuations of energy prices (Chiou-Wei al. 2008). Once these factors are properly
accounted for, strong evidence of a bidirectioe#tronship between energy and output can
be observed. The finding is true both at aggregatd disaggregate levels of energy

consumption.

This paper explores the issues using Australiaa aiaboth aggregate and disaggregates
of energy consumption. Aggregate energy constitdiferent energy vectors with distinct
qualities in performing useful economic tasks ahdrefore, the energy types are not easily
substitutable (Berndt 1978; Clevelamt al. 2000). Accordingly, narrowing down the
analysis to different energy types would be mofermative, especially in the context of

fuel-specific measures of energy conservation.

For each measure of energy use, both aggregatditaent types of energy, we make
separate use of production side and demand sidelshnadd a combined model constituting
both production and demand side variables. In snditve estimate the models for different

sub-samples based on the results on possible wstalttreak(s). With these comprehensive



analyses, we are able to provide a rich set ofpeets/es on the relationship between energy

consumption and economic growth.

The remainder of this paper is organised as folldvadlowing introduction, section 2
describes the review of literature. Section 3 idekimethodology and the dataset. Section 4

provides the empirical results. Finally, sectiopr&sents conclusion and policy implications.

2. Review of literature

Recent literature such as Ozturk (2010) &wne (2010a) provide comprehensive
review of existing literature. In this section, warrow down our discussion on literature
based on the modelling frameworks utilized in thelgs along with some attention on the
structural break(s) in data. Two principal multieée streams have emerged over time in the
energy-output causality literature. One is the pobidn side framework considering energy
as a primary factor of production along with conv@mal inputs such as capital and labour.

Another is the demand side framework which incluelesrgy price as a third variable.

Stern (1993) first adopted the production side rhtmévestigate the Granger causality
between energy and output. The production side med® amalgamation of the biophysical
model, which considers energy as a sole factorrofiyction, and the neoclassical growth
model, which recognizes the role of only capital gabour as primary factors of production.
Using the production framework, Stern (1993) foumd evidence of Granger causality
running from Divisia aggregate of energy use tonecoic growth in the US. This result was
different to that derived using the thermal aggtiegaof energy use, which indicated a
causality that ran in the opposite direction, ifeom economic growth to energy use. Stern
(2000) subsequently found strong evidence of cgmateon between energy and output in
agreement with Stern’s (1993) causality. Some atheties that have used such a production

function approach to investigate the energy and @&dionship include Yuaet al. (2008)



for China, Ghali and El-Sakka (2004) for Canadayt&oand Sari (2007) for Turkey, Warr
and Ayres (2010) and Payne (2011) for the US. Tindirfgs of Ghali and El-Sakka (2004)
proved the existence of cointegration and bidice@l causality between energy consumption
and output in Canada. Yuahal. (2008) found cointegration relationships at botgragate
and disaggregate levels of energy consumption iimaCand found Granger causality from
electricity and oil consumption to output, but fiam coal or total energy consumption to
output. Soytas and Sari (2007) found the evideriagn@lirectional causality running from
electricity consumption to output in the Turkish magacturing industry. Warr and Ayres
(2010) redefined energy in terms of exergy (ilee &mount of energy available for useful
work) and the amount of useful work provided fronery inputs. They found evidence of
unidirectional causality from both these measuresrmergy consumption to output. In
contrast, Lee and Chien (2010) found no causaétwben these two variables in the US and
Germany; unidirectional causality from output teergy consumption in France and Japan;
and unidirectional causality from energy consumpto output in Canada, Italy and the UK.
They, therefore, concluded that energy conservatroght hinder economic growth in
Canada, Italy and the UK. At the a disaggregateéllef fossil fuel consumption, Payne
(2011) found evidence of no Granger causality frooal consumption to GDP, and

unidirectional causality from real GDP to gas, gettoleum to GDP in the US.

Other stem of studies which have considered theaddnside model, i.e., incorporating
energy prices as a third variable in addition tergg and GDP, include, among others,
Asafu-Adjaye (2000) for Asian developing countrieamely, India, Indonesia, Thailand and
Philippines, Fataet al. (2004) for Australia, Mahadevan and Asafu-Adjay@Q2) for a
sample of 20 countries including Australia, Masiid Masih (1998) for Thailand and Sri
Lanka and Levent (2007) for Turkey. The resultshefse studies are mixed (Payne 2010b).

For example, Asafu-Adjaye (2000) found mixed resuéigarding the direction of causality
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for the sampled countries. Fatai et al. (2004) tbamidence of unidirectional causality from
GDP to coal, electricity and total final energy somption in Australia. Nonetheless, most of
the studies considered consumer price index (CP{DP deflator as a proxy for energy
price. Note that energy constitutes only a verylsmeight in the CPI. Therefore, CPI may
undermine the true movement of real energy pridésovercome this limitation in this study

by considering appropriate price series for différenergy types.

Climent and Pardo (2007) extended the bivariateehby including employment, Brent
oil price and CPI and found evidence of bidirecéibcausality between energy consumption
and GDP in Spain. Oh and Lee (2004), on the otaadhfound evidence of unidirectional
causality from GDP to energy consumption in Koreing a demand side model which
included real energy prices as a third variableeylfound the same results in the case of the
production side model. Considering a five-varialdl®R model constituting GDP, energy,
gross fixed capital formation, labour and real ggeprices, Jinet al. (2009) found no
evidence of any significant impacts of energy shaickeal output growth in the US. The use
of gross fixed capital formation as a proxy of ¢alpstock is problematic though as the
former is a flow variable in contrast to the latt@hich is a stock variable.

A major caveat of the aforesaid studies is thetéthior no attention on the structural
break(s) in the data even thouglacro time-series might undergone through such ggsdue
adverse shocksl'here are some other studies that considered thsilplties of structural
break(s) in time-series in the investigation ofrggeGDP relationship, but these studies used
a bivariate model. Altinay and Karagol (2004) enyeld Zivot and Andrews (hereafter Z-A)
(1992) and Perron’s (1997) endogenous structuredlbtests to explore the possibility of
structural break(s) in GDP and energy consumptiemes in Turkey for the 1950-2000
period. They found that both GDP and energy consiemseries are trend stationary with

structural break(s). The results were differenth@ case of conventional unit root tests such
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as Augmented Dickey—Fuller ( hereinafter ADF) (Ragk& Fuller 1979, 1981) and Phillips-
Perron ( hereinafter P-P) (Phillips & Perron 1988hich indicated that the series &(#).
Then using the Hsiao (1981) version of the Grarggrsality test with de-trended series
through the breakpoints obtained by Perron (199¢) study found no evidence of Granger
causality between the two series. Lee and Chan@5§28@mployed Z-A and Perron (1997)
tests along with the conventional unit root tests GDP and aggregate and disaggregate
energy consumption for Taiwan for the period 19982 The need to consider the
possibilities of structural break(s) in the coimtdgn test was further highlighted in this

study.

Chiou-Weiet al. (2008) considered the case for some developingtdearin Asia and
the US for the period 1954-2006 and conducted t#e sfructural break unit root test to
detect the possible shift in regime. The study tbemidence of stationarity with structural
change in the first difference models. While thesgdble non-linearity of the data was
incorporated in the Granger causality tests, thategration analysis was carried out by
implementing the methodology of Johansen (19915)19&hich may have limitations in
dealing with regime shifts (Esso 2010). The stumynfd mixed results regarding the direction
of causality for the countries in the sample. Ha &m (2008) also considered bivariate
models for aggregated and disaggregate levels efggrconsumption and GDP in Taiwan
using quarterly data for the period 1982:1 to 2806The null hypothesis of linear
cointegration was strongly rejected by the thregzhabintegration method developed by
Hansen and Seo (2002). The study identified a fsogmit asymmetric dynamic adjusting
process between energy and GDP in Taiwan and titeree of non-linear cointegration
between GDP and all disaggregate energy consunsptionoil. Esso (2010) employed the
Z-A unit root test and Gregory and Hansen (199886b) threshold cointegration tests for

seven Sub-Saharan countries for the period 197@-20be study found the evidence of



cointegration relationship with structural breakfime countries in the sample. The model
used in Esso (2010) is however a bivariate one.

As seen above, a common characteristic of the sdatemodels controlling for the
possibilities of a structural break is the use dbigariate framework comprised of only
energy consumption and GDP. In addition, while Z&#d P-P tests for unit root have been
widely used in the literature, they can only acadonthe possibility of one structural break.
However, the time series processes under condoleratay have gone through multiple
structural break(s). In this case, Z-A and P-Psteatfer from loss of power in the estimation
because of their restricted ability to accountdoly one break. Another criticism of Z-A and
P-P unit root tests is that they do not allow thegibility of a structural break in the case of
null, which could lead to a misinterpretation oé ttest results (Lee & Strazicich 2003). As
argued by Lee and Strazicich (hereinafter L-S) 80Qhe “rejection of null does not
necessarily imply rejection of a unit root per bat would imply rejection of a unit root
without break” (p. 1082). The L-S test overcomes lthmitation by proposing an endogenous
two-break Lagrange multiplier unit root test thdowas for breaks under both the null and

alternative hypothesis.

For Australia, Narayan and Smyth (2005a) employeda-A unit root test for an annual
time series data from 1966 to 1999. The Z-A teslicates the series in the study, i.e.,
electricity consumption per capita, real GDP pgriteaand an index of manufacturing sector
employment series, ail€¢l). The results are consistent with ADF and P-P tédte study
found statistically significant break(s) for elecity consumption in 1971 and 1990,
employment in 1980 and real income in 1983. Comsidea trivariate model comprising the
above mentioned three variables and applying thendbatesting (Pesaraat al. 2001)
approach, the study found evidence of cointegratiag when electricity consumption is the

dependent variable. Narayan and Smyth (2005c) astomresidential electricity demand
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model for Australia using annual data for the perit969-2000. Using bound testing
approach, the study found the evidence of cointegraamong the variables. Previously,
Akmal and Stern (2001) focused on residential gnelgmand in Australia and found the
evidence of a unique cointegration vector in theeaaf electricity and other fuels. Faghal.
(2004) utilized a trivariate model by including egye prices along with GDP and aggregate
and disaggregate levels of energy consumption Hergeriod 1960-1999. Both Johansen
(1991, 1995) and the bound testing approach utilinethis study indicated the evidence of
unidirectional link from real GDP to total final emy consumption and electricity

consumption.

In a recent study, Narayae al. (2010) examined the unit root null hypothesis ahbo
aggregate and sectoral levels of energy consumptidkustralia for the period 1973-2007
using the L-S test. The study found aggregate ems¥ges as stationary in most sectors both
at the state and national levels in the economgyTt¢oncluded that energy conservation

policies would only impact on energy consumptiothi@ short-run.

The present study differs from previous studiea mumber of ways. Firstly, the dataset
used is larger than those used in previous studidsstralia. Secondly, we employ both Z-A
and L-S endogenous structural break(s) unit rosiistat both aggregate and disaggregate
levels of energy consumption. Thirdly, our modejliapproach is comprehensive than the
earlier studies as we consider production side @gemand side models separately and a
unified model in order to investigate the relatiopsbetween energy consumption and
economic growth. Both long-run relationships andrshun dynamics are explored in this
study. Fourthly, we estimate the models for differeub-samples based on the results of
structural break(s) obtained from Z-A and L-S teBifthly, we make the use of unit energy
prices series for individual energy categories pgosed to the CPI used in most of the

literature as a proxy for energy price.



3. Methodology

31 Models

The production function model constitutes energyaaseparate input along with
conventional inputs — capital and labour. We caitewthe aggregate productiow) function

at timet as:

Yo =f(K. L E) 1)

whereY is real GDPK is the capital inputl. is the employment anl denotes energy

consumption. The subscripsymbolises the time period.

The production function model used by Stern (1998 majority of subsequent studies
in this domain tested the existence of cointegnatielationships by implementing the
methodology of Johansen (1991, 1995) and then ipeei® the Granger causality using the
Vector Error Correction (VEC) Model approach (Gh&liEl-Sakka 2004; Soytas & Sari
2007; Stern 2000; Warr & Ayres 2010; Yuan et aD&0 Other studies investigated Granger
causality utilizing Toda and Yamamoto (1995) apphpawhich obviates the need of
pretesting for cointegration (Bowden & Payne 20910; Payne 2009, 2010c; Payne &
Taylor 2010). A common focus of the studies ingaing cointegration relationship using
Johansen approach is to find the evidence of adtléa&o long-run or cointegration
relationships, of which one is clearly productiomdtion. Nonetheless, there is no consensus
on the specification of the second cointegratiolati@nship. For example, Stern (2000)
modelled the second cointegration relationshibsur supply equation, while Ghali and EI-
Sakka (2004) normalized the other long-run relaidm on energy consumption. To sum up,
the second cointegration relationship can be iné¢ed by a factor demand/supply equation;

however, in the absence of a relevant price vajable model could be miss-specified. We
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overcome this deficiency by including prices of igyein the model, which can be expressed

in terms of an energy demand equation, written as:

E =1V, KoLo ) (2)

where, in addition to the previous notatioRg,s the real price of energy.

The third model we consider is a simplified demaratiel for energy and can be written as:

E =1(Y,P.) 3)
Equation (3) assumes the existence of a uniqudileguin demand for energy for a

given price levelgceteris paribus. A time trend as a proxy technological progressdctuded

in each estimated model from (1) to (3) when gignificant.

3.2 Data

The data for real GDPY] and capital stockK() are collected from the Australian Bureau
of Statistics (ABS). GDP series is the all indestrichain value measures (2008=100) in
AUS$ million. Capital is calculated as the chaifuwwe measure of net capital stock (all
industries) adjusted for capital utilisation. Besauime series data for capital utilisation in
Australia is not available, following Stern (1998¢ use the employment rate as a proxy for
capital utilisation. LabourL() is the civilian employment. The employment andolar data
series are derived from the statistical databasth@fOECD. Energy consumptiok)(is
calculated as the total quantity (in energy undg)primary and derived fuels consumed
minus the quantity of derived fuels produced. Thaeta are collected from ABARE (2009).
Data for disaggregated energy categories sucloabk(@), gas (), oil (O) and electricity E)
are collected from ABARE (2009). Data for energyegaries are in petajoules (PJ). Energy
price for the total energy and oil consumption praxied by the end-user price for diesel in
Australian dollars obtained from the ABARES (201Quarterly indexes for producer input

prices for natural gas and electricity are collddi®m the ABS for the period 1970-2009
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(cat no. 6427). Indexes for earlier years are eggthbased on changes in the producer price
index and consumer price index. The unit pricesgas in 2009 are taken from ABARES
(2010), which is used to derive long-run unit psider gas based on changes in the index
numbers. Prices for Australian coal are collectedine from IMF Commodity Prices

(http://www.imf.org/externgl Nominal energy prices are converted to the lbgalsing GDP

implicit price deflators (2009=100) collected frahee ABS (cat no. 5204, Table 4). All the
variables are expressed as natural logarithmsfdlhgample for the study is 1961-2009 with
an exception for the model for gas, where the sarmpptiod considered is 1970-2009 based

on the availability data.

33 Testsfor stationarity

In order to assess the stationarity propertieh®fdata, we employ both conventional and
endogenous structural break(s) unit root tests.cbmeentional unit root tests are Augmented
Dickey and Fuller (ADF) (1979, 1981), Phillips amrron (PP) (1988), Kwiatkowski,
Phillips, Schmidt and Shin (KPSS) (Kwiatkowskial. 1992) (see, Maddala & Kim 1998, for
an application of these tests). A major limitatwith the aforesaid unit root tests is that they
fail to capture the possible structural break(sylata. This is a serious problem as structural
change in data may bias the test (Enders 2004).ofnwn viewpoint about the
macroeconomic time series is that they are firf¢idince stationary (e.g., Nelson & Plosser
1982). However, re-examining the Nelson and Plo$682) data for unit root while
capturing the effect of a known exogenous struttueak, Perron (1989) found that most of
the series (11 out of 14) were indeed stationaojlofwing the subsequent developments in
the unit root tests with possible structural breald (1992) proposed a unit root test, where
the breakpoint is endogenously estimated and thereeduces the problem of data mining
(Maddala & Kim 1998). However, the Z-A test has timeitation in that structural break is

considered only under alternative hypothesis andilbastrate the possibility of only one
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break. Accordingly, critical values in Z-A test aterived assuming no break under the null
hypothesis. Therefore, a spurious rejection ofriié might occur (Maslyuk & Smyth 2008).
As discussed above, the Lagrange multiplier urot test introduced by L-S can overcome
the limitation and also controls for multiple break data. We employ both Z-A and L-S
tests to explore the possibilities of structuradak(s) as well as to test unit root hypothesis

further alongside the conventional unit root tests.

34 Testsfor cointegration

We adopt Autoregressive the Distributed Lag (ARDBEsed bound testing approach as
proposed by Pesaran and Pesaran (1997) and Pesaar{2001) to test for cointegration.
The ARDL model can be applied irrespective of wketthe data i$(0) or I1(1). The small
sample properties of the bound testing approacltdortegration test are far superior to the
conventional multivariate cointegration procedufequ & Magnus 2006; Narayan & Smyth
2005b; Narayan & Narayan 2005; Pesaran et al. 28@fi; et al. 2008). Pesaran and Shin
(1999) have shown that the ARDL based estimatorh@flong-run coefficients are super
consistent in case of small sample sizes. The ARPjroach also effectively corrects for
possible endogeneity of the variables by allowisgnultaneous estimation of the long-run
and short-run components within a VEC model (Sq@24l07). Moreover, ARDL approach
allows to apply general-to-specific modelling tecjug to estimate consistent parameters of

the model.

We follow the procedure as outlined in Pesaran &adaran (1997) to test for
cointegration and to estimate the ARDL model. Agaoin applying two alternative lag
selection criteria such as the Akaike InformationteZion (AIC) and Schwarz Bayesian
Criterion (SBC), a further investigation of theitegl properties is made to decide about the

optimal lags. Typically, the SBC selects a shoofgtimal lag than the AIC but the model for
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a shorter lag may not illustrate adequate residu@erties. The optimal lag is chosen by the
criteria that reflects relatively better residuabmerties. The residual properties for each
model are investigated through the Lagrange Mudtip{LM) test of residual serial

correlation, tests for heteroscedasticity and steth@rrors of the regression. A maximum lag
length of four is considered for the full-sample dels (1961-2009) and of three for sub-
sample models. The sub-samples are determined badéé results for structural break(s) as

found in Z-A and L-S tests.

The null hypothesis of no cointegration among thgables can be tested by applying
generalF-statistics and comparing them with critical value®larayan (2005). The critic&l
values provided by Narayan (2005) are preferred tha values provided by Pesaran et al.
(2001) as the former is suited for a sample size3@f80 as compared to 500-1000
observations for the latter. The bound testing epgn implies rejection of the null if the
computedF statistics is higher than the upper bound of thical values in case df(1)

variables (see, Pesardaral. 2001, for details on bound testing procedure).
4. Empirical Results

4.1 Resultsof theunit root testsand structural break(s)

Considering the sample size (i.€549), we set the maximum lag length for the undtro
tests to four using &' formula, as suggested by Litkepohl (1993). Thienesion results of
the ADF, PP and KPSS tests generally support themthat the variables are non-stationary
in level and stationary in the first differencerfof The results of the Z-A test indicate that
none of the series (with the exception of gas)remd stationary in level with the
consideration of one structural break (Table 1).tnother hand, the first difference series

are clearly stationary. GDP growth seems to has&uctural breaks in the mid-1970s and

2 The results are not reported here to conserveespat can be available from the authors upon que
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1980s, both of the dates correspond to the busingsle downturn of the Australian
economy (ECRI 2011). The break in 1984 is consisteth Narayan and Smyth (2005a).
Growth in energy consumption appears to be affebtedthe oil price shocks in the mid-
1970s and business cycle downturn in the mid-1980s.results from the Z-A test indicate
that the energy, GDP and other variables in Austiahve possibly been affected by two
major changes — one in the mid-1970s and anothieiri980s — over the last five decades.
Given the information, we now proceed with the keSt to examine the unit root hypothesis
with the possibility of two structural breaks, whiis presented in Table 2

Tablel: Z-A test for unit root with one endogenously deter mined structural break

Intercept Intercept and trend

Level First diff. Level First diff
Series Break t-stat Break t-stat Break t-stat Break t-stat
Y 1983 -2.88 1973 -6.37 1975 -3.68 1984  -6.10
K 1990 -4.79 1974 -5.50 1969 -3.65 1974 556
L 1981 -4.09 1974 -5.43 1974 -4.44 1984  —5.46
E 1969 -2.37 1975 -5.7C¢° 1974  -3.93 1985  -5.83
C 2002 -1.09 1985 -4.93 2002 -2.92 1997 547
@) 1980 -4.87 1975 -4.86 2002 -3.72 1984  -6.77
G 1977 -6.13 1983 -6.44 1981 -6.88 1993 -5.70
EL 1969 -2.53 1976 -6.96 1969 -2.54 1986  -7.05
Po 1987 -3.31 1984 —5.17 1987 -3.52 1982  -5.3¢
Ps 1971 -4.36 1980 -5.87 1982 -4.67 1980 -6.10
Pc 1983 -3.14 1982 -7.45 1982 -3.01 1982 -7.67
Pe 1981 -3.46 1977 -4.8% 1981 -5.89 1977 -4.95

Note: Subscripts a and b denote the significance level at 1 and 5%, respectively. Test results are for one
augmented lag.

As seen in Table 2, the L-S test also indicatesttieseries are first-difference stationary
in bothcrash andbreak models. The finding on the first break (i.e., 1pitk GDP growth in
the L-S test is roughly consistent with that of Z¥idel with intercept only. However, the L-
S test indicates second break in GDP growth inyel#90s. The break correspondence to the

last recession in the Australian economy during0i9® (ECRI 2011). Note that both the
15



Table2: L-Stest for unit root with two endogenously determined breaks

Crash (intercept)

Break (intercept and trend)

Level First difference Level First difference

Series Breakl Break?2 t Breakl Break?2 t Breakl Break?2 t Breakl Break?2 t

Y 1964  1969® -1.69 1972 1991 —6.57 1970 1995 -4.45 197P0 1993 (" —6.57
K 1970® 1983® _2.05 1974 1991 —4.69 1970 1997 -5.2F7 1974 199¢®<™ 5 7¢F
L 1987 1991  -2.47 1973 1988® _53g 1967 19770 -4.85 1983°T 1992 -5.79
E 1964  1968® —0.97 1977® 1984® _53F 1974 1994 -3.51 1978@«<  19g83CT  _71F
C 1976® 1984® _2.15 199Z7® 2002 —4.89 1978®2T 2002 -3.95 1997™ 1998 -10.53
0 1973® 1987®) _1.69 1969 1977 -5.32 1974®aT 1987 -5.37 1980® 1989 -6.25
G 1983 1989 1.23 1977 1982 -0.81 1977®2T  198¢®T  _398 19780 1990®CT 540
EL 1983  2002® _—1.42 1977® 1989 -3.76 1978®™2T 1986 -4.83 1975 1990¢®) -7.13
Po 1975  1988¢® _2.88 1974 1994 517 1978 1988®aT  _462 1979CTD  1988"D -7.03
Ps 1975 1983  -1.99 1978 1982® _56(@ 1975 1984 -4.72 19690 1982® -6.24
Pc 1982® 2004® _2.25 1986 2002®  _3.60 1987™ 200407 _463 1973°T  1984CT  _4.76
Pe 1978  1982® _2.94 1976 1983® _4.97 1975® 1984 -4.62 1979®@-a  19g83@aT  _g 79

Note: Superscript a, b, ¢ denotes the significance level at 1, 5 and 10%, respectively. Critical values 1% -4.545, 5% -3.842, 10% -3.504 for the crash (intercept) model and 1% -5.823, 5% -
5.286, 10% -4.898 for the break (intercept and trend) model. Critical values for the dummy variables follow standard normal distribution (1%-2.575, 5%- 1.96, and 10%-1.645). Superscript D
and T in the parentheses represent break in the intercept and break in the slope and superscript a, b, ¢ preceding them show the significance level. As for example 1969°®7 indicates the break

issignificant in 1969 in both intercept and slope. Optimal lag lengths are determined by AIC criterion as decided in the ADF test for unit root.
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recession in the mid-1970s and the recession inedry 1990s describe the periods of
economic downturn affecting much of the world, udthg major economies like the US,
Germany, France, the UK, Italy, Japan, Australid sm forth (ECRI 2011). The significance
of thecrash andbreak dummies indicates that the energy consumptiorotht &ggregate and
disaggregate levels is significantly affected dypoice shocks in the mid-1970s.

4.2 Estimation results

4.2.1 Aggregate ener gy consumption

Table 3 presents the results of ARDL bound teststHe models including aggregate
energy consumption. The computedtatistics for the full sample model is 3.87 fquition
1, which does not provide evidence of cointegratlonluding a trend dummy to incorporate
structural break in the early 197@T(,)® results in the rejection of the null hypothesisiof
cointegration at 1% significance level. Considerangub-sample from early 1970s with and
without the dummy variable provides the similarutes for cointegration. Time trend is
found significant in Equation 1.

Table 3: Bound tests of cointegration: aggregated energy consumption

Break Calculated Decision
Model Sample -

dummy F statistics
YIK,L,E 1961-2009 No 3.87 Not cointegrated
YIK,L,E 1961-2009 DT, 9.53 Cointegrated
YIK,L,E 1971-2009 No 6.6T Cointegrated
EIY,K,L 1961-2009 No 2.76 Not cointegrated
EIY,K.L,Pe 1961-2009 DTg4 1.67 Not cointegrated
ElY, Pe 1961-2009 No 10.53 Cointegrated
KIY,L,E 1961-2009 No 577 Cointegrated
LIY,K,E 1961-2009 No 8.32 Cointegrated
LIY,K,E 1961-2009 DTg4 7.03 Cointegrated

Note: Superscript a, b and ¢ denotes the significance level at 1, 5 and 10%, respectively.
Critical values are taken from Narayan (2005). DTy, is trend dummy, wherth denotes the
year when the dummy star3T;=t- tb, if t>tb, O otherwise.

% The structural break (s) dummies are includedrmael based on the Z-A and L-S tests.
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In a variant of Equation, where energy is consideas dependent variable and GDP,
capital and labour as explanatory variables, thié mgpothesis of no cointegration is not
rejected (Table 3). Estimating Equation 2 turndeosimilar result (Table 3). A sub-sample
model for 1975-2009 to reflect post oil crisis smen does not cointegration either. However,
strong evidence of cointegration is found betwerargy consumption, GDP and energy
prices as shown from the estimation results foraiqun 3. The results are for only intercept
as the time trend was found insignificant, therefexcluded from the model. We also report
results for the bound testing where capital ansdualare taken as dependent variables in
Equation 1. The computdd statistics unanimously indicate the existence obiategration
between energy and these two conventional factbnsraduction. The estimated ARDL

models including the aggregate energy consumptiepi@sented in Table 4 and 5.

The first panel in Table 4 presents the estimatesults of the production function
model for aggregate energy consumption (Equatiomi¢ full sample (1961-2009) ARDL
model does not pass through the heteroscedastesty An investigation of the residual
properties of the estimated model shows that gs&e two Standard-error bands in 1966 and
1971. This is in line with the results of struclubeeak(s) as shown by the L-S test, which
indicates a significant structural break¥irseries in 1971 (Table 2). Note that the full sampl
model without incorporating structural break in trely 1970s did not show a cointegration
among the variables (Table 3). Estimating the mofiel 1972-2009 removes the
heteroscedasticity problem along with satisfying Herial correlation property. The results
are reported in Panel | in Table 4. A trend dummonf 1984 is included in the model to
capture the possible structural break in the mi@o%9as indicated by the Z-A test (Tablel).
The estimation results show significant and expmkategative coefficient of the error
correction term. The coefficient value of tkeem (-1) is -.464, indicating that about 46

percent of the deviations from long-run equilibriusncorrected for in one year time. The
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estimation results for the long-run coefficientdigate that energy and capital derive long-
run output in Australia. Figure 1 shows a reasamdiblof the estimated model with actual
GDP growth series.

Table 4: Estimated ARDL models: aggregate ener gy consumption

) L ong-run coefficients Short-run : selected coefficients
Particulars
Regressor Coeff t (p value) Regressor Coeff  t (p value)
Panel | : Equation 1 K 44 3.31(.002) AK .87 6.44(.000)
Sample: 1972-2009 L —-.07 -.29(.773 AL(-1) —-.0¢ —.29(.775
Dep. variabl Y E 4k 3.44(.002 AE .21 4.08(.000
SIC-ARDL (1,1,0,0) Constant 4.42 1.68(.103) ecm(-1) —.46  —4.04(.013)
D84 .01 4.52(.000)
Panel I1: Equation 3 Y .64 2.93(.006) AY .56 5.16(.000)
Sample: 1961-2009 Ep —-.58 —.88(.383) AE, -.02 —-2.91(.006)
Dep. variableE Constant 6.8 .68(.498 ecm(-1) -.04 -1.03(.310
AIC-ARDL (1,1,0)
Panel I11: Equation 3 Y .68 16.27(.000) AY(-1) .27 1.65(.111)
Sample: 1975-2009 Ep -.14 -1.71(.099) AE, —-.03 —3.17(.004)
Dep. variableE Constant .88 .68(.504) ecm(-1) —-19 —-2.09(.046)
AIC-ARDL (2,3,0)
Panel IV: Equation Y 1z -.50(.618 AY .2€ 3.12(.004
Sample: 1961-2009 L 1.4¢ 4.87(.00C AL U8 6.81(.00C
Dep. variableK E .44 3.99(.000) AE -.14 -1.86(.071)
AIC-ARDL (2,14,4) Constant —-13.98 —-4.50(.000) AE(-1) -.29 -3.46(.002)
Trend —.008 —2.26(.031) ecm(-1) -.21 -2.91(.006)
Panel V: Equation 1 Y .20 2.21(.035) AY -.02 —.16(.873)
Sample: 1961-2009 K 52 7.53(.00C AK .82 6.92(.000
Dep. variableL E -3t -4.39(.00C AE(-1) .3z 3.75(.001
AIC-ARDL (1,1,4,4) Constant 8.36 11.15(.000) AE(-2) .31 —-3.68(.001)
Trend .003 -1.40(.172) ecm(-1) —.64  —5.96(.000)

Panel Il in Table 4 reports the estimated ARDL nidde Equation 3 for the period
1961-2009. The model satisfies adequately withdihgnostic properties (results not reported
here). The income and price effects show expeabdsdiye and negative signs respectively in
both short-run and long-run. Estimation for long-oefficients indicates that income drive
long-run energy demand in Australia. In the shor;rboth income and price affect the
demand for energy. In this model, while te@n(-1) coefficient comes with an expected

negative sign, it is found to be insignificant. iEstition of the model for post oil-crisis period
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(1975-2009) shows expected negative sign and signide of the error correction term

(Panel Ill, Table 4).

Figure 1: Actual and fitted values of the model: Equation 1
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We also estimated the ARDL model idrandL as dependent variables to explore their
interaction with energy consumption. The results raported in Panel IV and V in Table 4.
The estimation results indicate that energy driveth capital and labour in both short-run
and long-run. Estimation of the long-run models gasjs the possible complementarity
between energy and capital, and substitutabilitiwbeen energy and labour. The error

correction terms are highly significant along wétkpected negative signs in both cases.

To sum up, the estimation results for the bountingsand subsequent ARDL models
with aggregate energy consumption indicate thatggnis a key driver of economic growth
in both short-run and long-run in Australia. On titber hand, economic growth stimulates
energy consumption. In the same vein, the estimagsults indicate that energy seems to
interact significantly with capital and labour imetproduction process. Both income and price
determine the energy demand in Australia, wherkasestimated short-run elasticities for
energy prices are relatively lower than that ofglonn elasticities. What follows next is the

repetitions of the above analytical steps in treeaa disaggregate energy categories.
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4.2.2 Disaggr egate ener gy consumption

Table 5 reports the results for the bound testipgroach of cointegration for the
models for various disaggregate levels of energngemption. Using the production function
model (Equation 1) and considering coal as a measfirenergy consumption, the null
hypothesis of no cointegration among the varialdesejected for the full-sample model
including a dummy for structural break in the ed®70s DT,). The result is same for the
sub-sample 1971-2009 without incorporating a bdziakmy. An evidence of cointegration is
found when coal is considered as dependent varieddhg) a production function framework.
We do not find any cointegration when coal is delgen variable in the energy demand
models (results are not reported here).

In the case of the models including oil as a measidirenergy consumption, the null
hypothesis of no cointegration is rejected inlalee models (Equation 1, 2 and 3). The result
is same when considering a structural break in @Dfe early 1970s. For the production
function model including gas, the null hypothesigno cointegration is not rejected for the
full-sample model (1971-2009; not reported) or tloe sub-sample (1978-2009) to account
for a structural break in gas demand in the 1at80$9This could be due to a shorter sample
for gas based on the availability of data and amrably a lower proportion of gas
consumption to total energy consumption as comptredher fuels in Australia. The result
for cointegration is, however, different in the ead energy demand model for gas, where the
null of no cointegration is rejected for eithertbé samples (Table 5). Note that the evidence
of cointegration is not evident when capital anbolar are included in the energy demand
model (Equation 2) for coal and gas (not reportedeh For electricity, the null of no
cointegration is not rejected in the full-sampledalowithout controlling for any structural
break. Incorporation of trend dummy from 19712T{,) rejects the null hypothesis of no

cointegration at 1% significance level. An evideonteointegration is also found in the case
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period (Table 5).

of production function model or energy demand medet electricity in the post-oil crisis

Table 5: Bound tests of cointegration: disaggregate ener gy consumption

s Sample Break CaI(.:uI.atedF Decision
dummy statistics

YIK,L,C 1961-2009 DT, 10.88 Cointegrated
YIK,L,C 1971-2009 No 5.16 Cointegrated
CIY,K,L 1961-2009 No 4.34 Cointegrated
YIK,L,O 1961-2009 DT, 10.56 Cointegrated
YIK,L,O 1975-2009 No 4.74 Cointegrated
OIY,K,L,Po 1961-2009 DCg 6.86 Cointegrated
OlY,K,.L,Po 1961-2009 No 6.55 Cointegrated
O1Y,K,L 1961-2009 No 5.09 Cointegrated
O1Y,Po 1961-2009 No 8.59 Cointegrated
YIK,L,G 1978-2009 DTy 2.78 Not cointegrated
YIK,L,G 1978-2009 No 3.42 Not cointegrated
GIY,Pg 1971-2009 No 57.57 Cointegrated
GIY,Pg 1978-2009 No 11.74 Cointegrated
GIY,Pg 1978-2009 DTy, 10.98 Cointegrated
YIK,L,EL 1961-2009 No 1.95 Not cointegrated
YIK,L,EL 1961-2009 DT, 7.34 Cointegrated
YIK,L,EL 1978-2009 DCy 5.36 "lointegrated
ELIY,Pg 1978-2009 No 6.34 Cointegrated

Note: Superscript a, b and ¢ denotes the significance level at 1, 5 and 10%, respectively.
Critical values are taken from Narayan (2005). DTy, andDCy, are trend intercept dummies
respectively, whertb denotes the year when the dummy st&.=1, if t > th,0 otherwise;
DT;=t-th, if t>tb, 0 otherwise.

The first panel in Table 6 reports the ARDL estiimatesults for production function
model (Equation 1) which includes coal consumptas a measure of energy use. An
appropriate model selection criterion here is th@ & the model selected by the AIC seems
to exhibit heteroscedasticity problem in the realdiihe sample period of the model is 1972-

2009 as the L-S test indicated a structural brea&®&DP in 1971. As seen in the table, coal
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seems to play an important role on economic grawtboth short-run and long-run. The
error correction term shows highly significant ahd expected negative sign. The feedback
effects from GDP to coal are shown in Panel Il eblE 6. The model is for full sample
period as no significant structural break in growthcoal consumption is observed in the
1970s. The appropriate model selection criteriae Iiethe AIC, as the serial correlation and
heteroscedasticity properties of this criterion gimeilar to those of the SIC, the model based
on the AIC criterion poses lower standard erroregjression and residual sum square (not
reported). The results indicate that the GDP isoecifig variable to determine coal
consumption in both short-run and long-run. Therecorrection term comes with significant
and an expected negative sign.

Table 6: Estimated ARDL modelsfor coal and oil

Particulars L ong-run coefficients Short-run : selected coefficients
Regressor Coeff t (pvalue) Regressor Coeff t (p value)
Panel | : Equation 1 K —-.50 -3.05(.005) AK .55 4.01(.000)
Sample: 1972-2009 L .5E 2.81(.00¢ AK (-1) .51 2.66(.012
Dep. variabl Y C 27 2.38(.024 AL .2z 2.32(.027
SIC-ARDL (2,2,0,0) Constant 8.92 2.76(.010) AC .10 2.88(.007)
Trend .03 5.53(.000) ecm(-1) -39 -5.02(.000)
Panel II: Equation 1 Y 2.91 2.11(.045) AY .64 1.87(.072)
Sample: 1961-2009 K —.76 —-1.08(.290) AY(-3) .61 2.13(.042)
Dep. variableC L 277 -1.46(.156) AK(-3) -1.92 -3.41(.002)
AIC-ARDL (3,4,4,4) Constant 23.4¢ 1.35(.18¢€ AL (-3) 1.7¢ 3.69(.001
ecm(-1) -2C -2.21(.035
Panel I11: Equation 1 K —-.217 -1.31(.201) AK .58 3.99(.000)
Sample: 1971-2009 L 42 2.22(.034) AL .20 1.92(.064)
Dep. variableY @] A1 1.75(.090) AO .05 1.55(.131)
AIC-ARDL (1,2,0,0) Constant 8.08 2.69(.010) ecm(-1) —-.49  —-4.87(.000)
Trend .02 5.26(.00C
Panel |V: Equation Y .5€ 8.47(.000 AY .65 3.09(.004
Sample: 1961-2009 Po -39 -3.18(.003) APo -.02 —.72(.475)
Dep. variableD Constant 4.43 3.52(.001) APo(-1) .06 2.20(.034)
SIC-ARDL (1,1,2) ecm(-1) —-.16  —4.74(.000)

Estimation of the ARDL models for oil consumptiapresented in panel lll and IV
in Table 6. Panel lll in the table shows the resutir the production function model

(Equation 1). A time trend is included in the modslit is found significant. Similar to the
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case of aggregate energy, estimation of the fulipd@a model exhibits a heteroscedasticity
problem. Estimation of the Equation 2 does not ielate the problem nor does it show an
improvement of results. A sub-sample model for Egual is found to remove the problem
with heteroscedasticity in residual and providebust estimation. Panel Ill in the table
indicates the positive role of oil consumption coeomic growth in the long-run. No short-
run impact from oil consumption to economic grovighobserved in this estimation. The
error correction term comes with the expected negaign and is found to be significant at
1% level. Estimation results for the oil demandatmn is presented in Panel IV, Table 6.
Both income and price effects are found to be &ant in deriving oil demand in the long-

run, while income effects play a major role in gery oil demand in the short-run. Both the
AIC and SIC criteria suggest same lag length ferrttodel estimation.

Panel | in Table 7 presents the estimated ARDL dasiand model. The error
correction term shows expected negative sign wghifscance at 1% level. Both price and
income effects derive the demand for gas in longd ahort-run. Unlike other energy
categories, the long-run price elasticity of demé#&wmdgas is more than unity reflecting an
elastic demand.

Table 7: Estimated ARDL modd for gasand electricity

Particulars L ong-run coefficients Short-run : selected coefficients
Regressor Coeff t (pvalue) Regressor Coeff t (p value)
Panel | : Equation 3 Y .78 4.72(.000) AY .72 2.74(.011)
Sample: 1971-2009 Pg -1.34 -2.47(.021) AY(-1) .53 1.73(.095)
Dep. variableG Constant 7.17 1.23(.231) AY(-3) -.55 —2.08(.047)
AIC-ARDL (4,4,0) APg -.17  —4.35(.000)
ecm(-1) —-.13  —3.68(.001)
Panel 11: Equation 1 K -.55 -1.57(.126) AK .85 3.93(.000)
Sample: 1961-2009 L 1.30 3.46(.002) AL (-3) —.65 -3.21(.003)
Dep. variabley EL .53 2.48(.019) AEL .48 3.78(.001)
AIC-ARDL (1,4,4,1) Constant -3.10 —.80(.433) ecm(-1) -.30 —3.25(.003)
Trend .01 2.37(.024)
Panel 111: Equation 3 Y .92 6.95(.000) AY .67 5.79(.000)
Sample: 1978-2009 PeL .05 1.22(.235) APg —-.02  —1.76(.090)
Dep. variableEL Constant —6.16 —3.16(.004) ecm(-1) —-.13 -2.68(.012)

SIC-ARDL (1,1,1)
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The ARDL estimation results for the models for &fetty consumption are presented
in panel Il and 1ll in Table 7. Panel Il shows thestimation of Equation 1 by including
electricity as a measure of energy consumptionagpropriate lag selection criterion is the
AIC as the estimated model based on the SIC aitezkhibits heteroscedasticity problem in
residual. As seen in the Panel Il, Table 7, eleityridrives economic growth in Australia in
both-run and long-run. The error correction ternfioisnd significant at 1% level along with
the expected negative sign. The estimation resfiltise demand side model are presented in
Panel Il in Table 7. The error correction term foe full sample model (1961-2009) shows
insignificant coefficient despite having expectegjative sign (results not reported here). As
both Z-A and L-S tests indicate structural breaklectricity consumption in the mid-1970s,
a sub-sample model is estimated for the period -P@0®. The error correction term now
becomes significant along with the expected negatign. The estimated results indicate that

the GDP drives electricity consumption in Austrafidoth short-run and long-run.

5. Conclusion and policy implications

This paper investigates the long-run relationsimigh short-run dynamics between energy
consumption and GDP in Australia using the boustirtg and the ARDL approach. For the
first time in the literature, we employ both protan side and demand side models and a
unified model comprising both production and demsiadg variables for a single set of data.
In addition, unit root hypothesis was tested bylgpg recent advances in techniques as
proposed by Z-A (1992) and L-S (2003) accounting tfee possibilities of one or more
structural break(s) in time series determined eadogsly. We also make use of the unit
energy prices data as opposed to the CPI usedpesxg of energy prices in the literature.
The relationship was investigated at aggregateedlsas at major energy categories such as

coal, oil, gas and electricity.
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The empirical evidence presented herein indicdteslata on GDP, energy consumption
and other variables in the model experienced stracbreak(s) over the last five decades
caused by both internal and external economic shoékcordingly, the results on the
cointegration relationship could be affected bysthereak(s) in data. It is, therefore, crucial
to incorporate the information on structural bredkin the subsequent modelling and
inferences. Moreover, neither the production side the demand side framework alone is
sufficient to draw a fruitful conclusion. When ahative model specifications and sample
periods based on the evidences of structural bsgad(e explored, strong evidence of
cointegration is found between GDP and energy aopsion in Australia at both aggregate
and disaggregate levels. The empirical results ialdicate the existence of bidirectional link
between GDP and aggregate energy, and between @BHnajor energy categories in
Australia. The evidence of a bidirectional relasbip between energy and GDP indicates
that any external shock to one of these will rgatdg transmitted to the other and that the
process will continue through the feedback effe@igect measures in reducing energy
consumption would therefore negatively impact theon®emic growth and energy
consumptiorper se, however, alternative options such as improvenoémnergy efficiency
and technological changes would be beneficial tonemic growth and environmental

outcomes.

Our empirical evidence indicates that the cointegnaresults between energy, GDP and
other relevant variables are more robust when obimig for a structural break in the early
1970s. Note that the Australian economy experieramecconomic downturn in the early
1970s, which could be a possible reason for thiereices in results. The cointegration
between energy and output found in the presenystudonsistent with the findings of Fatai
et al. (2004) and Narayan and Smyth (2005a). The estimegsdits indicate that the

aggregate energy use drives GDP, capital and labodoth long- and short-run. With
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respect to the energy demand models, our empeaigdences reinforce the dominant role of

GDP in the long-run energy demand in Australia.
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