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ABSTRACT

In order to accurately determine stellar properties, knowledge of the effective temperature of stars is vital. We implement Gaia
and 2MASS photometry in the InfraRed Flux Method and apply it to over 360 000 stars across different evolutionary stages
in the GALAH DR3 survey. We derive colour-effective temperature relations that take into account the effect of metallicity
and surface gravity over the range 4000 K < T < 8000 K, from very metal-poor stars to supersolar metallicities. The internal
uncertainty of these calibrations is of order 40-80 K depending on the colour combination used. Comparison against solar-twins,
Gaia benchmark stars, and the latest interferometric measurements validates the precision and accuracy of these calibrations
from F to early M spectral types. We assess the impact of various sources of uncertainties, including the assumed extinction law,
and provide guidelines to use our relations. Robust solar colours are also derived.

Key words: techniques: photometric—stars: abundances—stars: atmospheres—stars: fundamental parameters—stars:
Hertzsprung—Russell and colour—-magnitude diagrams —infrared: stars.

While angular diameters measured from interferometry provide

1 INTRODUCTION : .
the most direct way to measure effective temperatures of stars

The effective temperature (7.f) is one of the most fundamental stellar
parameters, and it affects virtually every stellar property that we
determine, be it from spectroscopy, or inferred by comparing against
stellar models (e.g. Choi et al. 2018; Nissen & Gustafsson 2018).

* E-mail: luca.casagrande @anu.edu.au
1 Colour-Tesr routines: https://github.com/casaluca/colte

(provided bolometric fluxes can also be determined, see e.g. Code
et al. 1976), they require a considerable investment of time. Such
analysis require a careful assessment of systematic uncertainties,
and they are biased towards bright targets, which are often saturated
in modern photometric systems and all-sky surveys (e.g. White
et al. 2013; Lachaume et al. 2019; Rains et al. 2020). Further, these
stars are often the hardest to observe for large-scale spectroscopic
surveys.
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Among the many indirect methods to determine 7.y is the InfraRed
Flux Method (hereafter IRFM), an almost model-independent pho-
tometric technique originally devised to obtain angular diameters
to a precision of a few per cent, and capable of competing against
intensity interferometry in cases where a good flux calibration is
achieved (Blackwell & Shallis 1977; Blackwell, Shallis & Selby
1979; Blackwell, Petford & Shallis 1980). Over the years, the IRFM
has been successfully applied to determine the effective temperatures
of stars of different spectral types and metallicities (e.g. Blackwell
& Shallis 1977; Alonso, Arribas & Martinez-Roger 1996b, 1999;
Ramirez & Meléndez 2005; Gonzédlez Herndndez & Bonifacio 2009;
Casagrande et al. 2010).

The version of the IRFM used in this work has been previously
validated against solar twins, HST absolute spectrophotometry,
and interferometric angular diameters (Casagrande, Portinari &
Flynn 2006; Casagrande et al. 2010). In particular, dedicated near-
infrared photometry has been carried out to derive effective temper-
atures of interferometric targets with saturated 2MASS magnitudes
(Casagrande et al. 2014). Our T, scale is widely used by many
studies and surveys, and we now make it available into the Gaia
photometric system. To do so, we implement Gaia photometry into
the IRFM described in Casagrande et al. (2006, 2010). Also, due to
Gaia parallaxes it is now possible to derive reliable surface gravities.
We provide colour— T relations which take into account the effect
of metallicity and surface gravity by running the IRFM for all stars
in the third Data Release (DR3) of the GALAH survey (Buder et al.
2021). This data release also includes stars observed with the same
instrument set-up, data reduction and analysis pipeline by the K2-
HERMES (Wittenmyer et al. 2018; Sharma et al. 2019) and TESS-
HERMES (Sharma et al. 2018) surveys.

We describe how Gaia photometry is implemented into our version
of the IRFM in Section 2 and present colour—7.s relations in
Section 3. We benchmark our results against standard stars, assess
the typical T.s uncertainty of our calibrations, and provide guidelines
for their use in Section 4. Finally, we comment on the use of different
colour indices and draw our conclusions in Section 5.

2 THE INFRARED FLUX METHOD USING
GAIA PHOTOMETRY

The IRFM can be viewed as the most extreme colour technique since
it relies on the index defined by the ratio between the bolometric
and the infrared monochromatic flux of a star. This ratio can be
compared to that obtained using the same quantities defined on a
stellar surface element, UT;‘f and Fr(model), respectively (see e.g.
Alonso, Arribas & Martinez-Roger 1996a; Casagrande et al. 2006).
If stellar and model fluxes are known, it is then possible to solve for
Teir. As we describe later, this step is done iteratively in our version
of the IRFM. The crucial advantage of the IREM over other colour
techniques is that, at least for spectral types hotter than early M-type,
near-infrared photometry samples the Rayleigh—Jeans tail of stellar
spectra, aregion largely dominated by the continuum,' with aroughly
linear dependence on T¢. The model-dependent term JFig (model) is
almost unaffected by metallicity, surface gravity, and granulation, as
extensively tested in the literature (e.g. Alonso et al. 1996b; Asplund
& Garcia Pérez 2001; Ramirez & Meléndez 2005; Casagrande et al.
2006; Casagrande 2009; Gonzéalez Hernandez & Bonifacio 2009).

I'See however Blackwell, Lynas-Gray & Petford 1991 for a discussion of the
importance of H™ opacity.
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We use the implementation of the IRFM described in Casagrande
et al. (2006, 2010), where for each star we now use Gaia BP, RP,
and 2MASS JHK; photometry to derive the bolometric flux. The
flux outside these bands (i.e. the bolometric correction) is estimated
using a theoretical model flux at a given T, log (g), and [Fe/H]. The
infrared monochromatic flux is derived from 2MASS magnitudes
only. An iterative procedure in 7 is adopted to cope with the mildly
model-dependent nature of the bolometric correction and surface
infrared monochromatic flux. We interpolate over the Castelli &
Kurucz (2003) grid of model fluxes, starting for each star with an
initial estimate of its effective temperature and adopting the GALAH
DR3 [Fe/H] and log (g), until convergence in T is reached within
1 K. The convergence is robust regardless of the initial 7. estimate.
The model dependence is expected to be small, and in Casagrande
et al. (2006, 2010) we tested that using the MARCS grid of model
fluxes (Gustafsson et al. 2008) affects the resulting 7.5 only by few
K for dwarfs and subgiants in the range ~ 4500-6500 K.

For Gaia BP and RP magnitudes we use the Gaia-DR2 formalism
described in Casagrande & VandenBerg (2018), which is based
on the revised transmission curves and non-revised Vega zero-
points provided by Evans et al. (2018). As described in Casagrande
& VandenBerg (2018), this choice best mimics the photometric
processing done by the Gaia team to reproduce phot _g_-mean_mag,
phot _bp_mean_mag, and phot_rp_mean mag given in Gaia
DR2. In Appendix A, we also implement Gaia EDR3 photometry,
and provide calibrations for this system. We remark that although
Gaia EDR3 is formally an independent photometric systems from
Gaia DR2, differences are overall small for the sake of the T, derived
from the IRFM (although the calibrations in the two systems should
not be used interchangeably, as further discussed in Appendix A).
We use BP and RP instead of G magnitudes for a number of reasons:
comparison with absolute spectrophotometry indicates that BP and
RP are reliable and well standardized in the magnitude range =~ 5 to
16, which is relevant for our targets. On the contrary, G magnitudes
have a magnitude-dependent offset, and are affected by uncalibrated
CCD saturation for G < 6 (Casagrande & VandenBerg 2018; Evans
et al. 2018; Maiz Apellaniz & Weiler 2018). Further, the BP and RP
bandpasses together have the same wavelength coverage as the G
bandpass.

One of the most critical points when implementing the IRFM
is the photometric absolute calibration (i.e. how magnitudes are
converted into fluxes), which sets the zero-point of the T scale.
This is particularly important in the infrared, for which we use the
same 2MASS prescriptions discussed in Casagrande et al. (2010).
To verify that the zero-point of our 7. scale is not altered by Gaia
magnitudes, we derive T for all stars in Casagrande et al. (2010)
with a counterpart in Gaia (408 targets). Not unexpectedly, we find
excellent agreement, with both mean and median A7 = 12 £ 2 K
(0 =41 K) and no trends as a function of stellar parameters. This
difference is robust, regardless of whether the stars used are those
with the best Gaia quality flags. Although this difference is fully
within the 20 K zero-point uncertainty of the reference T.s scale of
Casagrande et al. (2010), we correct for this small offset to adhere to
the parent scale.

We apply the IRFM to over 620 000 spectra in GALAH DR3 for
which [Fe/H], log (g), BP, RP, J, H, K, are available. About 40 per
cent of the targets have E(B — V) from Green et al. (2019). For the
remaining stars, we rescale reddening from Schlegel, Finkbeiner &
Davis (1998) with the same procedure described in Casagrande et al.
(2019). Effective temperatures from the IRFM along with adopted
values of reddening are available as part of GALAH DR3 (Buder
et al. 2021, which also includes a comparison against the GALAH

MNRAS 507, 26842696 (2021)

1 Z0Z JoqUIBAON 8| UO Jasn pue|susany) uiayinog Jo Ausisaiun Aq |98/ v£9/4892/2/20S/210e/seiuw/woo dnoolwepese//:sdiy woll pepeojumod



2686 L. Casagrande et al.

Re=3.088-0.504(BP—RP},+0.053(BP—RP),?

3.1

. Re=2.078-0.073(BP-RP),

0.0 0.5 1.0 1.5 2.0 25
(BP-RP), ~ (BP—RP)—E(B-V)

Figure 1. Gaia extinction coefficients as a function of intrinsic stellar colours
for our sample of stars (colour-coded in grey by log-density). The red solid
lines show the fits given in each panel. To estimate intrinsic colours needed
for the fits, one can iterate starting from (BP — RP)y >~ (BP — RP) — E(B
— V). See Appendix B for a summary of the extinction coefficients for Gaia
DR2, EDR3, and 2MASS under different extinction laws.

spectroscopic Teg.). To account for the spectral type dependence of
extinction coefficients, in the IRFM we adopt the Cardelli, Clayton
& Mathis (1989)/0O’Donnell (1994) extinction law, and for each star
compute extinction coefficients with the synthetic spectrum at the
Tefr, log (g), and [Fe/H] used at each iteration.

Fig. 1 shows extinction coefficients for the Gaia filters as a
function of intrinsic (i.e. reddening-corrected) stellar colour for
our sample of stars. For the 2MASS system there is virtually no
dependence on spectral type and the following constant values are
found R; = 0.899, Ry = 0.567, and Rk, = 0.366. These coefficients
are in excellent agreement with those reported in Casagrande &
VandenBerg (2014, 2018), obtained using the same extinction law.
We discuss in Appendix B the effect of using different extinction
laws on the derived colour— T, relations and extinction coefficients.

The use of constant extinction coefficients instead of colour-
dependent ones affects colour indices, and hence the effective
temperatures derived from the relations of Section 3. This can be
appreciated from the comparison in Fig. 2, where the difference
in colour obtained using constant or colour-dependent extinction
coefficients is amplified at high values of reddening for a given input
Teir. The fits of Fig. 1 should thus be preferred to deredden colour
indices involving Gaia bands, especially in regions of high extinction.

3 COLOUR-Tgpr RELATIONS

In order to derive colour—T. relations, we first apply a few
quality cuts. We restrict ourselves to stars with the best GALAH
DR3 spectroscopic parameters (flag_sp=0), and Gaia photom-
etry 1.0 +0.015(BP — RP)*> < phot_bp_rp_excess_factor
< 1.340.060 (BP — RP)? and phot_proc_mode=0. There is a
sharp drop in the number of stars with G > 14, and this reflects
the GALAH selection function. Only 5 per cent of stars are fainter
than 14, and 0.06 per cent are in the faintest bin 16 < G < 16.5. For
relations involving the G band we also exclude a handful of stars with
G < 6 (Evans et al. 2018; Riello et al. 2018). These requirements
yield automatically good 2MASS photometry: median photometric
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Figure 2. Left-hand panel: colour—T¢ relation obtained from the IRFM
in (G — RP)o, where extinction coefficients are computed for each star
individually. Right-hand panel: colour—Tcs relation using the same input
effective temperatures, but constant extinction coefficients to deredden
the colour index. The importance of using variable extinction coefficients
becomes visible for increasing values of reddening. Stars are colour-coded
by their E(B — V) with the distribution shown in the inset.

errors in JHK are 0.024 mag with 99.9 per cent of the targets having
2MASS quality flag Qf 1g="AAA".

Depending on the combination of filters, there are over 360 000
stars available for our fits. We use only stars with E(B — V) <
0.1 to derive our fits, to avoid a strong dependence on the adopted
extinction law (Appendix B). Due to the combined effect of the
GALAH selection function and target selection effects (most notably
stellar evolutionary time-scales), the distribution of targets has two
main temperature overdensities: one at the main-sequence turn-off
and the other at the red-clump phase. If all available stars were used to
derive colour—T g relations these two overdensities would dominate
the fit. Instead, we sample our stars uniformly in Z.g, randomly
selecting 20 stars every 20 K, and repeating this for 10 realizations.
The calibration sample for each fit is thus based on roughly 50 000
stars. We repeat the above procedure 10000 times, and select the
fit that returns the lowest standard deviation with respect to the
input effective temperatures from the IRFM. We also explored the
effect of a uniform gridding in 7. and log(g) but did not find
any significant difference with respect to a uniform sampling in Teg
only.

To derive our relations we started with a polynomial as a function
of colour, which is the parameter that has the strongest dependence
on 7. Depending on the colour index, we found that a third-
or fifth-order polynomial was necessary to describe the curve
inflection occurring at low T.g. We then added the [Fe/H] and log (g)
dependence into the fit. The Gaia broad-band filters have a rather
mild dependence on metallicity, and the effect of log(g) is most
noticeable below 4500 K, where colour—T¢ relations for dwarf and
giant stars branch off (Figs 3 and 4). We found no need to go higher
than first order in [Fe/H] and log (g), but cross-terms with colour,
as well as a term involving colour, T, and log (g) were found to
improve the fit. The adopted functional form is

Ter = ap + a1 X + @ X* + a3 X* + a4 X° + as log(g) + ag log(g) X

+ a7log(g) X* + aslog(g) X° + ao log(g) X° + ayo[Fe/H]
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Figure 3. Left-hand panel: log-density plot of the colour—T¢¢s relation obtained using all 360 000 GALAH DR3 stars with good photometric and spectroscopic
flags as described in the text. For T < 4500 K the two loci defined by dwarf and giant stars can be noticed. The inset shows the distribution of the T residuals
of our calibration. Right-hand panels: T residuals plotted as a function of colour, surface gravity, and metallicity. Plots for the other colour indices are available

as supplementary online material.
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Figure 4. Panel (a): Kiel diagram of the GALAH DR3 sample used to derive the colour—7,s relations presented in this work. The dashed line marks the
separation between dwarf and giant stars discussed in Section 4. The coloured crosses and circles are the stars used in Fig. 6 to test the T scale. Panels (b)
and (c): some of the colour—T¢f relations (solid lines) of Table 1 for fixed values of log (¢) = 4 and log (¢) = 2, and [Fe/H] = 0 and [Fe/H] = —2, as labelled.
Plotted for comparison are synthetic colour—7¢fr computed for the same values of gravity and metallicity (cross symbols). Note that the maximum 7¢fr available

for synthetic colours varies with the adopted log (g).

ay1[Fe/H] X + apa[Fe/H] X2 + ay3[Fe/H] X3

+ ay4[Fe/H] log(g) X, (D)

where X is the colour index corrected for reddening, and not all
terms were found to be significant for all colour indices. The
coefficients of equation (1) are given in Table 1. Our relations
and associated standard deviations are derived over the range
3600K < Ter < 9000 K, although as we discuss in the next section,
they are validated by independent measurements over a smaller
range of effective temperatures. Polynomial fits are also typically
less robust towards the edges of a colour index. In Table 2, we
recommend conservative colour ranges, which effectively limit the
applicability of our relations between 4000 and 8000 K for most filter
combinations.

Fig. 3 shows the colour—T relation for (BP — RP),, along with
the residuals of the fit as a function of colour, gravity, and metallicity.
Although equation (1) virtually allows for any combination of input
parameters, it should be recalled that stars distribute across the
HR diagram as permitted by stellar evolutionary theory. Fig. 4(a)
illustrates the range of stars used to build our colour calibrations,
where cool stars are found both at low and high surface gravities,
while the hottest stars have log(g) ~ 4. Figs 4(b) and (c) show
the dependence on log(g) and [Fe/H] for some of our colour—
T calibrations. In addition, to allow direct comparison, we also
plot predictions from synthetic stellar fluxes computed with the
bolometric-corrections? code (Casagrande & VandenBerg
2014, 2018). The purpose of this comparison is not to validate

Zhttps://github.com/casaluca/bolometric-corrections
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Table 2. Recommended colour range for the validity of our calibrations.
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= SE2238 Seg|E% 2 LB in equivalent widths and equivalent widths versus excitation potential
o < — : A K - | | s — | D = . .
g | ;‘ PR g9 ;,ri% g z ﬁ relations with respect to the observed solar reference spectrum, and
IS = Q . .
=) = b 835725 thus entirely model independent. In Table 3, we report the mean
o S S =% 3 0o Y P P
ks - ~w 1D o = 35 z% difference between the effective temperatures we derive in a given
E | |3,  2528fggs |EF25c lour index, and the spectroscopic ones. Our Teg are typically withi
E|e|8 22352828 |253¢¢ colour index, and the spectroscopic ones. Our T are typically within
£ S “R82=288 |22% ; £ few degrees of the spectroscopic ones. Further, regardless of the
= = —_ . . .
= 24583 8 spectroscopic effective temperatures, the mean and median 7. for
o S22V TRrSo (8L w3 E . . . . e
5 2T L3IYEEBRICS82 8T ES 3 our sample of solar twins in any colour index is always within few
& “Rmea—=%cnonsn~|EEE, E .
o |S|EaRSCSEESReRaSR|85E0 % tens of K of the solar T,. The fact that our colour—7¢ relations are
= ogl\m\nmoz\vmmw S 2 8398 o . .
= TR YT TS 7|88 S well calibrated around the solar value is not unexpected, but confirms
) IR . .
3 g E g g that we have achieved our goal of tying the current 7. scale to that
s N -~ FTITOOOVOMmM|ES ZS L
5) x S
g E E E 5 3 § § § § 5 5 ; g 5z 2 EDE of Casagrande et al. (2010). To fu.rther test olur scale, we use a large
% 2% % £ sample of more than 80 s91ar twms. from Nissen (2015) a.nd Spina
O - $E= 2 etal. (2018). Also these twins have highly accurate and precise stellar
= = = S5 £ 9 . . . . .
- = § §§ SEEELC 28 ':, g £ 282 parameters due to differential spectroscopic analysis. This means that
= |z QL Lo nL QL nL nL n|~ nl.. Coro &2 - f in the comparison we are essentially dominated by photometric errors
E [S/2008d828200C[25 3583 and intrinsic uncertainty in our colour—T relations. The comparison
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Table 3. Mean difference and standard deviation between the effective
temperatures derived from our calibrations, and those from the literature
used for validation (ours—literature). N is the number of stars available in
each colour index.

Colour Solar twins GBS InterferometryT

(ATesr) N (ATefr) N (ATer) N
(BP—RP)y —-3+17 8 34+£34 7 —-8+49 15
(G—BP)y —-30+16 8 —19+42 5 —10 £ 68 7
(G — RP)y 0+22 8 10+ 31 5 —-12+55 7
(BP — J) —-6+23 8 10+55 5 9+48 3
(BP — H)g 10+ 13 8 49 + 48 5 95 + 8 2
(BP —Ks)y —14+21 8 —16£32 6 —-30 £ 60 6
(RP — J) —13+£69 8 24+ 108 5 —42 £ 112 3
(RP — H)g —-24+36 8 25 +74 5 68 £ 14 2
(RP —Ks)p —28 37 8 —-52+40 6 -51+59 6
(G —J) —-2+36 8 -4 +£72 5 —16 49 3
(G — H) 54+£20 8 18+59 5 60 + 50 2
(G — Ky)o —27 +£26 8 —52+40 5 —-54 +74 5

Note.. TOnly interferometric Teg better than 1 per cent are used.

in Fig. 5 shows that the standard deviations for each colour index are
consistent with the values reported in Table 1, although the latter are
derived over a much larger range of stellar parameters. For solar-type
stars (BP — RP), (G — BP), and (G — RP), are the colours with the
highest precision, while the use of RP photometry with 2MASS is the
least informative, as it carries a typical uncertainty of order 100 K.
The standard error of the mean shows that individual colours can have
systematic offsets of a few tens of K at most: although calibrations
are built on to a set of input values, small local deviations are inherent
to polynomial functional forms (see e.g. Ramirez & Meléndez 2005).
When deriving T from colour relations, users should be mindful of
the trade-off between choosing the colour index(es) with the highest
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precision versus using as many indices as possible to average down
systematic errors (often at the cost of precision). If one were to use
the mean T from all indices, the mean difference with respect to
the spectroscopic measurements in Fig. 5 would be 4 + 5 K with a
standard deviation o = 48 K.

For the GBS we use T, log(g), and [Fe/H] from the latest
version of the catalogue (Jofré et al. 2018). The number of stars
with good photometry varies depending on the filter used, with
many of the GBS often having unreliable or saturated Gaia and/or
2MASS magnitudes. All GBS in our sample are closer than ~130 pc,
justifying the adoption of zero reddening. Again, we find overall
excellent agreement between the 7. we predict from colours, and
those given in the GBS catalogue.

Finally, we assemble a list of interferometric measurements from
the recent literature: Bigot et al. (2011), Boyajian et al. (2012a,b),
Huber et al. (2012), Maestro et al. (2013), White et al. (2013,
2018), Gallenne et al. (2018), Baines et al. (2018), Rains et al.
(2020), and Karovicova et al. (2020). For all these stars, we adopt
reddening, log (g), and [Fe/H] reported in the above papers. This list
encompasses over 200 targets, although most of them are very bright,
hence with unreliable Gaia and/or 2MASS magnitudes, reducing the
sample usable for our comparison to at most 33 targets, depending
on the colour index. For M dwarfs we only retain stars with (BP
— RP)y < 2 since this is roughly the reddest colour of dwarfs in
GALAH DR3. Note that giant stars go to redder colours (up to 2.5,
cf. Fig. 3), although interferometric 7.s of giants are available only
for warmer temperatures. For the comparison in Table 3 we further
require interferometric Tg to be better than 1 per cent, which is
the target accuracy at which we aim in testing. Allowing for larger
uncertainties results in an increase of scatter in the comparison, with a
trend whereby interferometric 7.5 are systematically cooler for those
stars with the largest uncertainties. This is indicative that systematic
errors tend to overresolve angular diameters, hence underpredict

400F 5 _rp), (A=-B+3 0=26) K b (G-BP), (A=-35+3 0=25) K [ (G-RP), (A=-4+4 0=33) K
< 200fF 1F 1F 3
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Figure 5. Comparison between the effective temperatures obtained from our calibrations and those derived by Nissen (2015) and Spina et al.
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(2018) from

differential spectroscopic analysis of solar twins (x-axes). All targets are closer than 100 pc and unaffected by reddening. In each panel we report the colour
index used, the mean difference A(ours — spectroscopy) =+ standard error of the mean, and standard deviation (o). Median and mean differences agree to within

a few K.
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Figure 7. Comparison between 7.t derived using our relations and those of Mucciarelli & Bellazzini (2020, MB20) in the sense (ours—MB20). The relations
of MB20 do not account for log (g), but are provided separately for dwarf (orange) and giant (pink) stars. Here, we use the separation (dwarfs versus giants)
defined by the dashed line of Fig. 4 and apply the relations within their colour range. The same input [Fe/H] and dereddened photometry are used for both us
and MB20. The filled circles are stars for which Teg from our relations are within 10 K of the IRFM, to ensure differences are not stemming from the functional
form of our polynomials. The dotted lines are the squared root of the squared sum of the typical uncertainty quoted for each colour—7g relation.

effective temperatures (see discussion in Casagrande et al. 2014).
Also, interferometric targets with the largest 7.y uncertainties are
often affected by relatively high values of reddening, which adds to
the error budget.

Overall, it is clear from Table 3 that our relations are able to predict
Ter values in very good agreement with those reported in the literature
for various benchmark samples. Depending on the colour index,
mean differences are typically of order few tens of K. Occasional
larger differences are still within the scatter of the relations, or are
likely the result of small number statistics. When we restrict our
analysis to the (BP — RP), colour index, which has the largest
number of stars available for comparison, the mean agreement is
always within a few K regardless of the sample used (Fig. 6).

Finally, we compare our relations against those of Mucciarelli
& Bellazzini (2020), which are the only ones also available for
dwarf and giant stars in the Gaia DR2 system. The colour—T.s
relations of Mucciarelli & Bellazzini (2020) are built using several
hundred stars with T.¢ derived from the IRFM work of Gonzalez
Hernandez & Bonifacio (2009). For dwarf stars, the 7o scale of
Gonzélez Herndndez & Bonifacio (2009) agrees well with that of
Casagrande et al. (2010, which underpins our study), with a nearly

MNRAS 507, 26842696 (2021)

constant offset of 30—40 K (our scale being hotter) due to the different
photometric absolute calibrations adopted. The same offset is thus
expected for Mucciarelli & Bellazzini (2020). This is explored in
Fig. 7, which shows the difference between the effective temperatures
obtained using our relations against those of Mucciarelli & Bellazzini
(2020) for colour indices in common. The first thing to notice is that
the difference is not a constant offset, but varies as a function of
Ter, evolutionary status (dwarfs or giants), and colour index. To
ensure this trend does not stem from the functional form of our
polynomials, we have highlighted with filled circles stars for which
our colour relations reproduce input 7. from our IRFM to within
10 K. If one were to take the mean offset, it would typically be
around few tens of K, with a maximum of order 50 K for (G —
RP)y and (G — BP)y, our scale being hotter. Overall, for most
stars and colour indices, e from our relations agree with those
from Mucciarelli & Bellazzini (2020) to within ~100 K, which is
the uncertainty expected when combining the precision (standard
deviation) reported for both calibrations. Indices with short colour
baseline such as (G — RP), or (G — BP), display stronger systematic
trends, in particular giants in (G — BP),. Larger deviations are also
seen around and above 7000 K for dwarf stars, likely due to the
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paucity of hot stars available to Mucciarelli & Bellazzini (2020) to
constrain well their calibration at high temperatures. Part of the trends
might also arise from the fact than many of the calibrating giants in
Mucciarelli & Bellazzini (2020) have G < 6, a regime where Gaia
DR2 photometry is affected by uncalibrated systematics. For our
relations, we have also corrected the standardization of Gaia DR2 G
magnitudes following Maiz Apelldniz & Weiler (2018). Mucciarelli,
Bellazzini & Massari (2021) provide updated relations using Gaia
EDR3 photometry. As discussed in Appendix A, there are only minor
differences between Figs 7 and A3 for (BP — RP), (BP — K})y, and
(RP — Kj)o. This is not surprising, given the overall agreement of
the colour—T ¢ relations for Gaia DR2 and EDR3. However, indices
involving G magnitudes display reduced trends, which in part might
arise from the better standardization of G-band photometry in EDR3.

From a user point of view, it is important to have realistic estimates
of the precision at which T, can be estimated from our relations. In
Table 1, we report two values for the standard deviation of our colour—
Tt relations. The first value is the precision of the fits. The second
value provides a more realistic assessment of the uncertainties en-
countered when applying our relations, and is obtained by randomly
perturbing the input [Fe/H] and log (g) with a Gaussian distribution
of width 0.2 and 0.5 dex, respectively. The effect of a systematic
shift of the GALAH log (g) and [Fe/H] scale by 0.2 and £0.1 dex,
respectively, is typically also of a few tens of K at most. It should
be kept in mind that uncertainties in the input stellar parameters will
propagate differently with different colours, the effect being strongest
for the coolest stars. Users of our calibrations are encouraged to
assess their uncertainties on a case-by-case basis, by propagating
the errors in their input parameters through equation (1). Further, an
extra uncertainty of 20 K should still be added to account for the zero-
point uncertainty of our T scale (from Casagrande et al. 2010, see
discussion in Section 2). We provide the code colte? to derive Ty
from our colour relations, taking into account the applicability ranges
of Table 2, and with the option to derive realistic uncertainties through
a MonteCarlo for each colour index. Other notable options include
the choice of different extinction laws, and Gaia DR2 or EDR3
photometry.

Although our calibrations take into account the effect of surface
gravity, there might be instances where the input log (g) is not known,
besides a rough ‘dwarf” versus ‘giant’ classification. To assess this
impact, we classify stars as dwarfs (giants) if their gravities are higher
(lower) than the dashed line of Fig. 4(a). We then adopt a constant
log (g) = 4 for dwarfs and log (g) = 2 for giants. The effect of such
an assumption on the derived T is typically small, as can be seen
in Fig. 8. The largest differences occur for stars in the upper giant
branch, where assuming a constant log (g) = 2 becomes inappropriate
for log (g) < 1-1.5. This effect can be quite strong for certain colour
indices. In this case, one might use the fact that there is a strong
correlation between the intrinsic colour and the surface gravity of
stars along the RGB for a better assignment of log (g).

5 CONCLUSIONS

In this paper, we have implemented the Gaia DR2 and EDR3
photometric system in the IRFM and applied to over 360 000 stars
with good spectroscopic and photometric flags to derive T for stars
across different evolutionary phases. In the literature, colour—T7s
relations for late type-stars are typically given separately for dwarfs
and giants. The advent of Gaia parallaxes allows us to use robust

3https://github.com/casaluca/colte
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Figure8. T residual for the (BP — RP) calibration when stars are assigned
a fixed log (g) = 2 or 4 based on their classification as giants or dwarfs as
per Fig. 4. Plots for the other colour indices are available as supplementary
online material.

surface gravities together with [Fe/H] from the GALAH DR3 survey
to provide colour—T, relations that take into account the effect of
these two parameters. Our calibrations are built and tested using the
largest high-resolution stellar spectroscopic survey to date and cover
a wide range of stellar colours and parameters: 0 < log (g) < 4.8 and
—3 < [Fe/H] < 0.6. When using our relations, users should refer to
Figs 3 and 4 to have a sense for the parameter space covered, and for
the performances of different colour indices. Users should always
be mindful of the trade-off between choosing the colour index(es)
with the highest precision versus using as many indices as possible
to average down systematic errors, often at the cost of precision.
(BP — K)o and (G — Kj), are the indices which are best calibrated
against T, across the parameter space, whereas indices leveraging
on RP are the least performing ones. In particular, (RP — J), has a
very short colour baseline and the largest scatter, and other colour
indices should be used instead, if possible. Moving to indices built
only with Gaia filters, (BP — RP) is the best choice, although (G —
BP), and (G — RP), are also informative. For solar twins, all three
indices return T,¢ with remarkably small scatter with respect to the
highly precise ones derived from differential spectroscopic analyses.
Robust solar colours have also been derived (Appendix C). For
most colour indices, our calibrations have a typical 1o uncertainty
of 40-80 K for the colour intervals of Table 2, which cover the
region between 4000 and 8000 K. For 4000 K < Ter < 6700K our
calibrations are also validated against solar twins, Gaia Benchmark
Stars and interferometry.

ACKNOWLEDGEMENTS

We thank the referee for their valuable comments and suggestions.
LC is the recipient of an ARC Future Fellowship (project number
FT160100402). ADR acknowledges support from the Australian
Government Research Training Program, and the Research School of
Astronomy & Astrophysics top up scholarship. SLM acknowledges
support from the UNSW Scientia Fellowship program. SLM, JS,
and DZ acknowledge support from the Australian Research Council
through Discovery Project grant DP180101791. YST is grateful to
be supported by the NASA Hubble Fellowship grant HST-HF2-
51425.001 awarded by the Space Telescope Science Institute. JK and

MNRAS 507, 26842696 (2021)

1 Z0Z JoqUIBAON 8| UO Jasn pue|susany) uiayinog Jo Ausisaiun Aq |98/ v£9/4892/2/20S/210e/seiuw/woo dnoolwepese//:sdiy woll pepeojumod


https://github.com/casaluca/colte

2692 L. Casagrande et al.

TZ acknowledge funding from the Slovenian Research Agency (grant
P1-0188). Parts of this research were conducted by the Australian
Research Council Centre of Excellence for All Sky Astrophysics in
3 Dimensions (ASTRO 3D), through project number CE170100013.
This work has made use of data from the European Space Agency
(ESA) mission Gaia (https://www.cosmos.esa.int/gaia), processed
by the Gaia Data Processing and Analysis Consortium (DPAC, https:
/Iwww.cosmos.esa.int/web/gaia/dpac/consortium). Funding for the
DPAC has been provided by national institutions, in particular the
institutions participating in the Gaia Multilateral Agreement.

DATA AVAILABILITY

The data underlying this article were accessed from the GALAH
survey DR3 which can be queried using TAP at https://datacentra
l.org.au/vo/tap. The derived data generated in this research will be
shared on reasonable request to the corresponding author.

REFERENCES

Alonso A., Arribas S., Martinez-Roger C., 1996a, A&AS, 117, 227

Alonso A., Arribas S., Martinez-Roger C., 1996b, A&A, 313, 873

Alonso A., Arribas S., Martinez-Roger C., 1999, A&AS, 140, 261

Asplund M., Garcia Pérez A. E., 2001, A&A, 372, 601

Baines E. K., Armstrong J. T., Schmitt H. R., Zavala R. T., Benson J. A.,
Hutter D. J., Tycner C., van Belle G. T., 2018, AJ, 155, 30

Bigot L. etal., 2011, A&A, 534, L3

Blackwell D. E., Shallis M. J., 1977, MNRAS, 180, 177

Blackwell D. E., Shallis M. J., Selby M. J., 1979, MNRAS, 188, 847

Blackwell D. E., Petford A. D., Shallis M. J., 1980, A&A, 82, 249

Blackwell D. E., Lynas-Gray A. E., Petford A. D., 1991, A&A, 245, 567

Bocek Topcu G. et al., 2020, MNRAS, 491, 544

Boyajian T. S. et al., 2012a, ApJ, 746, 101

Boyajian T. S. et al., 2012b, ApJ, 757, 112

Buder S. et al., 2021, MNRAS, 506, 150

Cardelli J. A., Clayton G. C., Mathis J. S., 1989, ApJ, 345, 245

Casagrande L., 2009, Mem. Soc. Astron. Italiana, 80, 727

Casagrande L., VandenBerg D. A., 2014, MNRAS, 444, 392

Casagrande L., VandenBerg D. A., 2018, MNRAS, 479, L102

Casagrande L., Portinari L., Flynn C., 2006, MNRAS, 373, 13

Casagrande L., Ramirez 1., Meléndez J., Bessell M., Asplund M., 2010, A&A,
512, A54

Casagrande L., Ramirez 1., Meléndez J., Asplund M., 2012, ApJ, 761, 16

Casagrande L. et al., 2014, MNRAS, 439, 2060

Casagrande L., Wolf C., Mackey A. D., Nordland er T., Yong D., Bessell M.,
2019, MNRAS, 482, 2770

Castelli F., Kurucz R. L., 2003, in Piskunov N., Weiss W. W., Gray D. F.,
eds, Proc. IAU Symp. 210, Modelling of Stellar Atmospheres. Kluwer,
Dordrecht, p. A20

Choi J., Dotter A., Conroy C., Ting Y. S., 2018, ApJ, 860, 131

Code A. D., Bless R. C., Davis J., Brown R. H., 1976, ApJ, 203, 417

Evans D. W. et al., 2018, A&A, 616, A4

Fitzpatrick E. L., 1999, PASP, 111, 63

Gaia Collaboration, 2021, A&A, 649, A8

Gallenne A. et al., 2018, A&A, 616, A68

Gonzdlez Hernandez J. 1., Bonifacio P., 2009, A&A, 497, 497

Green G. M., Schlafly E., Zucker C., Speagle J. S., Finkbeiner D., 2019, ApJ,
887,93

Gustafsson B., Edvardsson B., Eriksson K., Jgrgensen U. G., Nordlund A.,
Plez B., 2008, A&A, 486, 951

Huber D. et al., 2012, ApJ, 760, 32

Jofré P., Heiter U., Tucci Maia M., Soubiran C., Worley C. C., Hawkins K.,
Blanco-Cuaresma S., Rodrigo C., 2018, Res. Notes Am. Astron. Soc., 2,
152

Karovicova I., White T. R., Nordlander T., Casagrand e L., Ireland M., Huber
D., Jofré P., 2020, A&A, 640, A25

MNRAS 507, 26842696 (2021)

Lachaume R., Rabus M., Jorddn A., Brahm R., Boyajian T., von Braun K.,
Berger J. P, 2019, MNRAS, 484, 2656

Maestro V. et al., 2013, MNRAS, 434, 1321

Maiz Apellaniz J., Weiler M., 2018, A&A, 619, A180

Meftah M. et al., 2018, A&A, 611, Al

Meléndez J., Dodds-Eden K., Robles J. A., 2006, ApJ, 641, L133

Meléndez J., Asplund M., Gustafsson B., Yong D., 2009, ApJ, 704, L66

Mucciarelli A., Bellazzini M., 2020, Res. Notes Am. Astron. Soc., 4, 52

Mucciarelli A., Bellazzini M., Massari D., 2021, preprint (arXiv:2106.03882)

Nissen P. E., 2015, A&A, 579, A52

Nissen P. E., Gustafsson B., 2018, A&AR, 26, 6

O’Donnell J. E., 1994, AplJ, 422, 158

Prsa A. et al., 2016, AJ, 152, 41

Rains A. D., Ireland M. J., White T. R., Casagrande L., Karovicova I., 2020,
MNRAS, 493, 2377

Ramirez 1., Meléndez J., 2005, ApJ, 626, 465

Rieke G. H. et al., 2008, AJ, 135, 2245

Riello M. et al., 2018, A&A, 616, A3

Riello M. et al., 2021, A&A, 649, A3

Schlafly E. F., Finkbeiner D. P., 2011, ApJ, 737, 103

Schlegel D. J., Finkbeiner D. P., Davis M., 1998, ApJ, 500, 525

Sharma S. et al., 2018, MNRAS, 473, 2004

Sharma S. et al., 2019, MNRAS, 490, 5335

Spina L. et al., 2018, MNRAS, 474, 2580

Thuillier G., Floyd L., Woods T. N., Cebula R., Hilsenrath E., Hersé M., Labs
D., 2004, Adv. Space Res., 34, 256

White T. R. et al., 2013, MNRAS, 433, 1262

White T. R. et al., 2018, MNRAS, 477, 4403

Wittenmyer R. A. et al., 2018, AJ, 155, 84

SUPPORTING INFORMATION
Supplementary data are available at MNRAS online.

Figure 3. Left-hand panel: log-density plot of the colour—7 . relation
obtained using all 360 000 GALAH DR3 stars with good photometric
and spectroscopic flags as described in the text.

Figure 8. T, residual for the (BP — RP), calibration when stars are
assigned a fixed log (g) = 2 or 4 based on their classification as giants
or dwarfs as per Fig. 4.
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corresponding author for the article.

APPENDIX A: COLOUR-Tgrr RELATIONS
USING GAIA EDR3 PHOTOMETRY

The IRFM and colour—T. relations described in the paper are based
on Gaia DR2 photometry. Here, we discuss the implementation
of Gaia EDR3 photometry into the IRFM and provide colour—7s
relations for this system.

Gaia EDR3 photometry defines an independent photometric sys-
tem from Gaia DR2, with significant improvements in the processing
of the data and photometric calibration (see Riello et al. 2021,
for an in-depth discussion). These improvements affect not only
the published EDR3 magnitudes (and fluxes), but also the filter
transmission curves and zero-points defining the system. Here, we
implement EDR3 passbands and zero-points, along with EDR3 BP
and RP photometry into the IRFM. As described in Section 2, 2MASS
JHK; are used in the infrared. Also in this instance we do not use
the redundant information from EDR3 G magnitudes in the IRFM,
although we do provide calibrations involving this band. BP, RP, and
G magnitudes for bright sources have been corrected for saturation
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Figure Al. Log-density plot of the difference in effective temperatures derived by the IRFM when implementing Gaia EDR3 photometry instead of DR2 in
the optical (EDR3 minus DR2). Approximately 355 000 stars with good GALAH spectroscopic, and photometric flags in both EDR3 and DR2 are shown here.
For 96 per cent of the stars the difference is always within =10 K.
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Figure A2. Top panels: log-density plots of the effective temperature difference between the Gaia EDR3 and DR2 calibration when photometry from the
corresponding release is used. Bottom panels: effective temperature difference between using both EDR3 and DR2 photometry into the EDR3 calibration. The
offset in (G — RP) largely originates from the correction applied to DR2 G magnitudes (see discussion in the text). In all instances, calibrations have been
applied within the validity ranges of Table 2.
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Figure A3. Same as Fig. 7, but comparing our Gaia EDR3 relations against those of Mucciarelli et al. (2021).
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effects following Riello et al. (2021). G magnitude correction for
bright blue sources is not applied since none of our target is bluer
than BP — RP ~ 0, but we correct G magnitudes for sources with
two- or six-parameter astrometric solutions.*

As in Section 2, we derive T for all stars in Casagrande et al.
(2010) with a counterpart in EDR3 (now 410 targets), obtaining a
mean and median AT = 17 & 2 K (6 = 41 K). The mean T
difference of implementing Gaia EDR3 instead of DR2 photometry
is a mere 5 K with a slight trend as a function of 7. The latter is
more clearly visible when comparing effective temperatures obtained
from the IRFM for the entire GALAH sample (Fig. A1). For 96 (99)
per cent of stars the difference is always within 10 K (+20 K),
well within the zero-point uncertainty of our scale, and no noticeable
trends with surface gravity and metallicity. Above 7500 K however
there is the tendency for EDR3 to return effective temperatures which
are systematically cooler by some tens of K.

Table Al provides colour—T.s coefficients derived in a similar
fashion to Table 1, but using instead EDR3 photometry. We select
good photometry by requesting phot_proc_mode=0 and BP and
RP corrected excess factor’ —0.08 < C* < 0.2 (Riello et al. 2021).
This last requirement is similar to 0.001 4+ 0.039(BP — RP) <
log,o(phot_bp_rp_excess_factor) < 0.1240.039(BP — RP)
used by Gaia Collaboration (2021) to select good photometry. Note
that extinction coefficients for Gaia EDR3 filters are also updated
from Fig. 1, and provided in Table B1.

It is important to note that although the calibration for Gaia DR2
and EDR3 are overall similar, photometry from one system should
never be used with the calibration of the other. The danger of doing
this is shown for a few selected colour combinations in Fig. A2. On
the top panels, when photometry from a data release is used with its
colour—T relation, the agreement between effective temperatures
is consistent with that expected from Fig. Al (as calibrations in
different indices have their own intrinsic scatter). However, if — say
— photometry from DR2 is used on to the calibration for EDR3
(equivalent of plotting the difference of the relations at same colour),
systematic offsets will appear. This is particularly relevant for indices
involving G magnitudes, which for Gaia DR2 have been corrected
following Maiz Apelldniz & Weiler (2018). Although this correction
is magnitude dependent, over the range of our stars it amounts to few
hundredths of a magnitude. This difference does not significantly
impact T in colours with long baseline, see e.g. (G — Kj)o in the
bottom mid-panel of Fig. A2. However, for indices such as (G —
BP)y or (G — RP)y, eftective temperatures can be off by as much as
100-200 K (bottom right panel of Fig. A2).

Although G magnitudes for sources with two- or six-parameter
astrometric solutions still need minor corrections in EDR3, zero-
point shifts to improve standardization are not necessary anymore (cf.
Casagrande & VandenBerg 2018; Maiz Apellaniz & Weiler 2018, for
Gaia DR2). Similarly, many of the bright objects used by Mucciarelli
et al. (2021) to define their relations have much improved G-band
photometry in EDR3. This likely explains the reduced trends when
comparing our EDR3 calibrations against those of Mucciarelli et al.
(2021) for indices involving G band (see Fig. A3 and discussion in
Section 4).

“https://github.com/agabrown/gaiaedr3-6p- gband-correction
Shttps://github.com/agabrown/gaiaedr3-flux-excess-correction
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Table Al1. Coefficients of the T calibration of equation (1) suitable for Gaia EDR3 photometry.

o (Terr) (K)

ais

40.7376
—100.3419

as

arl

ao
4.5138
—49.0748
—35.8856

as az ay as aeg ar as ag
—45.9166
—45.5554
—27.2653

ai

ap

Colour

55-64
76-88

—14.7442

126.6981

—203.7774
6.8032
—16.5715
—137.4645
—142.9127
—160.3595
54.6816

—4.9825
1849.0223

106.8511
3509.2200
—120.2658

—324.2196
2084.4883

285.8393
415.3961
248.1828
251.5862
231.8680
209.9927

669.3810
—308.7685

—130.4388
—2880.3823

1264.9366

—4138.3457
5810.6636
—5796.4277

7981

(BP — RP),
(G — BP),
(G — RP),

(BP —J)

7346
8027

53-61

48.5619

225.9584
—11.2705

—323.9569
—240.7094
—170.8788
—161.4505
—88.8397
—30.1373
—76.7984
—303.1783
—206.8658
—342.0817

1747.7036
—25.3120
—24.4624
—23.1719

44-49
32-40
24-33

21.5739

17.6593

16.5137
—32.9499
—22.3020
—16.4448

—8.7175
—4.1694
—6.5232

753191

86.0579

—2508.6436  442.6771

—2146.1221
—2124.5574

8172
8159
8266
9047

55.2465
67.9016

—6.8455
—6.3337

529164

368.1630
355.5051

(BP — H)

—15.3872

—4.8012
—3.9681

50.5904
80.2959

—85.7060

—15.8164
—8.6045

(BP — K)o

91-93
52-59
43-46
53-56
36-41

27-31

—7392.3789 2841.5464

—4702.5469
—4305.9927

—3003.2988
—2573.4998

—1815.3523

(RP — J)o

25.1870
35.4718

27.9228

55.5861
125.8628

1282.3384
1051.8759
499.1325
554.7657

8871

(RP — H)o

—125.8444
—124.5804
—120.1133

—18.2917
—10.5528

—26.7714

8911

(RP — K)o

16.8172
7.9258
10.0433

59.5183

244.5030
229.2455
252.9647

—4.8473
—54.0710
70.7201

8142
8134
8032

(G —J)
(G —H)
(G — K)o

41.9630
42.6723

68.6489
161.3031

—1.7309

Note.. Refer to Table 1 for a description of the columns. The same colour limits given in Table 2 apply here. Before using these relations, G, BP, and RP magnitudes for bright sources needs to be corrected for saturation. For sources with two-

or six-parameter astrometric solutions G magnitudes must also be corrected (Riello et al. 2021). See Table B1 for extinction coefficients suitable for Gaia EDR3 and 2MASS.
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APPENDIX B: THE DEPENDENCE OF
COLOUR-Tgrr RELATIONS ON THE ADOPTED
EXTINCTION LAW

The relations of Tables 1 and Al have been derived adopting
the Cardelli et al. (1989)/O’Donnell (1994) extinction law (here-
after COD) for consistency with our earlier work on the IRFM
(Casagrande et al. 2010). Here, we investigate the effect of using
a different extinction law, namely that of Fitzpatrick (1999), renor-
malized as per Schlafly & Finkbeiner (2011, hereafter referred to
as FSF). Changing law affects the amount of extinction inferred in
each photometric band for a given input E(B — V). In other words,
different extinction coefficients will be derived. This is due to the
fact that extinction laws have different normalizations and shapes.
Because of the normalization, extinction coefficients will be higher or
lower by a similar per cent. Because of the shape, certain photometric
bands will be affected more than others in relative terms. Changes
in normalization and shape of extinction laws can also be due to
variations in Ry (i.e. the ratio of total to selective extinction in V/
band, used to build a one-parameter family of curves). In this work,
however, we adopt the ‘standard’ Ry = 3.1 which applies to the
diffuse interstellar medium for most line of sights in the Galaxy.
Depending on the extinction law, different unreddened colours will
be obtained for the same input reddening, thus affecting photometric
effective temperatures. The extinction coefficients derived with FSF

Colour-T . relations in the Gaia system 2695

are roughly 15 to 25 per cent lower than with COD, implying that
T of stars affected by reddening will be cooler assuming the former
extinction law (Table B1). This is shown in the left-hand panel of
Fig. B1, which compares T derived using the COD or the FSF
law into the IRFM. For the highest reddening values in our sample
the difference in temperature can reach up to ~10 per cent, which
corresponds to several hundreds of K for hot stars. Fortunately, the
effect on the colour—T, relations is much smaller. For low reddening
values (central panel of Fig. B1), bluer or redder stellar colours map
into hotter or cooler effective temperature, roughly moving on the
same colour—T.; relation, regardless of the underlying extinction
law. Thus, even if our relations have been derived using the COD
law, a change of extinction coefficients suffices to derive eftective
temperatures under different extinction curves. This has been verified
by using the coefficients in Table B1 with the calibrations of Tables 1
and A1: within the precision allowed by our colour—T7 ¢ relations, we
are able to recover T, when the COD or FSD law is implemented
in the IRFM directly.

APPENDIX C: SOLAR COLOURS

By fixing the solar surface gravity, metallicity, and effective temper-
ature, equation (1) can be solved to derive the colours of the Sun.
Here, we adopt log (g)c = 4.44 and T, o = 5777 K, where the latter

Table B1. Colour-dependent extinction coefficients R, = bg + b1(BP — RP)y + ba(BP — RP)% +b3(BP — R P)g for Gaia and 2MASS photometry
assuming different laws. To estimate intrinsic colours needed for the fits, one can iterate starting with the assumption (BP — RP)y >~ (BP — RP) — E(B

—V.
COD extinction law FSF extinction law
Gaia DR2 Gaia EDR3 Gaia DR2 Gaia EDR3

b() b] bz b3 b() b[ bz b3 b() bl b2 b3 b(] b] b2 b3
R 3.068 —0.504  0.053 - 3.071  —0.511 0.058 - 2.608  —0.468 0.048 - 2.609  —0.475 0.053 -
Rgp 3.533  —0.114 —-0.219  0.070 3526 —0.168 —0.170  0.060 3.007 —0.099 —-0.212  0.069 2998  —0.140 —0.175 0.062
Rrp 2.078  —0.073 - - 2062  —-0.072 - - 1.702 —0.060 - - 1.689  —0.059 - -
Ry 0.899 - - - 0.899 - - - 0.719 - - - 0.719 - - -
Ry 0.567 - - - 0.567 - - - 0.455 - - - 0.455 - - -
Rk 0.366 - - - 0.366 - - - 0.306 - - - 0.306 - - -
Note.. See discussion in Appendix B for the definition of COD and FSF extinction laws.

E(B-V)<0.1 E(B-V)>0.4

TrrTTTY TreTTTTTY TreTTTTT TrerTTTTYY TrrrTTTTY T [TT]|RE_ rYTTTTTTYYYYY TrrTT
10°
9000F Z 10° 3
- lol _l
= 8000F 0.0 0.2 0.4 0.8 0.8 1.0 E
2 E(B-V)
~ =
g 7000 F E &I
E 2
@ 6000F 2 ie
& i
& /4

= 7 il

5000 F 5 3

o3
&/
7
4000 F A8 —
//
..... | FETTTTTETI PETETTTETI FYTTTTTTTI FRRTETRTT] FERTRTTTT] INPRRTITT:

T I T [Ty e T T T TrrrTT

4000 5000 6000 7000 8000 9000
T IRFM (K) (COD)

4000 5000 6000 7000 8000 9000
T IRFM (K)

4000 5000 6000 7000 8000 9000
Ty IRFM (K)

Figure B1. Left-hand panel: comparison between T obtained implementing the COD or the FSF extinction law in the IRFM. Stars are colour-coded by their
E(B — V) with the distribution shown in the inset. The continuous grey line is the one-to-one relation, whereas the dashed line marks a 10 per cent decrease
in Tegr. Central panel: colour—Tsr derived using the COD (pink) and the FSF (purple) extinction laws when reddening is below 0.1. Right-hand panel: same as

central panel, but when reddening is above 0.4.
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Gaia DRZ2 & 2MASS
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Figure C1. Difference between the colours of the Sun listed in Table C1 and those derived by averaging the colours of four absolutely calibrated solar reference
spectra (pink). Error bars are the squared root of the squared sum of the uncertainties reported in Table C1 and of the standard deviation of the colours derived
from our four reference spectra. Also shown is the difference between our colours and those inferred from solar twins (blue). Again, error bars are the squared
root of the squared sum of the uncertainties in the two data set. The dotted lines mark +0.02 mag to give a better sense of the typical agreement across different

colour indices.

Table C1. Solar colours.

Colour Gaia DR2 - Gaia EDR3 -
2MASS 2MASS

(BP — RP)g 0.823 £0.018 0.815 £ 0.018
(G — BP)y —0.354 £ 0.012 —0.322 £ 0.011
(G — RP)y 0.465 £ 0.009 0.489 £ 0.009
(BP — J) 1.372 + 0.025 1.350 + 0.025
(BP — H)y 1.683 + 0.025 1.660 + 0.024
(BP — K)o 1.731 +0.019 1.712 £ 0.018
(RP — J) 0.549 £ 0.021 0.538 £ 0.021

(RP — H)g 0.852 £ 0.020 0.843 £ 0.020
(RP — Kj)o 0.907 £ 0.018 0.895 £ 0.018
(G —J)n 1.016 + 0.022 1.030 + 0.022
(G — H)y 1.321 + 0.021 1.338 +0.021

(G — K)o 1.368 + 0.016 1.383 £ 0.016

Note.. For the Gaia DR2 system, the values provided here supersede those
in Casagrande & VandenBerg (2018). The solar absolute magnitude of the
averaged flux calibrated spectrais Mg pr2 = 4.675 & 0.006 and M Epr3 =
4.665 £ 0.006.

value is kept for consistency with our previous sets of solar colours
(Casagrande et al. 2010, 2012) We verified however that if we were
to adopt the effective temperature recommended by the IAU 2015
Resolution B3 (5772 K, Prsa et al. 2016) the derived colours would
change at most by 0.004 mag, which is considerably less than our
uncertainties (where a lower T o implies redder solar colours).

In Table C1, we report the colours derived from Tables 1 and A1 for
the Gaia DR2 and EDR3 system, respectively. The precision o (Tg)
quoted for our colour—T relations is used to perturb Tt o, and to
derive uncertainties for the colours of the Sun. The 20 K uncertainty
on the zero-point of our effective temperature scale is not included,

MNRAS 507, 26842696 (2021)

and it would typically imply a systematic shift to our colours of order
0.01 mag, depending on the index.

For comparison we also derive solar colours using four high-
fidelity, flux-calibrated spectra (from Rieke et al. 2008, the CAL-
SPEC solar reference spectrum sun_reference_stis_002, and the solar
irradiance spectra of Thuillier et al. 2004 and Meftah et al. 2018).
The zero-points and transmission curves used to compute colours
from these spectra are the same we have adopted in the IRFM for
the Gaia DR2, EDR3, and 2MASS system. The agreement between
the colours derived from these four spectra is usually very good, the
standard deviation being always below 0.008 mag for all indices,
except for those involving the H and K, band (where the standard
deviation increases to 0.02—0.04 mag).

Fig. C1 shows that our inferred solar colours are in overall excellent
agreement with those obtained from solar reference spectra and solar
twins. We use the same solar twins of Table 3, which have an average
spectroscopic T centred within couple of K from our adopted solar
value (depending whether the sample from DR2 — which comprises
eight stars —or EDR3 — 10 stars —is used). For the Gaia DR2 system,
colours map the effective temperature differences already discussed
for Table 3. It can be appreciated how well the colours of the Sun
from different data set agree, the difference being <0.02 mag for
virtually all bands. In the EDR3 system, the agreement is particularly
remarkable for the pure Gaia colours (BP — RP)y, (G — BP)y, and (G
— RP),, where our temperature scale, solar twins, and solar spectra
all agree to better than 0.006 mag. This is likely indicative of how
well EDR3 zero-points and transmission curves are characterized,
and how robustly solar colours can now be derived for the Gaia
system.

This paper has been typeset from a TEX/IXTEX file prepared by the author.
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