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Abstract 
 

Australia is one of the driest continents in the world, and over the past decades, severe 

drought has plagued most of the country.  Water security is an important national issue. 

The ultimate water supply, rainfall, however, is one of the most variable ones in the 

world and is complicated by the fact that it is affected by several remote ocean-

atmospheric teleconnection systems simultaneously, including the El Niño-Southern 

Oscillation, the Indian Ocean Dipole and Southern Hemisphere oceanic and atmospheric 

variability. These three systems sometimes conspire to produce a severe impact, whereas 

sometimes they offset each other to produce a mild influence.  The recent severe water 

shortage has generated a surge of investments with strong regional applications. The 

present study focuses on areas and issues outside the scope of these regional studies, 

aiming to provide an Australia-wide assessment of future Australian rainfall under 

climate change.  Firstly, we unravel a process of the Indo-Pacific oceanic teleconnection 

and examine its role in influencing variability of the Indian Ocean, and hence Australian 

rainfall variations. An examination of their contribution to the warming structure of the 

Indian Ocean is carried out.   Secondly, we explore dynamics of North West Australian 

rainfall variability and mechanisms of a rainfall increase over the past decades, and 

benchmark climate models in terms of their ability to reproduce the observed variability 

and trends, focusing on the role of increasing northern hemispheric aerosols in the rainfall 

increase. Thirdly, we provide a dynamical explanation to the common future of a fast 

Tasman Sea warming rate under climate change, and identify the impacts of such 

warming on Australian rainfall. Finally, we examine the relative importance of the three 

systems, in addition to Tasman Sea warming, in driving rainfall changes under 

greenhouse conditions. This project contributes to no less than six peer-reviewed journal 

publications.  
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Chapter 1: Introduction 

1.1 Australia’s major climate drivers: The Three-headed dog 

Australia is one of the driest continents in the world, and any factors that affect the 

frequency and intensity of rainfall (hence the water supply) must be explored. Australian 

climate variability is influenced by the El Niño-Southern Oscillation (ENSO) in the 

Pacific Ocean, the Indian Ocean Dipole (IOD) of the Indian Ocean (IO), and the Southern 

Annular Mode (SAM) of the Southern Hemisphere. The three systems can be identified 

from sea surface temperature (SST) and mean sea level pressure (MSLP). These three 

systems sometimes conspire to produce a severe impact, whereas sometimes they offset 

each other to produce a mild influence.  

 
1.1.1 ENSO  
 

The term El Niño (La Niña) refers to a periodic warming (cooling) in SST across the 

central and east-central equatorial Pacific Ocean (Figure 1.1, upper left). The phrase 

Southern Oscillation describes coherent variations of MSLP between Tahiti and Darwin 

(Philander, 1990). When MSLP is higher than normal in Darwin, MSLP pressure in 

Tahiti is lower than normal.  ENSO was coined in the early 1980s in recognition of an 

intimate linkage between El Niño events and the Southern Oscillation, which prior to the 

late 1960s had been viewed as two unrelated phenomena. The global ocean–atmosphere 

phenomenon to which this term applies is sometimes referred to as the “ENSO cycle.”  

 
ENSO is associated with droughts and floods in many parts of the globe (Philander, 1990; 

Kiladis and Diaz, 1989). Rainfall variations over the Australian continent, especially 

north-eastern Australia, have been found to be significantly influenced by ENSO events 

(Pittock, 1975; Nicholls and Woodcock, 1981; Smith, 2004). But some El Niño events 

have severe impacts while some produce a mild influence. Despite great advances in 

ENSO theories, the underlying causes for the varying impacts are not clear.   

 

1.1.2 The IOD 

Recent studies (Saji et al., 1999; Webster et al., 1999; Allan et al., 2001) have discovered 

an El Niño-like SST anomaly pattern in the IO – the so-called IOD.  It refers to the 

episodic occurrence of an anomalous zonal gradient in SST across the equatorial IO and 

related changes in the topography of the thermocline.  During a positive IOD event, SST 

drops in the southeastern part of the IO and off the northern coast of Australia. At the 

same time, SST rises in the western equatorial IO (Figure 1.1, upper right). This SST 

change leads to heavy rainfall over the east Africa and droughts over northwest and 

southeast of Australia. The relationship between IOD and ENSO has not been fully 

explored. Some El Niño events develop with an accompanying positive IOD event, 

whereas some with a negative IOD event.  
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Figure 1.1: Cerberus (three-headed dog) of the Australian Climate: one head is ENSO 

(higher temperature in the equatorial Pacific), the second head is the IOD (higher 

temperature in the west and lower in the east of the IO), and the third head is the SAM 

(oscillating MSLP between high and midlatitudes). The ENSO anomaly pattern is 

obtained by regressing SST anomalies using Globe Sea Ice and Sea Surface Temperature 

data (GISST, Rayner et al., 1996) on an ENSO index, Niño3.4, which is defined as SST 

anomaly averaged over 170
o
W-120

o
W, 5

o
S -5

o
N. The IOD anomaly pattern is obtained 

from an empirical orthogonal function (EOF) analysis on SST anomalies, and the SAM is 

defined as the EOF1 of MSLP anomaly from the National Center for Environmental 

Predictions (NCEP) reanalysis (Kalnay et al., 1996).   (Courtesy of Wenju Cai).  

 

 

There are two pathways for the inter-basin exchange within the Indo-Pacific system. One 

takes place through the Indonesian Throughflow Passage (tropical pathway),  and the 

other, via a flow of the East Australia Current (EAC) through the Tasman Sea,  which 

then veers northwestward feeding into the subtropical gyre of the southern IO and 

Atlantic (subtropical pathway).   These flows are intimately linked to variations of the 

Southern Ocean circulation. One of the major processes controlling the relationship 

between ENSO and IOD is the oceanic teleconnection through the Indonesian 

Throughflow, in particular, the way in which ENSO signals are transmitted to the IO.  
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1.1.3 The SAM 

Another driver of Australian rainfall variability, particularly over the southern part of 

Australia is the SAM, which is the dominant mode of variability of the Southern 

Hemisphere atmospheric circulation, operating on all time scales (Kidson, 1988; 

Thompson and Wallace, 2000).   It involves opposite variations of MSLP (and 

geopotential height) between middle and high latitudes (Figure 1.1, lower panel). Rainfall 

variability at middle latitudes associated with the SAM could interfere with the influence 

from the Indian-Pacific system and must also be investigated.  

The three systems are often referred as the “three-headed dog” (Cerberus, an ancient 

Greek myth) of the Australian climate (Figure 1.1). Given that climate change signals 

mainly project onto existing modes of variability, trends of the three modes of variability 

may contribute to the rainfall trend over Australia.   

 

 

Figure 1.2: Total rainfall trend over the period 1950-2002 (courtesy of BMRC).  

 

1.2 Long-term rainfall trends over Australia 

Rainfall trends using half century-long rainfall record of the Bureau of Meteorological 

Center (BMRC) is plotted in Fig. 1.2. A disturbing feature is that in many densely 
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populated regions rainfall decreases, particularly over eastern and southwest West 

Australia (SWWA). While part of the trends is simply due to multi-decadal scale 

variability, if these trends continue, it has important implications for water resource 

management across Australia.  

 

Significant efforts have been directed to understanding the cause of some of the trends. 

For example, the observed rainfall decreases along the east Australia coast may reflect an 

increased frequency of El-Niño events in the late 20th century, which could be related to 

an increase in greenhouse gases; indeed, coupled atmosphere-ocean general circulation 

models (GCMs) forced by increasing atmospheric CO2 have simulated an El-Niño-like 

warming pattern in the Pacific Ocean (e.g., Meehl and Washington, 1995; Cai and 

Whetton, 2000). This suggests the possibility that the observed rainfall decrease might be 

attributable to an El Niño-like warming pattern, and that future average rainfall might be 

lower over eastern Australia. To the west, rainfall over SWWA may be in part linked to a 

shift of the SAM towards its “positive” state, with decreased MSLP over Antarctica and 

increased MSLP over the SH midlatitudes (Cai et al., 2003a; Cai and Cowan, 2006). It 

may also be linked to multi-decadal variability of the SAM (Cai et al., 2005a), and to 

land-cover change (Pitman et al., 2004).  One such robust feature of the Southern 

Hemisphere (SH) response of coupled GCMs to an increase of greenhouse gases is a 

strengthening (weakening) of the circumpolar (midlatitude) westerlies. (Fyfe et al., 1999; 

Kushner et al., 2001; Cubasch et al., 2001; Cai et al., 2003a).  However, as with 

interannual rainfall variations, the relative importance of the contributions from the trends 

in the three systems is not clear.  

 

As shown in Fig. 1.2, there has been an overall positive trend in rainfall over North West 

Australia (NWA).  In an environment in which decadal-scale droughts have plagued most 

of the country, and the long-term rainfall over southern Australia is projected to decrease 

further, continued upward trends in NWA rainfall may provide a source of future water 

resources in NWA.  However, the dynamics governing the rainfall increase is not fully 

understood. There is evidence that the upward trend in the SAM index has caused 

considerable changes in ocean circulation (Cai et al., 2005b). Will this in turn, modulate 

the rainfall response?   

 

1.3 Foci of the present project 

Based on an extensive literature review, focus will be placed on three areas:  

1) Indo-Pacific transmission and impact on Australian rainfall. Variability in the IO 

affects Australian rainfall (Ashok et al., 2003), which is in turn influenced by 

ENSO through atmospheric teleconnection as proposed by Annamalai et al. 

(2005), who argued that IOD events since 1980s are stronger due to the stronger 

atmospheric teleconnection.   A less understood process is the transmission of 
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ENSO signals into the IO via oceanic teleconnection.  We will focus on the 

decadal-scale variability of the process and the impacts on Australian rainfall.    

   

2) Dynamics of the NWA rainfall trends. This is an area in which our knowledge is 

virtually void, but the robustness of the water abundance is very important 

because it could provide a resource to alleviate Australia’s water shortage.    

 

3) The future of Australian rainfall, in terms of the response of climate drivers and 

their teleconnection with Australian rainfall to climate change forcing. This will 

take into account that the net rainfall change in the future will be a consequence of 

both super-imposing effects and offsetting influences by the three climate engines. 

 

In the following sections, current status of the research in each of the areas is described; 

the knowledge gaps in which contribution can be made are identified.  

 

1.3.1 Indo-Pacific transmission and impact on Australian rainfall  

 

This area concerns the tropical pathway of the Indo-Pacific exchange. Statistical analyses 

of historical SST records (e.g., Pan and Oort, 1983, 1990; Kiladis and Diaz, 1989; 

Hastenrath et al., 1993; Kawamura, 1994; Tourre and White, 1995; Lanzante, 1996; 

Nicholson, 1997; Harrison and Larkin, 1998; Klein et al., 1999; Enfield and Mestas-

Nun˜ez, 1999; Larkin and Harrison, 2001) have indicated that the surface conditions of 

the IO are related to ENSO events. Some of these studies reported that the strongest SST 

anomalies in IO typically appear several months after the mature phase of the ENSO 

signal in the central equatorial Pacific. But there are few studies dealing with ways in 

which ENSO signals are transmitted from the Pacific into the IO.  The location where the 

Pacific Ocean signals end up, however, affects variability in the IO, which in turn 

influences rainfall variability over south-eastern Australia. The objective is to address this 

issue by utilizing available oceanic reanalysis data and reconstructed sea level data, 

which is a surrogate for oceanic heat content, recently made available. 

 

1.3.1.1 Current knowledge 

 

While rainfall in north-eastern Australia (e.g. Queensland) is found to be mainly affected 

by SST anomalies of the equatorial eastern Pacific Ocean region, there is no doubt that 

variability of the eastern IO (EIO) SST has a great impact on the rainfall over Australia’s 

southeastern states (Smith, 1993; Smith et al, 2000; Ansell et al, 2000). This is illustrated 

in Figure 1.3, which compares the relationship of rainfall over the important region of 

Murray Darling Basin (MDB) with EIO SST anomalies and with ENSO ( Niño 3.4 index).  

The left panel of the figure is a scatter plot of rainfall anomalies over the MDB region 

and SST anomalies of the EIO, with the regression line superimposed. The rainfall 

anomalies are obtained from data provided by BMRC, while SST anomalies data is from 

GISST.  The slope is an indication of the strength of their relationship. The right panel of 

Figure 2 describes a similar relationship between MDB rainfall and ENSO.   
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SST anomalies in the EIO are dominated by IOD events in the IO. This discovery has 

raised a number of new questions about its generation and possible interactions with other 

climate phenomena such as ENSO. An IOD (Saji et al., 1999; Webster et al., 1999) 

episode usually begins with anomalous cooling in the tropical EIO during May–June, 

when enhanced surface easterlies generate an anomalously shallow thermocline, 

enhanced latent heat flux, and upwelling off the Sumatra–Java coast. The cold anomaly 

usually peaks in September–October, by which time the western IO has warmed as a 

result of increased insolation, reduced evaporation, and deepened thermocline. The 

demise of an IOD often occurs soon after the Australian summer monsoon commences in 

December, when the mean winds become westerly in the equatorial EIO. The induced 

easterly anomalies then act to reduce the wind speed. Reduced latent heat flux alone with 

increased surface shortwave radiation acts to warm the EIO, yielding basin-scale warm 

anomalies. This seasonality in the evolution of the IOD is often referred to as the seasonal 

phase-locking feature. Development of an IOD, typically, but not always, accompanies 

development of an El Niño in the Pacific Ocean.  

 

 

  
Figure 1.3: Relationship between winter rainfall anomalies over MDB region and winter 

EIO SST anomalies (averaged over an area bounded by 5
o
S-10

o
S and 100

o
E-110

o
E), and 

between winter rainfall anomalies over MDB region and winter Niño3.4 index. The 

figure shows that for MDB region, the winter rainfall is influenced more by SST in the 

EIO.  

 

 
The Indo-Pacific linkage in terms of tropical oceanic teleconnection is via the Indonesian 

Throughflow (Meyers, 1996; Potemra, 2001), which is a system of surface currents 

flowing from the Pacific to the IO through the Indonesian seas. It is the only flow 

Eastern Indian Ocean 
SST 

 Niño3.4 
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between the ocean basins at low latitudes and, consequently, plays an important role in 

the meridional transport of heat in the climate system, all the more so since this transport 

originates from the warm-pool of the Pacific Ocean and enters into the colder waters of 

the South Equatorial Current of the IO.  

 

The variability of Indonesian Throughflow and its linkage with ENSO has long been a 

subject of great interest.  Wyrki (1987) compared the sea level measured at Davao 

(Philippines) and Darwin (Australia). He noticed that while there are variations of sea 

level at both ends of the throughflow, the difference between these levels remains almost 

constant. According to Barnett (1983), the convergence of surface winds over Indonesia 

is subject to strong interannual variations in its intensity and location because of the 

coupling of the trade winds over the Pacific with monsoons over the IO. A strong 

convergence of the wind field is associated with a high state of the Southern Oscillation 

Index, i.e. a La Niña phase, sea level rises both in the EIO and in the western Pacific 

Ocean. During a low state of Southern Oscillation Index, i.e., an El Niño, winds are 

divergent over Indonesia, and sea level drops on both sides of the Indonesian archipelago. 

These characteristics of the wind field imply that the difference of sea level between the 

western Pacific and the EIO is only weakly affected by the principal wind patterns 

associated with ENSO. Wyrtki attributes the slow interannual variations of the sea level 

difference between Davao and Darwin to fluctuations in the wind field which are not 

associated with the Southern Oscillation, or may be due to uncertainties in the sea level 

records themselves.  

 

However, Clarke and Liu (1994) suggest that the volume transport of throughflow is 

expected to vary during ENSO, with a larger than normal transport during La Niña, when 

strong easterlies along the equatorial Pacific Ocean build up high sea level in the western 

Pacific. In theory, the Pacific Ocean signal is regarded to be transmitted to the north-

western coast of Australia and influences the throughflow by geostrophy by the 

difference in sea level between the Indian and Pacific Ocean. Clark and Liu argue that 

Wyrtki (1987) did not use a sea level difference that is representative of the relevant 

pressure gradient due to the choice of Darwin to representing the IO. Darwin is, in fact, 

representative of the Pacific Ocean during ENSO cycle. The difference between Davao 

and the southern coast of Java is a more appropriate gradient to measure the Pacific to IO 

pressure gradient. Meyers (1996) studied the observed data from the expendable 

bathythermograph (XBT) line between Fremantle and Sumatra. He concluded that the 

ENSO signal that appears on the northwestern coast of Australia is forced by winds in the 

equatorial Pacific.  He also proposed that thermocline variations along the Java coast are 

driven by zonal wind: easterly wind anomalies over the equatorial IO are associated with 

shallow thermocline and colder waters.  

 

Recently, Cai et al. (2005c) found that the north Pacific (NP) Ocean is involved in the 

transmission of ENSO signals to the IO. The Pacific signals arrive at the central Western 

Australia (WA) coast. They showed that the signal propagates through an off-equatorial 

NP ray-path, whereby the anomaly, after an initial development near Hawaii, propagates 
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westward as a Rossby wave. Upon impinging on the western boundary, it moves 

equatorward along the Kelvin-Munk ray-path proposed by Godfrey (1975), and reflects 

as an equatorial Kelvin wave. As the reflected Kelvin wave propagates eastward, it 

impinges on the Australasian continent and moves poleward along the WA coast as a 

coastally-trapped wave, radiating Rossby waves into the south IO (Wijffels and Meyers, 

2004). Along the above path, the NP anomaly reaches the central WA coast some 9 

months later. On-route to the WA coast the anomaly is reinforced by evolving winds 

associated with ENSO.  

 

Coupled climate models have largely been unable to simulate the transmission process of 

ENSO signals from the Pacific into the IO (Cai et al., 2005d). The underlying cause is not 

clear yet. The likelihood that the process is non-stationary needs to be investigated.  

 

1.3.1.2 Scope 

 

While much of the focus of recent research has been on the ENSO linkage to the IO on 

interannual time scales, analysis so far has largely been limited to the period since 1980 

due to limitations of available data,. Multidecadal variability of the linkage has not been 

explored. Since the mid-1970s, climate has been known to shift to a state considerably 

different from that prior to mid-1970s (IPCC, 2007; Hartmann, 1994; Hurrell and 

Trenberth, 1996). Our hypothesis is that associated with this climate shift, the statistical 

relationship between variability in the Indian and the Pacific Ocean may undergo a 

significant change. Understanding the physical processes responsible for these changes is 

crucial for realistic simulations of the Indo-Pacific dynamics in coupled climate models, 

for assessing their climate impacts, and for detection of climate change signals.  Recent 

reconstructed oceanic analysis will enable such a study to proceed.    

 

1.3.2 Dynamics of NWA rainfall variability and change 

 

Figure 1.2 shows that, in sharp contrast to significant drying trends in other regions of the 

country, there has been an overall positive trend in rainfall over NWA. The observed 

annual increase is approximately 50% of the climatological value (Fig. 1.4).   Policy 

makers are considering a northern development, to take advantage of the water 

aboundance.   However, a detailed knowledge of climate processes governing its stability 

under a changing climate is still lacking. We will examine the dynamics of observed 

rainfall variability and trends, benchmark the performance of available climate models 

focusing on role of anthropogenic forcing in driving the observed trend, and identify 

model deficiencies so as to improve projection of future NWA rainfall changes.  

 

1.3.2.1 Current knowledge 

 

Considerable effort has been made to understand the dynamics of the drying trend over a 

number of Australian regions (e.g., Smith, 2004; Cai and Cowan, 2006).  For example, 

the observed rainfall decreases along the east Australia coast may reflect an increased 

frequency of El-Niño events in the late 20th century, which could be related to an 

increase in greenhouse gases; indeed, coupled atmosphere-ocean GCMs forced by 
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increasing atmospheric CO2 have simulated an El-Niño-like warming pattern in the 

Pacific Ocean (e.g., Meehl and Washington, 1995; Cai and Whetton, 2000). This suggests 

the possibility that the observed rainfall decrease might be attributable to an El Niño-like 

warming pattern, and that future average rainfall might be lower over eastern Australia. 

To the west, rainfall over SWWA may be in part linked to a shift of the SAM towards its 

“positive” state, with decreased MSLP over Antarctica and increased MSLP over the SH 

midlatitudes (Cai et al., 2003a; Cai and Cowan, 2006). It may also be linked to multi-

decadal variability of the SAM (Cai et al., 2005a), and to land-cover change (Pitman et al., 

2004).  One such robust feature of the SH response of coupled GCMs to an increase of 

greenhouse gases is a strengthening (weakening) of the circumpolar (midlatitude) 

westerlies. (Fyfe et al., 1999; Cubasch et al., 2001; Cai et al., 2003a). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.4: Time series of summer NWA rainfall in terms of percentage of climatology. 

NWA is defined as the area of 110oE-130oE, 10oS-20oS.  

 

 

 

By contrast, there is relatively little understanding of the dynamics of NWA rainfall 

variability and trends. Two recent studies have shed some light. Wardle and Smith (2004) 

hypothesized that during the latter half of the 20th century, the observed increase in 

temperature gradient between Australia and neighbouring oceans drove a stronger 

monsoonal circulation. They found that by artificially altering this contrast through a 

change to the land albedo in a model, they could simulate an increase in rainfall over the 

entire continent, with stronger totals over the north. Their experiment also resulted in a 

Trend = 50% (per 50yrs) 
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temperature response similar to the observed. They concluded that the temperature 

changes were possibly leading to a strengthening of the monsoon and that this was the 

cause of the increased rainfall. However, the prescribed changes were much larger than 

could be justified based on current knowledge, so the authors left the cause of the land-

ocean temperature contrast as an open question.  

 

An alternative explanation for the increased northwest rainfall was provided by Rotstayn 

et al. (2007) who, by using simulations from a low resolution coupled GCM, 

demonstrated that including (excluding) anthropogenic aerosol changes in 20th century 

gives increasing (decreasing) rainfall and cloudiness over Australia during 1951–1996. 

Rotstayn et al. (2007) showed that the pattern of increasing rainfall when aerosols are 

included is strongest over NWA, in agreement with the observed trends. The strong 

impact of aerosols is predominantly due to the massive Asian aerosol haze, as confirmed 

by a sensitivity test in which only Asian anthropogenic aerosols are included. The Asian 

haze alters the north-south temperature and pressure gradients over the tropical IO in the 

model, thereby increasing the tendency of monsoonal winds to flow towards Australia.  

 

The argument of an impact from aerosols seems to be supported by the fact that transient 

climate model simulations forced only by increased greenhouse gases, without the 

inclusion of aerosol forcing, have generally not reproduced the observed rainfall increase 

over northwestern and central Australia. Whetton et al. (1996) compared rainfall changes 

in five enhanced greenhouse climate simulations that used coupled GCMs, and five that 

used atmospheric GCMs with mixed-layer ocean models. The coupled experiments 

mostly gave a decrease in summertime rainfall over northwestern and central Australia, 

whereas the mixed-layer experiments mostly gave an increase (in better agreement with 

the observed 20th century trends). They attribute the difference to the coupled model 

feature that a stronger overall warming occurs in the northern Hemisphere than in the SH, 

which is expected to lead to a similar hemispheric imbalance in rainfall (Murphy and 

Mitchell, 1995). The hemispheric asymmetry in warming is due to the greater proportion 

of ocean in the SH, and much greater thermal inertia of the SH oceans causing a delayed 

warming relative to the northern Hemisphere (Stouffer et al., 1989, Cai et al., 2003a).  

 

1.3.2.2 Scope 

 

Available observations and reanalysis data are used to examine the dynamics of observed 

rainfall variability over NWA and circulation patterns associated with the observed 

increasing rainfall trend. We then benchmark the performance of the climate model used 

in the Rotstayn et al. (2007) study. The focus will be on whether the model reproduces 

the observed variability and circulation trend associated with the increased rainfall 

(section 3).  As will be shown, the modeled rainfall change over NWA in the Rotstayn et 

al. (2007) study might be a by-product of a well-known model deficiency associated with 

an equatorial Pacific cold tongue, common in most climate models. The cold tongue 

extends into the EIO, generating an unrealistic relationship between the EIO SST and 

Australian rainfall.  
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1.3.3 The future of Australian rainfall  

 

Within the Indo-Pacific system, the subtropical pathway, i.e., through the EAC, for 

transmission of Pacific signals has not been well studied. Observational evidence 

suggests the strength of the sub-tropical exchange has been changing with strong impacts 

on climate and marine ecosystem. The changing strength means that the properties of the 

Pacific Ocean circulation, such as the EAC, its separation location, and the 

inflow/outflow partition have been changing. Simultaneously, Southern Hemisphere 

atmospheric circulation has been marked by substantial trends.  We will explore the 

dynamics of their possible linkage, and the combined impact, in particular, the likelihood 

of a feedback into the atmosphere as a consequence of the changing EAC that provides an 

influence on future Australian rainfall.   

 

1.3.3.1 Current knowledge 

 

Variations of the SH atmospheric circulation have been shown to be organized into a 

number of well-defined spatial patterns (Kidson, 1999). The most prominent of these 

low-frequency circulation patterns is characterized by a predominantly zonally-

symmetric pattern, a see-saw meridional variation in the zonal wind strength between 

40oS and 60oS, and an equivalent barotropic structure in the vertical (Kidson, 1988a; 

Shiotani, 1990; Hartmann and Lo, 1998; Thompson and Wallace, 2000; Rashid and 

Simmonds, 2004). It has variously been called the Antarctic Oscillation (Gong and Wang, 

1999), and the SAM (Limpasuvan and Hartmann, 1999). It will be referred to as the SAM 

throughout this thesis.  

 

The SAM is the leading mode of Southern Hemisphere circulation variability. Thompson 

and Wallace (2000) revealed the SAM as the leading EOF in many atmospheric fields, 

including MSLP, geopotential height, surface temperature, and zonal wind. The 

oscillations exist year-round in the troposphere, but it amplifies with height upward into 

the stratosphere during certain times of the year or “active seasons.” The SAM 

contributes to a significant proportion of SH climate variability from high-frequency 

(Baldwin, 2001) through to very low-frequency time scales (Kidson, 1999). Modeling 

studies indicate that the SAM is also likely to drive the large-scale variability of the 

Southern Ocean (Hall and Visbeck, 2002). 

 

 

As shown in Fig. 1.2, SWWA has experienced a substantial drying trend with a winter 

rainfall decrease of some 20% (IOCI, 2002).  The decline manifests itself as a reduction 

in high-intensity winter rainfall events, and is accompanied by an upward trend of the 

SAM (Thompson et al., 2000; Marshall, 2003; Marshall et al., 2004) with increasing 

MSLP in the midlatitudes.  The cause of the upward trend of the SAM is a contentious 

issue. Observational (Thompson and Solomon, 2002) and other modelling studies 

(Sexton, 2001; Gillett and Thompson, 2003) indicate that it is attributable to ozone 

depletion over the past decades. Climate models produce increasing midlatitude MSLP 

under increasing atmospheric CO2 incorporated in an upward trend of the SAM (Fyfe at 

al., 1999, Kushner et al., 2001, Cai et al., 2003a). In the mean time, model rainfall over 
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SWWA decreases in the transient period while CO2 increases (Cai et al., 2003a).  A 

recent study (Cai and Cowan, 2006) indicates that at least 50% of the observed SWWA  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.5:  Wind-drive ocean circulation (in Sv, 1 Sv = 10
-6

 m
3
 s

-1
) calculated using 

NCEP winds, a) over the period of 1948-1967, and b) over the period of 1981-2000. The 

comparison shows a stronger EAC flow passing the Tasman Sea, consistent with what is 

predicted by couple climate models. 

 

 

rainfall reduction is driven by anthropogenic forcing.  Although such a decrease in 

midlatitude rainfall is consistent with a reduction in extratropical SH cyclones, one would 

expect that a similar reduction in rainfall over the southeastern Australia, where however, 

the model rainfall reduction is less than that over SWWA. We hypothesize that changing 

ocean current as a result of wind changes associated the SAM is a potential process 

accounting for the different rainfall response between SWWA and southeast Australia. 

Specifically, an intensifying EAC will transport warmer water south, which promotes 

convection and rainfall, providing a mechanism offsetting the rainfall reduction 

associated with rising MSLP incorporated in the upward trend of the SAM.  

There are little ocean observations available to examine the oceanic impacts of the 

atmosphere circulation trends, but it can be assessed partially through surface wind 

changes. We will use the trends in surface winds to estimate oceanic circulation change 

and assess the importance of ozone depletion in driving the change. Figure 1.5 shows the 

wind-driven barotropic ocean circulation (in Sv, 1 Sv = 10
-6

 m
3
 s

-1
), determined with 

a), Average over 1951-1970 

b), Average over 1981-2000 
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Godfrey’s Island Rule model (Godfrey, 1989) forced with NCEP reanalysis data (Kalnay 

et al., 1996). The results indicate that over the past decades the entire Indo-Pacific 

Southern Ocean circulation has changed significantly, with an intensifying southern mid-

latitude ocean circulation including the EAC. All climate models consistently produce an 

upward trend of the SAM. We will examine its influence on ocean circulation change, 

and its impact on Australian rainfall.   

 

1.3.3.2 Scope 

 

Attention will focus on how the subtropical oceanic circulation pathway has been 

changing over the past 50 years, and identify the level of impact it exerts. The issue of 

how the Southern pathway may respond to anthropogenic forcing.  There is virtually no 

ocean observation in the South Pacific which covers a meaningfully long period. 

However, there are sufficient atmospheric observations and reanalysis, from which 

aspects of the ocean circulation can be derived. The impact of the changing ocean 

circulation on Australia rainfall will be assessed, together with the impacts from the 

trends of other climate drivers. Coupled climate model simulations under climate change 

forcing will provide the needed data sources. 

 

1.4 Summary  

 

We will focus on the three key areas in which a contribution can be made to better 

understand the dynamics governing rainfall variability and changes in Australia. 

Significant progress in our knowledge is needed in order to enhance our projection 

capability of future rainfall and hence water resources.  The key questions we pose are:  

o Is there a varying relationship between variability in the Pacific Ocean (ENSO) 

and in the IO, and how it contributes to the observed rainfall variations and trends?  

This and the related issues are addressed in Chapter 3. 

o What are the dynamics governing variability and trends of rainfall over NWA?  Is 

it really caused by anthropogenic aerosol forcing? We explore these questions in 

Chapter 4.  

o What is the future of Australian rainfall, taking into account of possible changes 

in climate drivers and in ocean-atmosphere circulation?  Chapter 5 provides a 

consensus projection and an interpretation. 

 

The project has so far contributed to many publications, some are listed below. These are: 

1. Shi, G., J. Ribbe, W. J. Cai, and T. Cowan (2008a), An interpretation of Australian 

summer and winter rainfall projection. Geophysical Research Letters, 35, 

L02702,.doi:10.1029/2007GL032436.   

2. Shi, G., W. J. Cai, T. Cowan, J. Ribbe, L. Rotstayn (2), and M. Dix (2008b), 

Variability and trend of the northwest Western Australia Rainfall: observations and 

coupled climate modeling. Journal of Climate,  21, 2938–2959 

3. Shi, G., J. Ribbe, W. J. Cai, and T. Cowan (2007), Multidecadal variability in the 

transmission of ENSO signals to the Indian Ocean.  Geophysical Research Letters, 

34, L09706, doi:10.1029/2007GL029528. 
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4.  Cai, W. J., T. Cowan, M. Dix, L. Rotstayn, J. Ribbe, G. Shi, and S.  Wijffels (2007) 

Anthropogenic aerosol forcing and the structure of temperature trends in the southern 

Indian Ocean.  Geophysical Research Letters, 34, L14611, 

doi:10.1029/2007GL030380. 

5.  Cai, W. J., Meyers, G. A., and Shi, G. (2005). Transmissions of ENSO signal to the 

Indian Ocean. Geophysical Research Letters, 32 (5): 5616, 

doi:10.1029/2004GL021736.   

6. Cai, W. J., Shi, G., Cowan, T. D., Bi, D., and Ribbe, J. (2005). The response of the 

Southern Annular Mode, the East Australian Current (EAC), and the southern mid-

latitude ocean circulation to global warming. Geophysical Research Letters, 32 (23): 

L23706, doi:10.1029/2005GL024701.  
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Chapter 2:  Data and Methodologies 
 

To elucidate a physical process, multiple data sets and a combined deployment of several 

analytical techniques are required. Detailed rationales for a specific combination of data 

and methods adopted will be provided in Chapters 3 to 5, as we address specific issues 

identified in Chapter 1. Here, we outline the details of the models, data and 

methodologies used. These have been applied by Shi et al. (2007), Shi et al. (2008a, 

2008b).    

 

2.1 Data  

 

2.1.1 Observations and reanalyses  

 

The observed rainfall data are from the Australian BMRC and updated version of GISST 

datasets (Rayner et al., 1996). Although these two datasets cover a period from late 19
th

 

century to 2006, we focus on the 50 year period from 1951-2000. To understand the 

circulation associated with rainfall patterns, MSLP and surface winds data, and other 

fields from the NCEP reanalysis are used (Kalnay et al., 1996).   

 

The ocean thermal analysis is the operational subsurface temperature reanalysis from the 

BMRC (Meyers et al., 1991; Smith, 1995a, 1995b), which is an optimal interpolation on 

a 1
o
C latitude by 2

o
C longitude grid at 14 depth levels, throughout the Indo-Pacific basin. 

It is based primarily on XBT profiles and time-series from the Tropical Atmosphere 

Ocean buoy array (McPhaden et al., 1998), and covers a 20-year period since 1980.  The 
data in the Pacific Ocean domain has been used in numerous studies (Meinen and 

McPhaden, 2000; Cai et al., 2004; Kessler, 2002). The relationship of oceanic variability 

to the wind field is documented with data from the NCEP reanalysis (Kalnay et al., 

1996).   

 

We utilize the newly available reanalysis of the Simple Ocean Data Assimilation Parallel 

Ocean Programme (SODA-POP) version 1.4.2 (Carton and Giese, 2006). The new model 

product uses the European Center for Medium Range Forecasts ERA-40 atmospheric 

reanalysis winds. It has a spatial resolution of 0.5
o
C latitude by 0.5

o
C longitude grid, and   

covers a period from 1958 to 2001. Both the SODA-POP and BMRC reanalyses 

independently incorporated Expendable Bathythermograph profiles and time-series from 

the Tropical Atmosphere Ocean buoy array (McPhaden et al., 1998). We find that there 

are remarkable differences in the transmission between the pre- and post-1980 periods. 

Cai et al. (2005c) discussed the post-1980 transmission. Our analysis focuses on the pre-

1980 period.  

 

Throughout this project, seasonal anomalies are constructed for each season into 

December-January-February (DJF), March-April-May (MAM), June-July-August (JJA), 

and September-October-November (SON), referenced to the respective seasonal average.   

 

 

 



 16 

2.1.2 Climate models and outputs 

 

The CSIRO Mark 3.0 climate model has been significantly improved relative to the Mark 

3a model (Gordon et al., 2002). It is run without the use of flux adjustments. The 

horizontal resolution of the atmospheric model is spectral T63 (approximately 1.875° 

latitude, 1.875° longitude) with 18 vertical levels (hybrid sigma-pressure vertical 

coordinate). The atmospheric model includes a comprehensive cloud microphysical 

parameterization (Rotstayn et al., 2000) and a convection parameterization based on that 

used in the Hadley Centre model (Gregory and Rowntree, 1990). This convection 

parameterization is linked to the cloud microphysics scheme via the detrainment of liquid 

and frozen water at the cloud top. Atmospheric moisture advection (vapor, liquid, and 

frozen) is carried out by the semi-Lagrangian method (McGregor, 1993). A simple 

treatment of the direct radiative effect of sulphate entails a perturbation of the surface 

Albedo (Mitchell et al., 1995).  The land surface scheme (six layers of moisture and 

temperature) with a vegetation canopy (Kowalczyk et al., 1991, 1994) includes a three-

layer snow model. Multiple soil types and vegetation types are included.  

 

The Mk3.0 ocean module is based upon the Modular Ocean Model (MOM2.2) version of 

the Geophysical Fluid Dynamics Laboratory model. The oceanic component has a 

horizontal resolution matching that of the atmospheric model’s grid in the east–west 

direction and twice that in the north–south direction. Thus the grid spacing is 

approximately 0.9375° latitude × 1.875° longitude. Because there are two ocean grid 

points per atmospheric grid point in the meridional direction, the atmosphere model and 

ocean model subcomponents have identical land–sea masks.  There are 31 vertical levels 

and the level spacing gradually increases from 10 m at the surface to 400 m in the deep 

ocean. A parameterization of mixing of tracers based on the formation of Griffies et al. 

(1998) and Griffies (1998) is included. 

 

In this thesis, the analysis of outputs from a control simulation and four climate change 

experiments is discussed. The control simulation will be used to examine the relationship 

of Australian rainfall with the three engines of the Australia climate and with the Tasman 

Sea Surface Temperature (SST). For this purpose anomalies are obtained and referenced 

to a 300 year climatology.   Previous studies have described the simulation of the ENSO 

and the IOD in this version of the model (Cai et al., 2003b; Cai et al., 2005a). Four 

climate change experiments follow the Intergovernmental Panel on Climate Change 

(IPCC) A2 (two experiments), A1B, and B1 scenarios that all incorporate CO2 forcing, 

the direct effect of sulfate aerosols (direct effect only), and stratospheric ozone depletion. 

Each of the four experiments starts from a different time of the control experiment and 

together they provide an ensemble strategy.  These data are used to study the impact of 

the Tasman Sea warming on Australia rainfall and the future Australia rainfall changes 

(see Chapter 5). 

 

The CSIRO Mk3a climate model is developed while Mk3.0 is performing a multi-century 

control experiment and long-term climate change runs. It includes a comprehensive 

interactive aerosol scheme. In this version, the atmospheric and the ocean models both 

have a low-resolution (spectral R21) and the atmosphere has 18 hybrid vertical levels, 
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while the ocean has 21 vertical levels.   A detailed description is provided by Rotstayn et 

al. (2007).  The low-resolution allows fast integration of experiments with the 

comprehensive aerosol scheme, all covering the period 1871 to 2000. The aerosol species 

treated interactively are sulfate, particulate organic matter (POM), black carbon (BC), 

mineral dust and sea salt. As well as the direct effects of these aerosols on shortwave 

radiation, the indirect effects of sulfate, POM and sea salt on liquid-water clouds are 

included in the model. Historical emission inventories are used for sulfur. POM and BC 

derived from the burning of fossil fuels and biomass. Other forcings included are those 

due to changes in long-lived greenhouse gases, ozone, volcanic aerosol and solar 

variations (but changes in land cover are omitted).  The ensemble consists of eight runs 

with all of these forcings (ALL ensemble).  A further eight runs with all forcings, except 

those related to anthropogenic aerosols (AXA ensemble), differ only from the ALL 

ensemble in that the anthropogenic emissions of sulfur, POM and BC were fixed at their 

1870 levels.  

 

The analysis of these experiments is presented in Chapter 4 and focuses upon the causes 

of the NWA rainfall trends.  Outputs from a multicentury (300 years) control experiment 

without climate change forcing are also used to examine if the model reproduces the 

rainfall teleconnection with large scale circulation fields. Outputs from the ALL 

ensemble are projected onto modes of variability in the control experiment.  

 

The CSIRO Mk3.5 climate model has the same resolution as that of Mk3.0, but is 

improved in many aspects. During the course of my Ph. candidature, the improved model 

is run without climate change forcing, i.e., in the control climate setting. One of the most 

important improvements is that it overcomes a problem associated with the timing of 

signal transmission from the Pacific to the IO. We use the output to examine the 

robustness of multidecadal variability in the transmission. We use the results of a multi-

century control experiment with this model. The new version simulates a  more realistic 

transmission process, although it still suffers from the common cold tongue bias, i.e., the 

equatorial Pacific cold tongue extends too far west. The ENSO frequency is reasonably 

simulated as reported earlier (Cai et al., 2003b) but the amplitude is too large. Despite 

these deficiencies the model produces multidecadal variations in the transmission similar 

to the observed (see Chapter 3). 

 

2.2 Methodologies 

 

Besides the commonly used correlation and regression analyse, we also apply EOF 

analysis, complex EOF (CEOF), and projections onto modes of variability. These and 

others are described below. We also point out Chapters where these methodologies are 

used.  

 

2.2.1 EOF (Empirical Orthogonal Function) 

 

An EOF analysis is a mathematical method for analysing the spatial and temporal 

variability of geophysical data with long time series (Peixoto and Oort, 1992). It 
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identifies patterns of variability, and if variance of an identified pattern is large enough, 

there is often an identifiable physical mechanism that operates to generate the pattern. 

 

A main feature of an EOF analysis is that it identifies correlations inherent in the data by 

re-organizing the original data into individual clusters in space or time. This can 

effectively compress a large number of spatially and temporally correlated values into 

both space and time components, while also splitting the temporal variance of the data 

series into a set of orthogonal spatial modes (also called eigenvectors) that explain a large 

proportion of the measured variance (Peixoto and Oort, 1992). This type of analysis has 

been used in climatological work for many years (e.g. in particular Lorenz since 1956) 

and its usage has steadily increased. It is a convenient method for analysing 

climatological fields (e.g., North et al., 1982). 

 

Consider the value of a field at N spatial locations which have M monthly observations (t). 

Thus, the field at any one time form a spatial map of, for example, SSTs. Each map in the 

time series can be written mathematically as a vector of length N, producing, 

)......,( 21 mNmmm zzzz =  

 

where m represents the time instant in the series of observations, e.g., m = 1, 2, …,  M. 

As a result, a M x N matrix containing the full time series of spatial elements is easily 

formed, 
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The M rows represent the spatial maps at each time step and the N columns are the time 

histories at individual spatial locations. Therefore, an individual element of the matrix Z 

represents the SST at time m and spatial location n. To carry out the EOF analysis (i.e., 

find the orthogonal spatial modes), we need to maximize the expression, 
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for each individual spatial location (i.e., n = 1, 2, …, N) subject to the conditions, 
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where vn is the orthonormal vector that optimally represents the original data vector, zm. 

In matrix form, expression E1 can be written as, 
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where C would normally symbolize the covariance matrix (Peixoto and Oort, 1992).  

However, if one is comparing different model output fields, the correlation matrix (C) 

should be used as it will provide equal weighting of the different variables analysed and a 

sensible comparison of results between the model fields (von Storch and Zwiers, 1999).  

 

The correlation matrix of the SST anomalies is defined by: 
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This is an M x M real symmetric matrix where 
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The maximization of [v
T

n
 C V

n
], subject to the condition (E2), establishes a variational 

problem which leads to eigenvalue problems or characteristic value problems. However 

the problem can be solved by, 
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where  
n
λ  is the eigenvalue associated with the characteristic eigenvector (vn) of the 

correlation matrix, C. Each of the associated eigenvalues (
n
λ ) identifies the fraction of 

the total data variance explained by the eigenvector, which is given by, 
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The eigenvalues are ordered to decrease with successive modes such that the first 

eigenvector and its associated eigenvalue explain the largest portion of the total variance, 

while the second eigenvector and its associated eigenvalue explain the second largest 

portion of the total variance and so forth (von Storch and Zwierss, 1999). The total 

number of spatial modes generated in an EOF analysis is equal to the smallest dimension 

of the original data matrix. 

 

The spatial pattern of each of the eigenvector’s (modes) weighting coefficients can be 

constructed by projecting zm onto vn (n = 1, 2, …, N) using, 
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mnmn
zvw =  

 

These weighting coefficients represent how well the mode vn describes the observation 

z
n

 (Peixoto and Oort, 1992). Thus, theoretically any observation of SST (zn) can be 

expressed as the linear combination of the eigenvectors vn, 

 

n

N

n
mnm

vwz ∑=
=1

 

 

This can be written in matrix notation as, 

 

ZVW =  

 

The elements of the columns of W [w1n, w2n, …,wMn]  are the dimensional time 

coefficients associated with the eigenvector vn. Thus, it is the eigenvector’s 

corresponding time series that displays the temporal behaviour of the mode. These time 

components are commonly referred to as expansion coefficients. It is also important to 

note that these column vectors [w1n, w2n, …,wMn]  are mutually orthogonal (Peixoto and 

Oort, 1992). 

 

Although this method of analysis is purely mathematical, the larger the variance 

explained by the dominant modes of a system, the more likely they are to be physically 

meaningful (Peixoto and Oort, 1992). The number of important spatial modes identified 

by an EOF analysis is determined based on the eigenvector spectrum and, for example, 

the mode degeneracy (e.g., North et al., 1982). In most cases, the majority of the data 

variance can nomally be explained by only the first few EOFs (von Storch and Zwiers, 

1999). 

 

2.2.2 CEOFs and Statistical Significance of   Monthly and Filtered Time Series 

 
An EOF analysis allows identification of a stationary pattern. In Chapter 3 we will be 

discussing the propagation of the Indo-Pacific signals into the IO, and we used filtered 

data. This propagation can be described by lag correlation and regression, or by complex 

EOF (CEOF). All these methods are used. Here, we use a routine described by Barnett 

(1983). Time sequence data at each spatial location is Hilbert-transformed to obtain a 

complex time sequence, the real part being the input data and the imaginary part 

representing signals that are identified to be related with the real part but are 90o out of 

phase. The complex eigenvectors and complex principal components are then found by 

singular value decomposition of the matrix. These procedure are well developed, below 

we discuss the statistical significance based on monthly and filtered time series. 

 

The conventional theory of statistical significance and estimation is highly developed and 

extensive. However, its application to specific data sets depends on the following 

assumptions. (1) The data are jointly statistically stationary over the length of the record. 
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(2) The variables being considered are all jointly normally distributed, being part of 

respective populations that have underlying means, variances, and covariances. (3) The 

data sets used are unbiased samples of these populations.  

 

In an analysis of climate data, there may be problems with each of these assumptions. 

Long-period variations such as the Interdecadal Pacific Oscillation may affect data sets of 

length < 20 years or so, and the normality of variables on these timescales is uncertain. 

The representativeness of samples is perhaps the least questionable of these assumptions, 

but this is also sensitive to processes on timescales longer than the length of the record. 

Given these uncertainties, a statistical analysis of uncertainties of climate data sets is 

probably only useful as a guide, and though it provides answers, these should not be 

expected to constitute firm conclusions about significance. Nevertheless, we pursue it 

here. 

 

The relationship between the time series of any two observed variables x(t) and y(t) (such 

as the SST at two particular grid points) is measured by covariance between them and, as 

computed from the data, is denoted vxy . However, this computed covariance is just an 

estimate from the sample of data available of the underlying covariance µxy of the 

assumed population of SSTs at these two grid points. It is this latter quantity that we are 

trying determine. How good is the estimate? A measure of this is given by the variance 

s
2

xy  (or standard error sxy ) of vxy defined by 
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where E denotes the expected value, and µxy = E (vxy). We do not know µxy but must 

estimate it vxy, so that  
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If x and y are complex time series,  
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where an asterisk denotes a complex conjugate. covariances such as vxy may be complex, 

but variances and s
2

xy  are real. We assume that x and y are jointly normally distributed, 
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with means µx and µy, variances σ
2

x  and σ
2

y , and (complex) correlation coefficient rxy. 

Then (A4) reduces to (Papoulis,, 1965; Davis, 1976) 
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where N is assumed to odd for convenience,  Re denotes real part, and rxx(j) denotes the 

time-lagged correlation coefficient for x with lag  j t∆ , where t∆  is the time interval 

between samples. Quantities on the right-hand side of (A5) must be estimated from their 

sample values, taking 
2

xσ  = v xx , σ 2

y  =v
yy

,   r
xy

=v
xy
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, etc. If t∆  was 

significantly large, so that the values of x(t i ), y(t i ) were all independent from each other, 

the lag correlation terms would all vanish. We would have N independent sample pairs, 

or “degrees of freedom,” so that in this case,  
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Equation (A5) may then be used to define an effective number of degrees of freedom N
∗
 

in (A6) (Davis, 1976) 
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Taking vxy+ / -sxy gives an estimate of µxy , with error bars the width of the standard error. 

 

To test the significance of CEOFs, we follow the procedure described by North et al. 

(1982) and consider an array of m grid points at each of which there is an observed series 

of values of a variable x at N times. These times are simultaneous and evenly spaced with 

interval t∆ . Hence we have an array of data xj(tk), j = 1, …m and k=1, …N. From these 

we may obtain CEOF by taking the Hilbert transform hj(tk) of the time series at each grid 

point and then defining the complex time series 

 

 X j (t k ) = x j (t k ) + ih j (t k ).                                                              (A8) 

 

We then define the m×  m matrix of complex covariances Sij = cov (Xi, Xj) by (A3). The 

spatial structure of the CEOFs is then given by the eigenvalue equation 

 

),()( ifljfS
m

j
ij ααα =∑

=1

   α , i = 1, …m,                                            (A9) 
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where Sij is Hermitian, so that the eigenvalues lα  are all real and positive and the 

eigenvectors f α  are complex.  These form a linearly independent set, with α = 1, …m. 

 

In accordance with the assumptions mentioned above the background population of 

which the xi represent a sample are assumed to be statistically and have underlying values 

of the covariances at the m grid locations that may be represented by vij. From these exact 

(but unknown) covariances the exact eigenvalues λα and eigenvectors φ α (i) are given by 

 

),()( ijfv
m

j
ij ααα φλ=∑

=1

   α , i = 1, …m.                                     (A10)  

 

One may expect that the deviations of the sample covariances Sij from the actual 

covariances vij will be of the order of the standard errors of the Sij, so that we my write 

 

                  S ij
 = vij

 + ε V ij
 ,                                                                   (A11) 

 

where ε is a small parameter of order (2/N*)
1/2

 and Vij is of the order of  

 

               V ij
 = [( vii v jj

 +  vij vij

*
)/2]

21 /
                                                 (A12) 

 

where N* is given by (A7) with Xi and Xj in the place of x and y. In practice, we take a 

mean value for N* over all pairs Xi, Xj. for values of the vij we use the sample values Sij. 

One may then use a standard perturbation expansion of the form 

 

            f α
 = αφ (i) + ε f α
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)(1
 + …,                                                  (A13) 

 

lα  = αλ + ε l
)(1

α + …,                                                         (A14) 

 

to obtain the first-order deviations due to the perturbations in the vij. These give (North et 

al., 1982) 
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Since Vij is of the same order as vij ( Vii ≈vii), from (A15) we have λαα
(

)1(
Ol = ), so that 

the magnitude of the uncertainty in the eigenvalue λαδ  is approximately 
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If one eigenvalue is much larger than the others, the form of (A15) indicates that (A17) 

may be an overestimate. In these cases, sample computed values for l
)(1

1
 using (A15) 

generally give much smaller values than those from (A17). Clearly, this criterion should 

be taken as a guide and these uncertainties are interpreted as error bars in our analysis. 

 

2.2.3 Projections of spatially and temporally varying data onto a pattern 

 

It is increasingly recognized that anthropogenic climate change can project onto existing 

natural variability modes of the climate system (Clarke et al., 2001).  To examine how 

climate change signals may project onto existing modes of variability, a pattern 

regression onto a pattern of a known mode is carried out. The patterns of variability 

modes are identified using common statistical analysis technique such as EOF, regression 

onto climate indices, for example, a  Niño3.4 (170°W-120°W, 5°S-5°N, an index of 

ENSO).   

 

A linear projection method is then used to investigate the evolution of a given circulation 

pattern G(x,y) and the extent to which climate change signals project onto the given 

pattern.  For a circulation field A(x,y,t), this is carried out in the following way:  for each 

given instant tn, we regress A(x,y, tn) onto G(x,y) to yield a pattern regression coefficient. 

When this is done for all t, a time series f(t) of the pattern regression coefficient is 

generated. The time series f(t) is employed to estimate the trend ∇ f(t) of the pattern, and 

the trend associated with the pattern is given by ∇ f(t)×G(x,y).   

 

This technique is used extensively in Chapter 4. It involves an identification of   modes of 

variability using linearly detrended data; thereafter, raw data are then projected onto these 

modes of variability to assess whether the observed rainfall increase over NWA can be 

understood in terms of a projection onto the existing variability modes.   

 

2.2.4 Godfrey’s Island Rule models 

There is little long-term ocean observation to determine if and to what extent the ocean 

circulation has changed. To this end, we have to rely on wind data. Some 40 years after 

Sverdrup (1947) developed his fundamental wind-driven circulation theory, Australian 
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scientist Dr. Stuart Godfrey, advanced it in an elegant and provoking way (Godfrey, 

1989). He proposed an “Island Rule” and used it in conjunction with the Sverdrup 

relationship such that given a set of surface wind-stress field, global wind-driven 

circulation can be determined. This Island Rule model is used to monthly surface wind 

stress fields from National Centre for Environmental Prediction (Kalnay et al., 1996) 

reanalysis and ERA40 (Uppala, et al., 2005) reanalysis to generate the wind-driven 

circulation history in terms of barotropic stream function and steric height. The Island 

Rule model is also applied to model-generated winds in climate change experiments to 

determine how much of the ocean circulation change is due to changes in wind and how 

much is due to changes in buoyancy forcing (see Chapter 5). In the following section, the 

model is described briefly. 

 

For the interior ocean, the stream function ψ  is determined by the Sverdrup relationship:  

                                        szcurl
x

τ
ψ

β =
∂
∂

− ,                                                          (G1) 

Where
y

f

∂
∂

=β  describes the derivative of f  with respect to y ,  f  is the Coriolis 

coefficient, and sτ  is the surface wind stress.  The flow along the western boundary, 

where the Sverdrup relationship breaks down, is calculated using the “Island Rule” for 

flows around an island, such as Australasia, New Zealand, and Madagascar (see upper 

panel, Fig. 2.1). The total flow oT  is determined by the pressure head between each 

island’s northern and southern extremities and is the integral of wind along the red loop 

(Fig. 2.1): 

 

                                        )(/ 0

)(

TQ
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o ffdlT −= ∫ ρτ .                                   (G2) 

 

Here,  Qf  and  Tf  are the Coriolis coefficient at Q   and  T  latitude,  0ρ  is the mean 

water density. Both the streamfunction and the steric heights have been calculated for 

NCEP and ERA40 wind products, with the Indonesian Throughflow Passage open in a 

quasi-realistic topographic setting.  The data provides monthly, annual mean and seasonal 

outputs of both variables in NetCDF format. This data is now available from the 

Tasmania Partnership of Advanced Computing (http://www.tpac.org.au). The Indonesian 

Throughflow, which is the path integral of the wind stress around the red loop QRST 

(upper panel, Fig. 2.1, based on that calculated using NCEP winds), shows a realistic 

seasonal cycle, strongest in southern winter and weaker in southern summer (lower panel, 

Fig. 2.1).  

 

One primary application of this model and the outputs is to calculate ocean climate trends. 

An assumption of the Island Rule is that the wind forcing has acted on the ocean for a 

timescale longer than that of the oceanic adjustment, i.e., Rossby wave process, long 

enough such that the ocean can be assumed to be at a steady state. In other words, 

the timescale for Rossby wave to traverse from the eastern boundary to the western 

boundary, which is longer as latitude increases, must be shorter than the time duration 
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within which a trend is to be determined.  These time scales have been calculated by 

previous studies for the South Pacific (e.g., Qiu and Chen, 2006, see Fig. 2.2). For 

example, at 45oS, it would take 22 years to complete the full Rossby wave adjustment 

process from the South Pacific's eastern boundary to its western boundary.  

 

To determine the wind-driven South Pacific circulation trend at this latitude from 1978-

2003 (e.g., Cai, 2006), which is 25 years, the Island Rule can be applied.  At any latitudes 

north of 45
o
S, e.g., in the tropics, where the Rossby wave adjustment time scale is much 

shorter, the Island Rule is applicable. For the same time duration (1978-2003) discussed 

above, one can use the Island Rule to calculate maps of the wind-driven circulation trends. 

This is discussed in Chapter 5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 2.1: Upper panel, illustration of the Island Rule in the Indo-Pacific system, 

superimposing on annual mean winds. Three islands are included. For island such as 

Australasia, the circulation around the island can be obtained from the path integral of 

the wind stress around a path like the red loop QRST. Lower panel, transport in 

(absolute value) using NCEP monthly mean winds for Australasia, which is the modelled 

Indonesian Throughflow.    
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Figure 2.2: Time [years] required for the long baroclinic Rossby waves to traverse the 

South Pacific Ocean from the eastern boundary to the west (from Qiu and Chen, 2006). 

Notice that the contour intervals are not uniform.  

 

 

 

The model is tested through several applications. Due to lack of observations in the SH 

oceans, we have very little understanding of the seasonality of the ocean circulation.  The 

Island Rule model can be used to reveal the seasonality of the wind-driven component.  

Figure 2.3 displays such circulation for two seasons, the southern summer (upper panel) 

and the southern winter (lower panel). It shows a strong influence of the mid-latitude 

westerly jet on the ocean. In summer, the subtropical ridge is at latitudes furthest to the 

south. As a result, the associated wind stress curl, which determines the ocean circulation, 

moves furthest to the south, and the zero-curl line, which defines the southern-most 

boundary of the subtropical gyres, stretches across the three oceans, intersecting the 

South American coast (see Fig. 2 of Cai, 2006). This generates the so-called super-gyre 

circulation, linking the subtropical circulation of the South Pacific, South Indian, and 

South Atlantic. The flow of the EAC through the Tasman Sea (Tasman leakage) veers 

into the IO and to the South Atlantic. The super-gyre circulation is thought to be involved 

in the global thermohaline circulation, with the Tasman leakage contributing 3.2 Sv of 

the total 20 Sv of the North Atlantic Deep Water formation (Speich et al., 2007). In 

winter, as the wind system moves northwards, the gyre circulation in the South Pacific is 

isolated from the Indian and Atlantic circulation.  The EAC separates from the coast at 

about 32
o
S. These wind-driven features are consistent with what is revealed by limited 

observations. 
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 Figure 2.3: Wind-driven climatological circulation for southern summer (upper panel) 

and southern winter (lower panel) based on NCEP winds.  Unit in Sv (1 Sv = 106 m3 s-1). 

 

 

 

Another example is the decadal difference in the Pacific discharge/recharge via Sverdrup 

transport. The Pacific Ocean climate experienced a shift towards a warm state in the late 

1970s, with marked changes in the ENSO properties and in many other circulation fields.  

During the post-1980 period, El Niño events are stronger than La Niña events 

contributing to significant difference in the mean circulation between the pre- and post-

1980 periods. In the post-1980 periods, the equal Pacific circulation features weaker 

equatorial easterlies, stronger positive curls from the equator to 5
o
N and negative curl in 

the 5
o
S – 15

o
S (Fig. 2.4a). The curls, through Sverdrup balance promotes a greater 

discharge of heat from the equatorial region and hence a shallower equatorial Pacific 

thermocline in the post-1980 period (Fig. 2.4b) (Jin, 1997a; 1997b; Meinen and 

McPhaden, 2000), consistent with an El Niño-like multidecadal-long condition for the 

post-1980 period. On interannual time scales, the discharge signal is transmitted into the 

WA coast and radiates into the IO, leading to a shallower mean thermocline off the WA 

coast and throughout the southern tropical IO (Fig. 2.4b).  

 

Wind-driven Eastern Australian Current

Dec. Jan. Feb. average

Super-gyre circulation

June July August average
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Figure 2.4:  Difference in 20-year averaged a) wind stress curl (N m
-3

) based on ERA40 

winds, and b) thermocline depth (m) between the pre- and post-1980 period (post-1980 

minus pre-1980) based on the Simple Ocean Data Assimilation (SODA) (Carton and 

Giese, 2007). 

 

 

 

Using the Island Rule calculation, we examine ways in which the discharge process 

operates. In the tropics, where Rossby wave time scale is short, the model is particularly 

applicable. The difference in the wind driven circulation (Fig. 2.5) features broad interior 

poleward flows. These are important pathways for discharging heat from the equatorial 

Pacific. Another way is the equatorward flows along the boundaries, replacing the 

discharged warm equatorial warm water with the off-equatorial colder water. These 

processes also operate in the southern tropical IO, and are supported by negative wind 

stress curl (Fig. 2.4a). 
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Figure 2.5: Decadal difference in wind-driven circulation (1981-2000 average minus the 

1960-1980 average). Unit in Sv. The post-1980 period features stronger ENSO, with 

greater discharge of heat from the equatorial Pacific to the tropical latitudes. 

 

 

In order to address issues in each Chapter, various methodologies and data will be used in 

combination.  For example, in Chapter 4, EOF analysis, correlation and time series 

regression will all be used.  A brief description of detail will be provided. 
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Chapter 3: Indo-Pacific Teleconnection 
 

In this Chapter, we address the process of the Indo-Pacific oceanic teleconnection 

through the Indonesian Throughflow passage. We then discuss the robustness of the 

teleconnection in terms of differences between the pre-1980 and post-1980 period. As 

already alluded in the Chapter 1, the motivation is to unravel the dynamics of rainfall 

variability over Australia, because previous studies have demonstrated a linkage between 

variability of EIO SSTs and South East Australia (SEA) rainfall, and a strong influence 

of Pacific variability and occurrence of the IOD since 1980.   

 

The main findings reported in this Chapter are: 

 

o The transmission of the Pacific ENSO signals to the IO involves an off-equatorial 

Pacific pathway; 

o The transmission of El Niño discharge signals from the Pacific to the IO is far 

stronger during the post-1980 period, therefore contributing to the shallowing of 

the EIO thermocline and to the higher occurrence of stronger IOD events; 

o This multidecadal difference is essential for explaining the structure of the 

temperature trends in the IO. 

 

This chapter covers contents of published papers arsing from, and contributed to by this 

Ph. D project.  The candidate initiates the original idea of, and leads the analysis of one 

paper (Shi et al., 2007), and contributes to the other two papers (Cai et al., 2007; Cai et al., 

2005c). 

 

3.1 Background 

 

3.1.1 Teleconnection between EIO SST and SEA rainfall 

 

While rainfall in north-eastern Australia (e.g. Queensland) is mainly affected by SST 

anomalies of the equatorial eastern Pacific Ocean region, there is no doubt that variability 

of the EIO SST has a great impact on the rainfall over Australia’s southeastern states 

(Smith, 1993; Smith et al, 2000; Ansell, 2000; Ashock et al., 2004; Cai et al., 2005c). 

This is illustrated in Figure 1.3, which compares the relationship of rainfall over the 

important region of MDB with EIO SST anomalies and with ENSO (Niño 3.4 index) for 

JJA. The figure suggests that the relationship between MDB rainfall and EIO SST 

anomalies is stronger than that between MDB rainfall and ENSO, although opposite in 

sign.   

 

It is proposed that through atmospheric teleconnection, i.e., El Niño-induced easterlies 

which raise the EIO thermocline, the stronger and more protracted El Niño since 1980s 

make IOD events stronger as proposed by Annamalai et al. (2005). The analysis 

presented in the following sections investigate if an oceanic teleconnection plays a 

similar role.  
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3.1.2 The Indo-Pacific teleconnection 

 

SST variability in the EIO is not independent from that in the Pacific and it is therefore 

necessary to study the linkage between them.  The Indo-Pacific linkage in terms of a 

tropical oceanic teleconnection occurs via the Indonesian Throughflow (Meyers, 1996; 

Potemra, 2001), which is a system of surface currents flowing from the Pacific to the IO 

through the Indonesian seas. It is the only flow between the ocean basins at low latitudes 

and, consequently, plays an important role in the meridional transport of heat in the 

climate system. This transport originates from the warm-pool of the Pacific Ocean and 

enters into the colder waters of the South Equatorial Current of the IO.  

 

 The Indo-Pacific atmospheric linkage has been documented previously (Cadet, 1985; 

Reason et al., 2000).  In terms of an oceanic teleconnection, variability of the Pacific 

Ocean is known to be transmitted to the IO (reference). However, the involvement of off-

equatorial Pacific  processes  is not clear. 

 

In a recent study utilizing XBT sections since 1983, Wijffels and Meyers (2004) show 

that part of the thermal variance on seasonal and interannual time scales in the EIO can 

be accounted for by Kelvin and Rossby waves. These waves are generated by remote 

zonal winds along the equator of the Pacific Ocean. Much of the rest of the variance in 

the EIO is generated by local winds. Wijffels and Meyers (2004) provide observational 

evidence that variations in zonal Pacific equatorial winds force a response in the IO, 

primarily along the WA coast (Clark, 1991; Clark and Liu, 1993; Meyers, 1996; 

Masumoto and Meyers, 1998; Potemra, 2001; Potemra et al., 2002). These previous 

studies suggest that the energy off WA arises from equatorial Rossby waves generated by 

zonal wind anomalies in the central equatorial Pacific. These become coastally trapped 

waves where the New Guinea coast intersects the Pacific equator. Cai et al. (2005d) 

examined the relationship between the temperature distribution along a Fremantal to Java 

XBT section and variability of the equatorial Pacific to investiagte the ENSO recharge-

oscillator paradigm (Jin, 1997a; 1997b; Meinen and McPhaden, 2000). This study 

confirmed the transmission of coastally trapped wave to the central WA coast. However, 

Cai et al. (2005d) study is limited to the analysis of one XBT line, and a detailed pathway 

is not fully established.  

 

The following section begins by examining the pathway using a thermal analysis 

covering the whole Indo-Pacific domain during 20 years since 1980.  The robustness of 

the amount of energy transmission via each of the pathway in the pre-1980 period is 

examined to show that there are significant differences to the post-1980 period. The 

presence of such multidecadal variability in the CSIRO Mk3.5 is also examined.   

 

3.1.3 Details of data used  

 

The thermal analysis is the operational subsurface temperature analysis from the 

Australian Bureau of Meteorology Research Center (Meyers et al., 1991; Smith, 1995a, 

1995b), which is an optimal interpolation on a 1
o
C latitude by 2

o
C longitude grid at 14 

depth levels, throughout the Indo-Pacific basin. It is based primarily on XBT profiles and 
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time-series from the Tropical Atmosphere Ocean buoy array (McPhaden et al., 1998), 

and covers a 20-year period since 1980.  The data in the Pacific Ocean domain has been 

used in numerous studies (Meinen and McPhaden, 2000; Cai et al., 2004; Kessler, 2002). 

The relationship of oceanic variability to the wind field is documented with data from the 

NCEP reanalysis (Kalnay et al., 1996).  To focus on interannual time scales, a 13-month 

running mean operation is applied before analysis. 

 

We utilize the newly available reanalysis of SODA-POP (version 1.4.2) (Carton and 

Giese, 2005b). The new model product uses the European Center for Medium Range 

Forecasts ERA-40 atmospheric reanalysis winds. It has a spatial resolution of 0.5
o
C 

latitude by 0.5
o
C longitude grid, and   covers a period from 1958 to 2001. Both the 

SODA-POP and BMRC reanalyses independently incorporated Expendable 

Bathythermograph profiles and time-series from the Tropical Atmosphere Ocean buoy 

array (McPhaden et al., 1998). We find that there are remarkable differences in the 

transmission between the pre- and post-1980 periods.  

 

To examine the robustness of such multidecadal variability, we take outputs of a multi-

century control experiment with the new CSIRO coupled climate model (version 3.5). 

The new version simulates a  more realistic transmission process, although it still suffers 

from the common cold tongue bias, i.e., the equatorial Pacific cold tongue extends too far 

west. The ENSO frequency is reasonably simulated as reported earlier (Cai et al., 2003b), 

but the amplitude is too large. Despite these deficiencies the model produces similar 

multidecadal variations in the transmission. 

 
 

3.2 Indo-Pacific transmission in the post-1980 period 

 

3.2.1 ENSO discharge/recharge signals within the Indo-Pacific system 

 

A CEOF analysis is applied to the filtered thermocline anomalies in the whole Indo-

Pacific domain (see Chapter 2 for details) to investigate the equatorial Pacific 

discharge/recharge process and the propagation of off-equatorial Rossby waves.  Since 

variance of thermocline anomalies is much greater in the equatorial than in the off-

equatorial region, to enhance the spatial coherence, the grid point anomalies are 

normalized to have unit variance. The CEOF analysis brings out additional features at 

higher latitudes associated with the ENSO process. The spatial pattern is further 

documented using a simple lag-correlation analysis. 

 

The recharge-oscillator paradigm (Jin, 1997a; 1997b) states that El Niño is preceded by a 

buildup of heat content with a deepened thermocline and followed by a heat deficit with 

an anomalously shallow thermocline, which in turn precedes a La  Niña event. The 

characteristics of this paradigm were validated from analysis of the upper Pacific Ocean 

heat content over the past two decades (Meinen and McPhaden, 2000). They showed that 

the first and second EOF of equatorial Pacific thermocline anomalies (their Fig. 3), 

represented by anomalies of 20
o
C isotherm depth (D20), account for a similar percentage 

of the total variance, and together EOFs 1 and 2 describe ENSO cycles with a phase lag 

of approximately 90
o
.  EOF1 has a zonal dipole structure representing the mature phase 
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of ENSO, and EOF2 a zonal symmetric pattern indicating the recharge/discharge phase. 

The CEOF analysis discussed below allows an exploration of the transition between these 

two EOFs. Although we focus on El Niño and the associated discharge, the features 

discussed below apply to the opposite phase, i.e.  La Niña and the associated recharge.   

 

 

 

Figure 3.1: Evolution of normalized D20 anomaly pattern obtained from CEOF analysis 

in the whole Indo-Pacific domain covering half of an ENSO cycle at a phase interval of 

22.5
o
. Negative values are in dashed ontour. 

 

 

Figure 3.1 displays half a cycle of the leading CEOF mode of the D20 anomalies, which 

accounts for 53% of the total variance, at a phase interval of 22.5
o
 corresponding to a 

time interval of approximately three months for a four-year ENSO cycle. At phase 0
o
, the 

pattern in the equatorial Pacific (10
o
S – 10

o
N) corresponds to the recharged phase, and at 
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phase 90
o
, the pattern corresponds to the mature phase of an El Niño with a zonal dipole 

in the equatorial Pacific, and at phase 180
o
, to the discharged phase. 

 

The extension to the off-equatorial region brings out several additional features, i.e., the 

involvement of the off-equatorial Rossby wave proceses (Cai et al., 2005c). At phase 0o, 

upwelling Rossby wave (indicated by negative contours) develops and radiates from the 

eastern boundary. At phase 22.5
o
, the upwelling Rossby wave is reinforced in the off-

equatorial NP in the vicinity of (155
o
W, 17

o
N). Subsequently, the Rossby wave 

experiences a strong growth south of 10
o
N, and propagates westward. It impinges on the 

western boundary, moves equatorward and then reflects back on the equator as an 

equatorial Kelvin wave (phase 25
o
 to phase 67.5

o
). This equatorward movement was first 

identified by (Godfrey, 1975), who named it the Kelvin-Munk wave, and was confirmed 

by the (McCreary, 1983) study.  The reflected Kelvin wave then switches into a 

coastally-trapped wave and propagates poleward along the WA coast, a path discussed by 

previous studies (Clark, 1991; Clark and Liu, 1993;  Meyers, 1996; Masumoto and 

Meyers, 1998;  Potemra, 2001;  Potemra et al., 2002) contributing to a discharged phase 

of an El Niño at phase 180
o
. The evolution described above strengthens the notion that 

the recharge-oscillator paradigm is consistent with the delayed-oscillator paradigm (Jin, 

1997a; 1997b). 

 

 

After reaching the central WA coast, the discharge radiates westward into the IO 20
o
-30

o
 

of longitude. Thus an increasingly large area of the IO is seen to participate in the 

discharge process.  The discharge off WA reaches a maximum approximately three 

months after an El Niño peaks (phase 112.5
o
). Thus some of the signal along the central 

WA coast can be traced to the off-equatorial NP in the vicinity of (155
o
W, 17

o
N), where 

the Rossby wave initially appeared. This NP transmission ``ray-path'' is further discussed 

below in a simple correlation analysis. 

   

3.2.2 The off-equatorial NP ray-path 

 

The off-equatorial NP ray-path is further illustrated by a lag-correlation analysis of D20 

and zonal wind stress anomalies with time series of D20 anomalies averaged over a 

central WA box (Fig. 3.2). To compare with Fig. 3.1, the time series is sign-reversed so 

that a discharge signal is represented by negative correlation. Maximum discharge on the 

WA coast appears at Lag 0, and at Lag -3 it corresponds to an El Niño peak. Overall, 

there is strong similarity between Figs. 3.1 and Fig 3.2, suggesting that the WA anomaly 

is predominantly generated by ENSO processes (Wijffels and Meyers, 2004; Cai et al., 

2005c). 

 

 Some 15 months prior to the maximum of discharge along the WA coast (Lag -15), the 

D20 anomaly pattern resembles that of Fig 3.1a, and the equatorial Pacific is at a 

recharged phase. To the east of Hawaii (20
o
N), negative D20 anomalies develop with 

reinforcing westerly anomalies immediately south.  The anomalies strengthen and 

propagate westward for the next 6 months (Lag -12 to Lag -9) accompanied by the 

westerly anomalies. In the mean time, westerly anomalies develop over the Indonesian  
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Fgiure 3.2:  The relationship between D20 anomalies at the central WA coast (114

o
-

118
o
E, 17

o
-22

o
S) and gridpoint D20 and zonal wind stress anomalies at various lags with 

a 3-month interval. To show a discharge signal at the WA coast at Lag 0, the WA time 

series is sign-reversed before analysis. Positive correlations imply deeper depths, and 

negative lags mean the WA D20 lags.   

 

 

region (Lag -15) and subsequently in the equatorial Western Pacific (Lag -9) with a 

maximum at about 5
o
N (asymmetric about the equator) and join the westerly patch south 
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of Hawaii.  The westerly anomalies then move eastward and southward, reinforcing the 

discharge, especially between 10
o
N and the equator. There is no southern hemispheric 

counterpart. 

 

At Lag -3, the pattern is similar to that of the mature phase of El Niño (Fig. 3.2e). By this 

time, the intense discharge near the western boundary reaches the northwest coast of 

Australia. The westerly anomalies over the equatorial Pacific have become more or less 

symmetric about the equator, and a response in the thermocline begins to develop in the 

Southern Hemisphere. The equatorial westerlies generate a Rossby wave in the southern 

off-equatorial western Pacific (SEWP) region around 160
o
E.  The evolution indicates that 

in some El Niño events easterly nomalies develop over the equatorial EIO and sometimes 

contributes to the development of an IOD event (Yamagata et al., 2004; Feng et al., 

2002). The easterly anomalies raise the thermocline along the Sumatra-Java coast 

(Wijffels and Meyers, 2004), and in the months from June to November induce an 

enhanced evaporative heat loss (Hendon, 2003). Both processes are conducive to the 

development of cold anomalies off the Sumatra-Java coast. Note that NOT all El Niño 

events are associated with an IOD; this is underscored by the small anomaly off the 

Sumatra-Java coast. 

 

      

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.3:  Time series of D20 anomaly at the central WA coast (thick solid) and at off-

equatorial NP (thin solid) (150
o
–155

o
W, 17

o
–22

o
N). Since the WA time series lags that of 

the NP by 9 months, the NP time series is shifted forward by 9 months to maximize the 

correlation.   (From Cai et al., 2005c).  
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At Lag 0, approximately 3 months after the mature phase of El Niño, the signal along the 

central WA coast reaches a maximum. The westerly anomalies in the equatorial Pacific 

have moved further south (Harrison and Vecchi, 1999), the maximum residing at the 

southern equatorial latitudes.  Meanwhile, easterlies develop in the EIO and the far 

western equatorial Pacific (Wang, 2001).  Equatorial Kelvin waves generated by these 

processes and by the off-equatorial Rossby wave reflection contribute to the demise of 

the warm condition in the eastern Pacific. 

 

   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.4:  Time series of D20 anomalies at the central WA coast (black) wind stress 

anomalies in the Niño3.4 (120
o
–170

o
W, 5

o
S–5

o
N) region (red, rescaled for plotting) and 

D20 anomalies in the SEWP (155
o
–160

o
E, 0

o
–5

o
S) region (dashed, rescaled for plotting 

by multiplying a factor of 0.5 because of a larger amplitude than the WA D20 time series). 

(From Cai et al., 2005c).  

 

 

 

One of the surprising results of this analysis is that the discharge in the IO appears to be 

linked to the region near Hawaii (Figs. 3.2d and 3.2e). The link is further illustrated in 

Fig. 3.3, which plots the time series of D20 anomalies along the central WA and averaged 
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over an off-equatorial NP box (17
o
N-22

o
N, 155

o
W-150

o
W). Because the NP time series 

leads the WA time series by about 9 months, the former is shifted forward by 9 months. 

A strong coherence is seen (with a correlation of 0.75 at a 9-month lag, meaning that at 

least 55% of the interannual variance of the WA thermocline anomaly is linked to that 

near Hawaii). The coherence is further highlighted by a common lack of strong D20 

anomalies during the 1997/1998 El Niño. A strong discharge in the 1997/98 event was 

confined in the equatorial Pacific (Meinen and McPhaden, 2000, their Fig.3). 

 

Previous studies (e.g., Wijffels and Meyers, 2004) find that there is little lag between 

anomalies along the central WA coast and the equatorial Pacific wind. Figure 3.4 plots 

the central WA D20 time series (black curve) and zonal wind anomalies averaged over 

Niño3.4 region (red curve). The Niño3.4 (or Niño4) wind leads the WA D20 by one 

month with a correlation of 0.68. The wind leads D20 averaged over a SEWP (0
o
-5

o
S, 

155
o
E-160

o
E) box (dashed curve, Fig. 3.4) by two months with a correlation of 0.85. 

(Note that the SEWP time series shows a large recharge/discharge associated with the 

1997/1998 event.) The small lag of the WA and SEWP thermocline variations relative to 

the equatorial Pacific wind is consistent with the Wijffels and Meyers (2004) result, and 

the small lag among these indices suggests that the NP signal leads all these indices by a 

similar amount of time, about 7-9 months.  

 

The picture that emerges from Fig. 3.2 is that thermocline anomalies initially develop at 

NP some 7 months prior to the mature phase of ENSO. As ENSO develops, the off-

equatorial zonal wind anomalies join the zonal wind anomalies over the northern western 

Pacific and move eastward and southward, reinforcing the NP D20 anomalies as they 

propagate westward and equatorward. Consequently, the peaking of the equatorial Pacific 

wind and the western boundary reflection occur nearly simultaneously. In the subsequent 

2 months, the NP anomaly reaches the WA coast, hence the 9-month lag.  

 

 

3.3 Comparison between the pre-1980 and post-1980 period 

 

3.3.1 Data quality of the SODA-POP analysis 

 

We now use the SODA-POP (see section 2.1.1) reanalysis to examine the robustness of 

the amount of energy that leaves the Pacific via each of the pathway. The reanalysis re-

produces many features of observations. Figure 3.5 compares varies results between 

SODA and the observed GISST data set. You can see that it performs very well. The red 

line is the SODA results, while black line represents the GISST data. First panel shows 

the  Niño3.4 generated by both data. Second panel shows the warm water volume 

anomaly. Warm water volume is the defined as the volume of water above the 

thermocline.  The third panel shows the EIO sea surface temperature anomaly.  As one 

can see the SODA perform quilt well in all the experiments. This gives us confidence in 

using the SODA data. 
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Figure 3.5: Comparisons of SODA and GISST data.  Black line represents SODA, while 

red line represents GISST.  

 

 

 

3.3.2 Decadal difference of the Indo-Pacific transmission  

 

Figure 3.6 displays the lag-correlation between Niño3.4 and D20 at various lags for the 

post-1980 (left column) and pre-1980 (right column) from SODA-POP.  Because of the 

significant differences between ENSO properties, we decide not apply any filtering. The 

ENSO cycle is well simulated in both periods but with noticeable differences. The 

meridional extent is narrower in the pre-1980 period.  This difference, and the feature of 

stronger ENSO since 1980, has been observed by previous studies (Wang, 1995; Wallace 

et al., 1998; Wang and An, 2001).  A central difference is that little signal is transmitted 

into the IO in the pre-1980 period.  
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Figure 3.6: Outputs from the SODA-POP reanalysis (Version 1.4.2), showing correlation 

between Niño3.4 and gridpoint D20 at various lags with a 3-month interval. Positive 

correlations imply deeper depths, and negative lags mean the Niño3.4 lags. Left column 

is for the post-1980 and right column for the pre-1980 period. A value of 0.28 indicates 

statistical significance at 95% confidence level (from Shi et al., 2007). 
 

 

In the post-1980 period (left column), 7-9 months prior to the peak of an El Niño, the 

pattern in the equatorial Pacific (5oS-5oN) shows a recharged phase, but an off-equatorial 

upwelling Rossby wave (indicated by negative contours) develops and radiates from the 

eastern boundary, and is reinforced in the vicinity of (155oW, 17oN). After a strong 

growth en-route westward, it impinges on the western boundary, moves equatorward and 

then reflects back as an equatorial Kelvin wave (Lag -3). The reflected Kelvin wave then 

forces a coastally-trapped wave, which propagates poleward along the WA coast, 

contributing to a discharged phase of an El Niño at Lag 0. The discharge off the WA 

coast reaches a maximum approximately three months after an El Niño peaks (Lag +3). 

Thus some of the signal along the central WA coast can be traced to the subtropical NP. 

This is the subtropical NP pathway described by (Cai et al., 2005c) and SODA-POP 
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simulates this well. The phase speed of the off-equatorial Rossby waves is far faster than 

that of observed Rossby waves (Chelton and Schlax, 1996; Cipollini et al., 2001); 

however, these waves are not free Rossby waves but are strongly controlled by wind 

anomalies or by the atmosphere-ocean coupling (Cai et al., 2005c). 

 

Rossby waves in the pre-1980 period are closer to the equator, mostly within about 10oS-

10
o
N. As a result, there is little transmission via the subtropical NP pathway. This is 

further illustrated in Fig. 3.7, which shows lag correlation between D20 at the NP western 

boundary (Philippine Sea box, 120
o
E-125

o
E, and 12.50

o
N-17.5

o
N) and D20 everywhere. 

To compare with Fig. 3.6, the Philippine Sea D20 is sign-reversed so that a discharge 

signal is represented by negative correlations. Rossby wave propagation is seen in both 

periods, but in the post-1980 period (left column), there are strong coherence between 

ENSO and NP Rossby waves and clear signal transmission to the WA coast; these 

features are virtually absent in the pre-1980 period (right column).   

 

 
 

 

      

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.7: The same as Figure 3.6, but with time series of D20 in a Philippine Sea box 

(120oE-125oE, 12.5oN-17.5oN). To show discharge signals the Philippine Sea D20 is 

sign-reversed before analysis for comparisons with Figure 3.6 (Shi et al. 2007). 
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3.3.3 Decadal difference of the importance of the off-equatorial NP pathway   

 

Does the energy leave the Pacific Ocean via the equatorial pathway in the pre-1980 

period? We conduct a lag-correlation analysis of D20 anomalies with time series of D20 

anomalies averaged over a central WA box (112oE-120oE, 15oS-22oS) (Fig. 3.8). To 

compare with Fig. 3.6, the WA D20 is sign-reversed. Maximum discharge off the WA 

coast appears at Lag 0, and at Lag -3 it corresponds to an El Niño peak (at Lag 0 in Fig. 

3.6). 

 

 

 

 
 

Figure 3.8: The same as Figure 3.7, but with time series of D20 averaged over a central 

WA box (112oE-120oE, 15oS-22oS). To show discharge signals the WA D20 is sign-

reversed before analysis for comparisons with Figure 3.6 (from Shi et al., 2007). 
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For the post-1980 period (left column, Fig. 3.10) there is a strong similarity between Fig. 

3.6 and Fig. 3.8, and the WA anomaly is predominantly generated by ENSO processes. In 

the pre-1980 period (right column, Fig. 3.10), the evolution is vastly different. There is 

little correlation between WA D20 and anomalies elsewhere at most lags, except at Lag -

6, when weak but significant correlations exist in the western equatorial Pacific. 

Corresponding maps of correlation with zonal winds also show a maximum in the 

western equatorial Pacific at Lag -6, implying that some Pacific signals do propagate 

through the equatorial pathway.  Nevertheless, the overall lack of correlation suggests 

that in the pre-1980 period the transmission via the equatorial pathway is so weak that it 

does not manifest above the stochastic noise.  

 

What we have described above is the difference of the statistical properties between the 

two periods.  Within each period, the proportion of energy transmission via each pathway 

varies significantly from one event to another; for example, in the 1997 event, 

transmission via the NP pathway is smaller than that via the equatorial pathway.  Despite 

this, it is rather significant that the statistical property of events over one 20-year period is 

so different from that over another 20-year period, highlighting the existence of an 

underlying mechanism.   

 

The thermocline in the Pacific Ocean has been changing on decadal timescales, and 

affects  the IO (McPhaden and Zhang, 2002; Annamalai et al., 2005). Our results indicate 

that the stronger post-1980 ENSO discharge signals also contribute to a shallowing 

thermocline in the southern tropical IO and therefore also  affect the development of the 

IOD, by pre-conditioning a shallower  thermocline. This is evident from a better defined 

IOD pattern during the post-1980 period (Fig. 3.6, lowest panel).  

 

 

3.3.4 The dynamics for the decadal difference   

 

Pre-1980 ENSO events are weaker and have a narrower meridional extent than the post-

1980 ENSOs (Fig. 3.6) (Wang, 1995). Does such multidecadal variability in the ENSO 

properties contribute to the difference in the pre- and post-1980 transmission?  We take 

outputs of the new CSIRO multi-century control experiment and examine if similar 

multidecadal variations exist. Time series of WA D20 and Niño3.4 are constructed from 

the coupled model outputs and a 20-year sliding window is used to calculate the 

correlation between them at Lags +3 and +6 (Fig. 3.11, black and blue curve).  We 

calculated more than one lag in case the model transmission signal does not peak at 

exactly the same time as in SODA-POP.  
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Figure 3.9: Coupled model results: a), time series of correlation between Ni˜no3.4 and 

the WAD20 at Lags +3 (black curve) and +6 (blue) (i.e., 3 months and 6 months, 

respectively, after an ENSO event peaks), and time series of standard deviation of 

Niño3.4 (red curve), calculated using a 20-year sliding window; b) and c), patterns of 

one-standard deviation anomalies of SST and zonal wind associated with ENSO for a 

strong transmission period (year 315); d) and e),the same as b) and c) but for a weak 

transmission period (year 215) ( from Shi et al., 2007). 

 

 

The model transmission undergoes similar multidecadal fluctuations: in some 20-year 

periods the correlation is not significant, i.e., little is transmitted or generated; in other 

periods the correlation reaches as high as 0.8 (Shi et al., 2008).  A time series is 

constructed of standard deviation of Niño3.4 using a 20-year sliding window (red curve, 

Fig. 3.9a). The amplitude fluctuates significantly, between about 0.6
o
C and 1.1

o
C. The 

central point is that a strong correlation exists between the standard deviation curve (red) 
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and the Lag +3 curve (black) with a correlation of 0.79: a strong transmission is seen 

when ENSO events are strong, and vice versa. Maps of correlation (not shown) between 

Niño3.4 and D20 everywhere and between the WA D20 and D20 everywhere for the 

strong (centered at year 315) and weak (centered at year 215) transmission periods 

resemble those of Figs. 3.1 and 3 for the post- and pre-1980 periods, respectively. There 

is little involvement of the subtropical NP pathway and the meridional extent of the 

ENSO anomaly is narrower during the weak transmission period (year 215).  

 

These contrasts are also reflected in maps of one-standard deviation anomaly patterns of 

SST and  surface wind associated with ENSO for the strong (left column, Fig. 3.9) and 

weak (right column, Fig. 3.9) transmission periods, reminiscent of the difference between 

the post- and pre-1980 periods in SODA-POP. During strong-ENSO periods, the tropical 

Indo-Pacific system is overwhelmed by ENSO signals; therefore the ratio of “ENSO 

signal to stochastic noise” is greater than that during weak-ENSO periods. To illustrate 

this, we define “signal” as the standard deviation associated with the Niño3.4, determined 

from a linear regression onto the Niño3.4 index, and “noise” as the standard deviation of 

the residual after removing ENSO signals (see Shi et al., 2007 for further discussion). 

Maps of such ratios for D20 for SODA-POP and the coupled model are displayed in Fig. 

3.10. The ratios are generally much larger for the strong-ENSO periods. The results are 

therefore consistent with the multidecadal variation of the Indo-Pacific teleconnection 

depicted in Figs. 3.6-3.9, and provide an explanation as to why in weak-ENSO periods a 

transmission signal might not manifest itself above stochastic noises.   

 
Figure 3.10:  Maps of “signal to noise” ratio defined as the standard deviation of a 

signal over the standard deviation of noise for the coupled model (left column) and 

SODA-POP (right column) in terms of D20. See text for details. Upper row shows 

patterns for a strong transmission period (model year 315, and post-1980) while lower 

low shows those for a weak transmission period (model year 215 and pre-1980 

SODA)( from Shi et al.,(2007). 
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3.4 Contribution of decadal differences to IO temperature trends  

 

Figure 2.4b has already shown the difference in 20oC isotherm between the post-1980 

and pre-1980 period (post-1980 minus pre-1980). It clearly indicated a general 

shallowing in the southern off-equatorial IO region during the positive Interdecadal 

Pacific Oscillation phase which creating a favourable condition for the IOD. Although off 

the Sumatra-Java coast, the difference is small, it has been shown that it affects the winter 

and spring Australian rainfall teleconnection.   

 

 

 
 

Figure 3.11: (a) Observed zonally averaged temperature trend since 1960 (
o
C per 50 

years). (b) The same as (a) but in a model ensemble (eight members) with all forcing 

including solar variability, volcanic, ozone, increasing  aerosols, increasing CO2 . (c) 

The same as (c), but with aerosol fixed at pre-industrial level (from Cai et al., 2007). 

 

 
 

It turns out that the stronger transmission in the post-1980s, compared with the pre-1980 

period, is also an essential ingredient of the structure of the IO warming trend.  Historical 

data (Rayner et al., 1996) show that since 1950 the warming trend of SST is not uniform 

across the SH subtropical latitudes, but is the largest in the IO (see Fig. 1a in Cai et al., 

2007). Such a pattern was not simulated by early climate models, which, under increasing  

CO2, produced a fast warming rate in the northern Hemisphere, and a much slower 

warming rate in the SH subtropical oceans (Cai and Whetton, 2001).  The deficiency was 

attributed to some long-standing problems including a weakly stratified, overly 

convective modelled Southern Ocean (Hirst and Cai, 1994; Toggweiler et al., 1989). 

(b) With increasing 
aerosols 

(c)  Without increasing 
aerosols 

(a)  Observed 
Observed 



 48 

Implementation of an eddy-induced transport parameterization (Gent and McWilliams, 

1990; Duffy et al., 1995) onto the Cox (1987) isopycnal scheme improved the 

stratification but the model problems persisted. The inclusion of increasing aerosol 

forcing reduces the northern Hemisphere large warming rate (Mitchell et al., 1995). Cai 

et al. (2007), show that aerosol forcing also improves the structure of warming trends in 

the SH subtropical ocean, particularly the southern IO sector.  However, one feature of 

the structure cannot be explained without invoking the stronger transmission of the 

stronger El Niño events in the post-1980 period.  

 

Using a new compilation of historical temperature profiles, the IO Thermal Archive 

(IOTA),  Alory et al.(2007) show that the subtropical zonal-mean IO surface warming 

penetrates to an 800m depth (Fig. 3.11a), and that models of the IPCC Fourth Assessment 

Report (AR4) running 20th century experiments capture this surface to deep ocean 

warming trend. The off-equatorial IO surface warming in IOTA is accompanied by a 

subsurface cooling, which displays two centres, one 10
o
S at a 100m depth, and the other 

17
o
S at 400m.  Our results suggest that the subsurface cooling at 100m depth is due to the 

stronger transmission of the ENSO discharge signal in the post-1980 period, as a result of 

stronger and protracted El Niño events since 1980.  

 

Although the majority of the IPCC experiments include an aerosol forcing, there is no 

outputs from the same model that singles out the impact of aerosol forcing. Cai et al. 

(2007) analyse outputs from two newly available ensemble sets, one with aerosols fixed 

at the pre-industrial level and another that incorporates increasing aerosols through an 

interactive aerosol scheme (Rotstayn et al., 2007).  The study finds that once increasing 

aerosol forcing is included, most of the structure is reproduced. This includes the stronger 

surface warming in the subtropical IO than that in other subtropical oceans, the latitude-

depth structure (Figs. 3.11b and 3.11c) with the warming penetrating to 800m, and the 

subsurface cooling at 400m.  The subtropical IO warming and the cooling at 400-m depth 

are  due to a stronger Agulhas outflow and its retroflection, which are in turn driven by an 

aerosol-induced pan-oceanic ocean circulation change. The increasing aerosols cool both 

the northern Hemisphere and SH oceans through a strengthening cross-hemispheric 

transport from the SH oceans to the northern Hemisphere oceans (Cai et al., 2006), 

particularly to the North Atlantic, mitigating an increasing CO2 - induced slowdown of 

the North Atlantic Deep Water Formation (NADWF).  The heat needed to mitigate the 

NADWF is derived from the off-equatorial subsurface ocean, leading to the subsurface 

cooling at 400m.  The subsurface cooling 10oS at 100m does not show up in the Cai et al. 

(2007) analysis. This is because the model does not produce a greater ENSO discharge 

after 1980.  The result highlights that the decadal difference of the oceanic transmissions 

is essential to explain the IO warming structure over the past 50 years.  

 

3.5 Summary 

 

The issue of whether the NP is involved in the transmission of ENSO signals into the IO 

is not addressed in previous studies, although it has been shown to be highly important in 

preconditioning IOD variability and hence Australian rainfall variability. The analysis 

presented here confirms that ENSO discharge/recharge arrives mainly at the central WA 
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coast. The transmission involves an off-equatorial NP ray-path whereby the 

discharge/recharge anomaly, after an initial development near Hawaii, propagates 

westward as a Rossby wave. After impinging on the western boundary, the Rossby wave 

moves equatorward along the Kelvin-Munk ray-path as proposed by Godfrey (1975), and 

reflects as an equatorial Kelvin wave. As the reflected Kelvin wave propagates eastward, 

it impinges on the Australasian continent and moves poleward along the WA coast as a 

coastally-trapped wave radiating Rossby waves into the south IO. Along the above path, 

the NP anomaly reaches the central WA coast some 9 months later.  On-route to the WA 

coast, the anomaly is reinforced by evolving winds that are associated with ENSO. This 

study also finds that off-equatorial Rossby waves play a small part in the 

recharge/discharge during the 1997/1998 ENSO event, with a correspondingly small 

signal along the WA coast despite the presence of a strong discharge/recharge signal in 

the equatorial Pacific. We note however that equatorial Kelvin waves generated by 

easterly anomalies that develop at the mature El  Niño phase in the far western equatorial 

Pacific (Wang, 2001) and by westerly anomalies that move southward from the equator 

(Harrison and Vecchi, 1999) also contribute to the discharge.  

 

Using SODA-POP, we find that in the pre-1980 period, little ENSO signal is transmitted 

to the IO. The lack of transmission results from two interconnected factors: firstly, the NP 

pathway is not involved because of a narrower meridional extent of ENSO; secondly, the 

ENSO events are weaker leading to smaller transmission signals via the equatorial 

pathway that are drowned under stochastic noise. A multi-century coupled climate model 

experiment reproduces these features, confirming that these are not artifacts of the 

reanalysis system. The presence of these multidecadal fluctuations in the model without 

climate change forcing suggests that the stronger discharge in the post-1980 may not be 

greenhouse induced.   

 

We have further shown that because of the stronger and more protracted El Niño events 

since 1980, a stronger discharge signals is generated over the WA coast. This then radiate 

into the IO. Thus, like the stronger easterly winds associated with the El Niño events, the 

stronger discharge also preconditions the IO thermocline, influences the IOD and 

Australian rainfall.  Together with increasing anthropogenic forcing, the stronger 

discharge explains the warming the subtropical IO, in which a surface cooling is 

accompanied by subsurface cooling. It is not clear how the surface warming and the 

subsurface cooling are linked at this stage. An intriguing aspect is that there is no a 

consistent surface heat flux trend based on available heat flux data.  

 

The IOD’s influence occurs mainly in winter and spring. Warming in IO has occurred   in 

all other seasons. In Chapter 4 we focus on the impacts upon NAW DJF rainfall, where, 

in contrast to other regions of Australia, rainfall has been increasing (Shi et al., 2008b).  
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Chapter 4: North West Australian rainfall 

variability and trends 
 

Since 1950, there has been an overall positive trend in rainfall over NWA. Most of the 

rainfall increase occurs during the SH summer season. Few studies have focused on this 

region.  Rotstayn et al. (2007) use 20
th

 century multi-member ensemble simulations in a 

global climate model forced with and without increasing anthropogenic aerosols, and  

suggest that the rainfall increase is attributable to increasing northern Hemisphere 

aerosols.  This chapter investigates the dynamics of the observed trend toward increased 

rainfall and compares the observed trend with that generated in the Rotstayn et al.’s 

model (2007) forced with increasing aerosols. The candidate initiates the original idea 

and carried out the analyses, and receives help from co-authors who conducted the model 

experiments and helped organize the large amount of data. The content of this chapter 

derives from the Shi et al. (2008b) paper (J. Climate, in press), which arises from this Ph. 

D project. 

 
The main findings are summarized below. 

o The observed positive trend in rainfall is projected onto two modes of variability. 

The first mode is associated with an anomalously low MSLP off NWA instigated 

by the enhanced SST gradients towards the coast. The associated cyclonic flows 

bring high moisture air to northern Australia, leading to an increase in rainfall. 

The second mode is associated with an anomalously high MSLP over much of the 

Australian continent. The anticyclonic circulation pattern with northwesterly 

flows west of 130°E and generally opposite flows in northeastern Australia, 

determine that when rainfall is anomalously high, west of 130
o
E, rainfall is 

anomalously low east of this longitude.  

o The sum of the upward trends in these two modes compares well to the observed 

increasing trend pattern.   

o The modeled rainfall trend, however, is generated by a model artifact arising from 

model deficiencies associated with the Pacific cold-tongue bias, and therefore 

different from the dynamics in the model.  

o It is not clear whether, in a model without such defects, the observed trend can be 

generated by increasing aerosols. Thus, the impact of aerosols on Australian 

rainfall remains an open question.  

 

4.1 Background  

 

Runoff in NWA is about 180,000 GL/year which accounts for 60% of Australia’s total 

runoff.  There is a vigorous debate as to how the nation takes advantage of this 

abundance of the water resource in NWA. As discussed in Chapter 1, during the past 50 

years, there has been an overall positive trend in rainfall over NWA (Fig. 4.1). In an 

environment in which decadal-scale droughts have plagued most of the country, and the 

long-term rainfall over southern Australia is projected to decrease further, continued 

upward trends in rainfall may provide a source of future water resources for the nation. 

The observed annual increase is approximately 50% of the climatological value, 
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compared with a 15% reduction over SWWA throughout the same period (Cai and 

Cowan, 2006).   

 

The strong regional contrast of the rainfall trend shown in Fig. 4.1 hides the complexity 

of the climate drivers controlling Australian rainfall.  As discussed in Shi et al. (2008b),  

the influence of ENSO mainly occurs in the eastern Australia region, with El Niño (La 

Niña) events associated with anomalously low (high) rainfall (e.g., McBride and Nicholls, 

1983; Ropelewski and Halpert, 1987; Ashok et al., 2007a). The impact of  variability of 

IO SSTs, such as the IOD,  is experienced mainly over the SEA region  (Nicholls, 1989; 

Saji et al., 1999), in a broad band stretching from the northwest to the southeast of the 

continent (e.g., Ashok et al., 2003; Saji and Yamagata, 2003; Cai et al., 2005a).  To the 

south, the SAM is the dominant mode of the SH extratropical circulation, operating 

beyond the weather scale (Kidson, 1988; Karoly, 1990; Thompson et al., 2000; Hartmann 

and Lo, 1998).  It has been linked to interannual and interdecadal rainfall variations over 

SWWA (e.g., Cai et al., 2005d; Hendon et al., 2007; Cai and Cowan, 2006).  

 

 

 
 

Figure 4.1: Observed annual total rainfall trend (mm) based on the BMRC rainfall data 

over 1951-2000 (from Shi et al., 2008b). Blue colour shows rainfall increase and red 

indicates rainfall reduction. The area in the Northwest corner (dotted line) is defined as 

NWA in this Chapter.  

 

Substantial effort has been devoted to understand the cause of the drying trend over many 

regions (e.g., Smith, 2004; Cai and Cowan, 2006).  For example, along the east 

Australian coast, observed rainfall decreases may reflect an increased frequency of El 

Niño events in the late 20
th

 century, which could be linked to an increase in greenhouse 
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gases. Indeed, coupled atmosphere-ocean GCMs forced by increasing atmospheric CO2 

2have simulated an El Niño-like warming pattern in the Pacific Ocean (e.g., Meehl and 

Washington, 1995; Cai and Whetton, 2000). This suggests the possibility that the 

observed rainfall decrease might be attributable to an El Niño-like warming pattern and 

that future average rainfall might be lower over eastern Australia. To the west, rainfall 

over SWWA is in part linked to a shift of the SAM towards its “positive” state, with 

decreased MSLP over Antarctica and increased MSLP over the SH mid-latitudes (Cai et 

al., 2003a; Cai and Cowan, 2006). It may also be linked to multi-decadal variability of 

the SAM (Cai et al., 2005a) and to land-cover change (Pitman et al., 2004).   

 

Only two previous studies have been conducted on the dynamics of NWA rainfall 

variability and trends.  Wardle and Smith (2004) hypothesized that during the latter half 

of the 20
th

 century, the observed increase in temperature gradient between Australia and 

neighbouring oceans drove a stronger monsoonal circulation. By artificially altering this 

contrast through a change to the land Albedo in a model, they could simulate a rainfall 

increase over the entire continent, with stronger totals over the north. Their experiment 

also generated a temperature response similar to the observed. They inferred that the 

temperature changes were possibly leading to a strengthening of the monsoon and that 

this could be the cause of the increased rainfall. However, the prescribed changes were 

much greater than could be justified based on current knowledge, so the authors left the 

cause of the land-ocean temperature contrast as an open question.  An alternative 

hypothesis for the increased northwest rainfall was suggested by Rotstayn et al. (2007) 

who, by using simulations from a low-resolution coupled GCM, showed that including 

(excluding) anthropogenic aerosol increases in 20
th

 century simulations gives increasing 

(decreasing) rainfall and cloudiness over Australia. Rotstayn et al. (2007) demonstrated 

that the pattern of increasing rainfall, with increasing aerosols, is strongest over NWA. 

This seems consistent with the observed trends.  

 

In this chapter, available observations and reanalysis data were used to examine the 

dynamics of observed rainfall variability over NWA and circulation patterns associated 

with the observed increasing rainfall trend. We then benchmark the performance of the 

climate model used in the Rotstayn et al. (2007) study. Our focus is on whether the model 

reproduces the observed variability and circulation trend associated with the increased 

rainfall (section 3).  Our analyses illustrate that the modeled rainfall change over NWA in 

the Rotstayn et al. (2007) study might be a by-product of a well-known model deficiency 

associated with an equatorial Pacific cold tongue, common in most climate models. The 

cold tongue extends into the EIO, inducing an unrealistic relationship between the EIO 

SST and Australian rainfall (section 4).    

 

 

4.2 Specific details of data, methodology, and model experiments 

 

It is increasingly recognized that anthropogenic climate change can project onto existing 

natural variability modes of the climate system (Clarke et al., 2001).   Thus it is important 

to understand the dynamics of rainfall variability over NWA. To this end we employ 

available observational data and reanalysis described in Section 2.1.1. Seasonal 



 53 

anomalies are constructed for each season into DJF, MAM, JJA, and SON, referenced to 

the respective seasonal average over 1951-2000.  

 

EOF spatial patterns and time amplitude functions (see Chapter 2) are calculated to assess 

the variability pattern of both SST and rainfall.  We use a covariance EOF, and the 

variance of the time amplitude function of an EOF sums to unity, leaving the variance of 

an EOF to be recorded in the spatial pattern. The inter-relationship between various 

circulation patterns is obtained by regressing/correlating grid-point anomalies of a field 

onto an index of a given pattern, for example, the time amplitude function of an EOF, or  

Niño3.4 (170°W-120°W, 5°S-5°N, an index of ENSO).   

 

The linear projection method, described in Chapter 2, is also used to investigate the 

evolution of a given circulation pattern G(x,y) and the extent to which climate change 

signals project onto the given pattern.  As discussed in Chapter 2 and Shi et al. (2008b), 

for a circulation field A(x,y,t), this is carried out in the following way:  for each given 

instant tn, we regress A(x,y, tn) onto G(x,y) to yield a pattern regression coefficient. When 

this is done for all t, a time series f(t) of the pattern regression coefficient is generated.   

 

An objective of the present analysis is to examine if the rainfall trend produced in the 

CSIRO Mk3a model (see Chapter 2) forced with all climate change forcing, including 

increasing aerosols, is generated by the same processes as in the observations. As detailed 

in Rotstayn et al. (2007) and Shi et al. (2008b), these sets of simulations are run with a 

comprehensive aerosol scheme and cover the period 1871 to 2000. Specific details are 

provided in Section 2.1.2.   

 

A multicentury (300 years) control experiment (without climate change forcing) is used 

to examine if the model reproduces the rainfall teleconnection with large scale circulation 

fields. Outputs from the ALL ensemble onto modes of variability in the control 

experiment are projected in the same way as for the observed. The result shows that the 

process by which the modeled rainfall increase is generated is rather different from that in 

the observed. 

 

4.3 Observed characteristics of NWA rainfall 

 

4.3.1 Seasonality of trends and variability  

 

Most of the annual-total rainfall over the NWA region is recorded in warm months,  and 

is strongly influenced by the Australian summer monsoon. As such, summer rainfall is 

about ten times greater than that in the winter season (Fig. 4.2, left column). Although the 

trend over NWA shows up in the annual mean map, it is primarily a summertime (DJF) 

phenomenon (Fig. 4.2e, right column). The percentage (figure not shown) of increase is 

also substantial, reaching about 50% over most of NWA for DJF over the past 50 years. 

By contrast, a reduction occurs over most of eastern Australia in DJF.  In other seasons, 

the trend over NWA is small in absolute terms.  
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Figure 4.2: Observed climatology (left column) and trend (right column) of seasonal 

total rainfall (mm) over 1951-2000 (from Shi et al., 2008b). The data are stratified into 

December-January-February (DJF), March-April-May (MAM), June-July-August (JJA), 

and September-October-November (SON).   

 

 

To understand the dynamics of the rainfall trend it is necessary to examine the forcing of 

rainfall variability as the response to a climate change forcing might project onto existing 

modes of variability. To this end we employ linearly detrended data. Rainfall variability 

over Australia is strongly region-specific as it can be predominately driven by one of the 

global-scale modes of variability, while simultaneously impacted by other modes. Further, 

the relative importance of these modes varies with seasons (Shi et al., 2008b).   
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Figure 4.3: Map of correlation between NWA rainfall and grid-point SST (both linearly 

detrended) for each season using data for the 1951-2000 period (from Shi et al., 2008b). 

Correlation coefficients greater than 0.28 are significant at a 95% confidence level. 

 

 

Maps of correlation between the observed NWA rainfall (averaged over 110°E-135°E, 

10°S-25°S – land points only) and grid-point global SST for each season are depicted in 

Fig. 4.3.  In DJF  (Fig. 4.3a), although the correlation pattern in the Pacific displays a La 

Niña-like pattern, most of the correlation coefficients have an absolute value of smaller 

than 0.27, a value required for a 95% level of confidence.  Correlation of the NWA 

detrended rainfall time series with detrended  Niño3.4 index records a coefficient of 0.29, 

marginally greater than the value for a 95% statistical significance level.  The weak 

correlation is in agreement with the canonical Australian rainfall-ENSO relationship (e.g., 

Ropelewski and Halpert, 1987), which describes an influence mostly over eastern 

Australia.  The correlation in the IO is generally greater than that in the Pacific. As 

already shown in Shi et al. (2008b), the overall pattern resembles that associated with a 
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La Niña phase.  In particular, an east-west temperature gradient along 20°S is rather 

conspicuous with cooling occurring off the WA coast, and relative warming along the 

coast. 

 

There is little significant correlation between NWA rainfall and SST (Fig. 4.3b) in MAM.  

The overall pattern shows a decaying La Niña in the Pacific, and westward propagating 

anomalies in the southern tropical IO. In JJA (Fig. 4.3c), the correlation strengthens with 

a well-defined correlation pattern similar to the map Nicholls (1989) obtained by 

correlating southeastern Australian rainfall with SST anomalies in the IO. Recent studies 

found that this pattern can evolve into an IOD – a coupled ocean-atmospheric 

phenomenon (Saji et al., 1999), which usually starts in JJA, peaks in SON, and end 

abruptly as December approaches. The IOD linkage to Australian cold season rainfall 

variations is found to consist of a broad band extending from the EIO to the northwest 

and southeast of the continent (e.g., Ashok et al., 2003, Cai et al., 2005d). This is 

simulated well by the model (Figs. 4.3c and 4.3d). Since 1950, some IOD events occur 

coherently with an ENSO event,  as a result of their seasonal phase-locking properties 

(Yamagata et al., 2004), giving rise to the strong ENSO-like pattern in the Pacific (Fig. 

4.3d), with the majority of correlations statistically significant at the 95% level. 

  

The above analysis suggests a strong linkage of NWA JJA and SON rainfall with the 

IOD and ENSO, but the linkage is weak in DJF. In particular, warm IO SSTs in DJF are 

not associated with an increase in NWA rainfall (Fig. 4.3a).  To further illustrate this, we 

correlate  a time series of seasonal-mean  Niño3.4 and EIO SST anomalies (averaged 

over 90°E-110°E, 5°S-15°S) with grid-point rainfall anomalies of the same season. The 

results are plotted in the left column of Fig. 4.4 (red colour indicating drier-than-normal 

conditions) for Niño3.4 and the right column for EIO SST.  

 

In DJF (Fig. 4.4, left column) ENSO has a weak influence on NWA rainfall, with warmer 

SST in the equatorial eastern Pacific tending to reduce NWA rainfall. A sizable 

correlation exists in a strip extending from central northern Australia to the southeastern 

regions. In eastern Australia, a significant correlation is present; this is the well-known 

ENSO-eastern Australia rainfall teleconnection (McBride and Nicholls, 1983; 

Ropelewski and Halpert, 1987).  In MAM, large correlations are seen in the central 

southern region. In JJA and SON, a positive Niño3.4 index is associated with decreasing 

rainfall over central eastern Australia.  

 

EIO SST anomalies in DJF tend to affect rainfall over inland Australia (Fig. 4.4a, right 

column), warming EIO SSTs being associated with a decrease in rainfall; the pattern is 

reminiscent of that associated with Niño3.4, although the impact (Fig. 4.4a, left column) 

is not completely identical. The pattern which stretches from the central northern inland 

region to the southeastern inland regions re-emerges with stronger correlations.  However, 

the impact over NWA is weak. If anything, an increase in the EIO SST trend is linked to  

a decrease in NWA rainfall. 
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Figure 4.4: Maps of correlation of Australian rainfall with Niño3.4 (left column) and 

with EIO SST (right column) for each season using data for the 1951-2000 periods (from 

Shi et al., 2008b). 

 

 

 

 

During the MAM season, the impact of the EIO SST on NWA rainfall tends to be 

opposite to that in DJF, but is rather weak. This is indicated by lower correlation 

coefficients.  In the JJA and SON seasons (right column, Figs. 4.4g and 4.4h), increasing 

EIO SSTs are associated with rainfall increases in southern Australia (JJA) and parts of 

NWA (SON). Note that in SON the rainfall correlation pattern with EIO SSTs resembles 
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that associated with  Niño3.4 but with opposing polarities in the correlation coefficients 

(Figs. 4.4d and 4.4h, left and right columns).  

 

Thus, the significant correlation between NWA rainfall with known modes of global SST 

variability only occurs in the JJA and SON seasons, but in these two seasons, there is 

little rainfall trend. In DJF the correlation with either ENSO or IOD is weak.   

 

4.3.2 Variability of DJF rainfall and Indo-Pacific SSTs 

 

In this section, we focus on the DJF rainfall variability. To examine if there is a mode of 

DJF SST variability that dominates the NWA DJF rainfall, we carry out EOF analysis on 

detrended DJF SST anomalies in the tropical IO domain over the 1951-2000 periods. We 

conduct the analysis over this domain, as opposed to the whole Indo-Pacific region, 

because we are interested in the teleconnections influencing NWA rainfall through the 

tropical IO. As described in Shi et al. (2008b), the hypothesis of a forcing on NWA 

rainfall by increasing aerosols relies on an influence from the IO.  The first mode (EOF1) 

accounts for 37.2% of the total variance and mainly describes variations associated with 

ENSO (Cai et al., 2005d), with warm anomalies occupying almost the entire IO basin. 

The correlation between the associated time series and  Niño3.4 for the SST EOF1 in the 

tropical Indo-Pacific domain reaches as high as 0.89.  The EOF1 is the well-known basin-

scale pattern resulting from atmospheric teleconnection with the Pacific. For a 

comparison with the model ENSO in section 4, the anomaly patterns of wind and SST 

associated with El Niño are plotted in Fig. 4.5. An El Niño event generates easterly 

anomalies throughout much of the tropical (10°S -10°N) IO (Fig. 4.5), which 

superimpose on the climatological westerlies, giving rise to a warming and decreased 

evaporation.  The opposite occurs during La Niña.  The correlation between the EOF1 

time series and rainfall resembles that associated with Niño3.4 (Fig. 4.4a, left column); 

an important point is that the correlation is rather weak over NWA. 

 

The pattern of the second mode (EOF2), which accounts for 14.9% of the total variance, 

depicts positive anomalies extending northwest from the NWA coast into the IO. The 

map of correlation coefficients between the time series and Australian rainfall shows a 

general opposite polarity between east and west of 130°E, with correlations bordering on 

95% statistical significance. We shall discuss the linkage of EOF2 with NWA rainfall 

later, when we describe NWA rainfall EOFs.  

 

Thus there is no well-defined SST EOF mode that controls the NWA DJF rainfall 

variability, and the ENSO influence on NWA rainfall is weak.  In any case, the trend of 

ENSO over 1951-2000 can not explain the observed DJF rainfall trend, because there is 

an upward trend in Niño3.4 over the 50-year period. According to the ENSO-NWA 

rainfall relationship shown in Fig. 4.4a (left column), i.e., an increase in rainfall is 

associated with a La Niña pattern; the upward trend in the Niño3.4 would mean a rainfall 

reduction rather than an increase. Indeed, removing the influence of ENSO results in an 

even stronger increasing rainfall trend. For these reasons we remove ENSO in our 

subsequent analysis. This is done by linearly regressing DJF rainfall anomalies onto 

Niño3.4. The associated anomalies are then removed. 
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Figure 4.5: Patterns of SST (GISST, in oC  oC-1) and wind (NCEP, maximum vector 0. 02  

N m-2 oC -1) anomalies associated with ENSO. These are obtained by regressing linearly 

detrended SST and wind fields onto linearly detrended  Niño3.4 (from Shi et al., 2008b). 

 

 

An EOF analysis on the non-ENSO NWA rainfall anomalies in the domain of 110ºE-

135ºE, 10ºS-25ºS is carried out  The EOF1 accounts for 47.2% of the total variance, and 

EOF2 accounts for 12.2% of the total variance (without ENSO). We focus on this limited 

region rather than Australia-wide because the trend is concentrated in this area.  To find 

out the associated pan-Australia pattern, grid-point rainfall anomalies are regressed onto 

the associated time series, with the patterns depicted in Fig. 4.6.  The EOF1 pattern 

reflects the northern-concentration of variance, with small anomalies south of 28ºS. The 

EOF2 pattern (Fig. 4.6b) shows coherence between the regions east and west of 130ºE, 

but of opposing polarities; to the east, anomalies are strongest north of 25ºS, and to the 

west anomalies are largest in the area between 112ºE-125ºE, 18ºS-26ºS. As will be shown, 

the increasing rainfall trend over NWA is a result of the upward trends of these two 

modes. East of 130ºE,  the weights of EOF1 and EOF2 offset, giving rise to the spatial 

feature shown in Fig. 4.2e, as described in Shi et al. (2008b).  When similar analysis is 

conducted with the presence of ENSO signals in rainfall, similar patterns emerge, 

supporting the small impact of ENSO on rainfall in the region.  The correlation between 

the EOF1 time series and  Niño3.4 is 0.28, and between the EOF2 time series and  

Niño3.4 is 0.02, virtually independent from ENSO. 
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Figure 4.6: Patterns associated with detrended DJF rainfall EOF after removing 

variances associated with ENSO  in the domain of 110°E-135°E, 10°S-25°S( from Shi et 

al., 2008b).  These patterns are obtained by regressing grid-point Australia rainfall 

anomalies onto the time series of the EOF1 and EOF2. 

 

 

To obtain the SST pattern associated with the rainfall EOF without ENSO, grid-point 

SST anomalies are regressed onto the two EOF time series with the results shown in Fig. 

4.7.  The regression pattern for EOF1 (Fig. 4.7a) is somewhat similar to that associated 

with Niño3.4 (Fig. 4.5), taking into account of opposite signs. The associated anomalies 

are not spatially uniform, and encompass enhanced east-west gradients toward the NWA 

coast. Shi et al. (2008b) argue that it is the change of the SST gradient, not the SST per se, 

that generates NWA rainfall variability.  Fig. 4.7a suggests that an increased zonal SST 

gradient toward the NWA coast is conducive to a rainfall increase over northern Australia. 

The SST pattern associated with EOF2 (Fig. 4.7b) indicates that warming anomalies off 

west and northwestern Australia promote rainfall over NWA west of 130ºE, but are 

associated with a rainfall reduction east of this longitude.    
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Figure 4.7:  SST patterns associated with EOF1 and EOF2 shown in Fig. 6 (from Shi et 

al., 2008b).  Shown are obtained by regressing SST anomalies onto the time series of the 

EOF1 and EOF2. Units are oC per unit of the EOF time series. 

 

 

 

The fact that the IO SST pattern associated with the rainfall EOF1 without ENSO  

resembles the pattern associated with ENSO, yet the associated rainfall is rather different 

(Fig. 4.4a vs. Fig. 4.6a) raises two important issues. First, patterns of SST variability 

independent of, but similar to that of ENSO can have a significant influence on NWA 

rainfall. Second, the influence on rainfall by this pattern is dependent on the equatorial 

Indo-Pacific SST anomaly structure. In the presence of a La Niña (Fig. 4.4a), the impact 

is vastly different from that without a La Niña (Fig. 4.6a). Further experiments using 

atmospheric models forced by prescribed SSTs are required to unravel the dynamics.  

 

To further understand the dynamical processes of the two rainfall EOFs, NCEP MSLP, 

surface winds, and cloud cover anomalies are regressed onto the two rainfall EOF time 

series and plot the results in Figs. 4.8 and 4.9.  Figure 4.8a indicates that the rainfall 

EOF1 is associated with a decreased MSLP bordering the northwest coast, with a 

cyclonic flow pattern consisting of northwesterlies blowing from the EIO (10ºS) towards 

the NWA coast and northerlies toward northern Australia. These winds pick up the high 

moisture content from the tropical ocean, generating an increase in northern Australian 

rainfall. In association, cloud cover increases over NWA (Fig. 4.9a) and other northern 

Australia regions, consistent with the rainfall EOF1 pattern. In this season the 

climatological mean winds are westerlies, therefore the northwesterlies blowing from the  
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Figure 4.8:  Anomaly patterns of MSLP (mb per unit of EOF time series) and winds (N  

m
-2

 per unit of EOF time series) associated with EOF1 and EOF2 shown in Fig.4.6 (from 

Shi et al., 2008b). Shown are obtained by regressing anomalies onto the rainfall time 

series of the EOF1 and EOF2. The regression coefficients of surface winds are plotted as 

vectors. 

 

 

EIO at 10ºS act to enhance the westerlies and evaporation (figure not shown), generating 

a cooling (Fig. 4.7a) in the tropical EIO. In this way, increasing rainfall over northern 

Australia is associated with anomalously low EIO SST.  Other large scale features seen in 

Fig. 4.8a include strong southeasterly flows extending from the WA coast into the central 

southern subtropical IO, and the flows are supported by an anomalously high MSLP to 
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the west and near-coast low MSLP.  As discussed previously, it is the gradient of SST 

that is important in moving tropical convection, rather than the absolute value of SST 

(indeed there are small anomalies along the NWA coast, Fig. 4.7a). The strong 

southeasterly flows in the subtropical IO are conducive to the cooling offshore seen in 

Fig. 4.7a; indirectly contributing to the enhancement of zonal SST gradients towards the 

NWA coast.  

 

 

 

 
Figure 4.9:  The same as Fig. 4.8, but for cloud cover (from Shi et al., 2008b).  

 

The anomalous circulation associated with the rainfall EOF2, shown in Fig. 4.8b, is 

rather different.  MSLP tends to be higher over the Australian continent.  The associated 

flow pattern shows that, east of 130ºE, northwesterly flows towards the tropical EIO are 
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generated, some veer eastward, and as part of an anticyclonic pattern, turn south along 

the WA coast, and pick up moisture over the ocean along the way.  These high-moisture 

northerlies impinge on the NWA coast and contribute to the high rainfall west of the 

130ºE, whereas eastwards the flows are generally southwesterly over northeastern 

Australia. In this way, rainfall is high west of 130ºE, and low to the east. The cloud cover 

pattern (Fig. 4.9b) shows an increase extending from subtropical EIO southeastwards to 

130ºE, however looking east decreased cloud cover is seen over northeastern Australia.   

 

It will be shown in Section 4 that these two rainfall modes and the associated DJF 

circulation pattern are generally well reproduced by the CSIRO model. However, the 

model also generates an unrealistic circulation mode in this season. 

 

4.3.3 Dynamics of the observed DJF rainfall changes 

 

We have shown that the trend in ENSO over the past 50 years is unable to explain the 

DJF rainfall trend, and that there is no SST mode of variability in this season identifiable 

by the EOF analysis that dominates NWA rainfall variability. Can one understand the 

rainfall increase in terms of the two rainfall EOFs identified in section 3.2? To this end, 

we project DJF rainfall anomalies onto the EOF1 and EOF2 patterns following the 

procedure described in Section 2.2 (also Chapter 2 and Shi et al. (2008b)).  Firstly, for 

each year, the raw DJF observed rainfall anomaly pattern is linearly regressed onto the 

DJF rain EOF1 pattern in the domain of 110ºE-135ºE, 10ºS-25ºS.  This is conducted for 

50 years from 1951-2000, and a time series of regression coefficients is generated, which 

shows an upward trend. Secondly, the total trend in the time series, ∇ f(t), is calculated 

through linear trend analysis. Finally, the trend associated with EOF1 is obtained by 

multiplying the total trend in the time series ∇ f(t) with the EOF1 pattern (Fig. 4.6a). The 

result is plotted in Fig. 4.10a. A similar analysis is carried out for EOF2; the time series 

again displays an upward trend.  The trend due to EOF2 is shown in Fig. 4.10b. The sum 

of EOF1 and EOF2 (Fig. 4.10c) produces an amplitude and a spatial shape of the trend 

that compares quite well with the total trend over NWA (Fig. 4.2e). The amplitude of the 

trend is larger than that shown in Fig. 4.2e in some places. Thus the DJF rainfall increase 

over NWA can be understood in terms of the upward trend of the two EOFs combined. 

This combination is significant because it generates the shape with a northeast-southwest 

orientation.  

 

We have so far excluded the trend in ENSO.  We now include this by regressing 

detrended rainfall onto the detrended Niño3.4 and then multiplying the regression pattern 

with the trend in the raw Niño3.4.  When this is included, it does not change the overall 

trend pattern (Fig. 4.10d), consistent with the fact that the impact of ENSO is small. 

However, as the ENSO trend over the past 50-years serves to decrease NWA rainfall, the 

inclusion of the influence of an ENSO-like pattern further improves the agreement with 

the total trend (Fig. 4.2e). In fact, it is the ENSO-like pattern that is principally 

responsible for the decreasing rainfall trend over the coastal eastern Australia (Shi et al., 

2008b). 
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Figure 4.10: DJF total rainfall trends (mm) over 1951-2000 projected onto EOF1 (a) 

and EOF2 (b), and the sum of them (c) (from Shi et al., 2008b). Since these trends are 

obtained by projecting onto DJF rainfall with variance associated with ENSO removal, 

the ENSO-related trend is generated and added to (c) to yield (d). 
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A similar approach is deployed to calculate the trend in SST associated with the two 

rainfall EOFs. We regress undetrended SST anomalies onto the SST patterns shown in 

Fig. 4.7 for DJF of each year in the domain of 40ºE-120ºE, 40ºS-40ºN.  A time series of 

the regression coefficient is obtained and the total trend is calculated. The trend maps for 

EOF1 and EOF2 are similar to those shown in Fig. 4.7. As in the rainfall trend, the 

associated SST trend is dominated by that associated with EOF1. The combined SST 

trend pattern is shown in Fig. 4.11a, and illustrates a strong zonal SST gradient toward 

the WA coast.   

 

Thus over the past 50 years, ocean warming has projected onto the SST patterns 

associated with NWA rainfall variability encapsulated in the two rainfall EOFs (Shi et al., 

2008b).  This is further demonstrated by comparing the total trend obtained through 

linear regression of the raw SST anomalies (Fig. 4.11b). A pattern of greater warming 

along the WA coast, and hence a greater zonal SST gradient towards WA coast is 

produced. This gradient in Fig. 4.11a reaches about 0.4
o
C over 40

o
 longitude (80ºE to 

120ºE) and is comparable to that in the raw data (a spatially uniform value of 0.35
o
C is 

taken out in Fig. 4.11b).  Sizable warming has occurred north of about 10ºS, the 

dynamics of which is not clear, but in this season, this particular warming does not seem 

to contribute to a rainfall increase over NWA (Fig. 4.3a).  

 

 

 

 
 

Figure 4.11: Panel a), SST trend (
o
C) resulting from the sum of trends associated with 

DJF rainfall EOF1 and EOF2 of DJF rainfall shown in Fig.4.6. These trends are 

calculated by projecting raw DJF SST anomalies onto time series of the DJF rainfall 

EOFs (see text for details). Panel b), the total trend of raw SST. Panels c) and d), the 

same as a) and b) except for MSLP.  A uniform value 0.35
o
C is taken out from b) and a 

value of 1.4 mb is subtracted from d), respectively (from Shi et al., 2008b).     
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Similarly, we have projected MSLP anomalies on the MSLP patterns shown in Fig. 4.8. 

The total trend associated with the two rainfall EOFs is shown in Fig. 4.11c, to be 

compared with the total trend (Fig. 4.11d). Given that it is the pressure gradient that 

drives the wind, to facilitate a comparison, a uniform value 1.4 mb is subtracted 

everywhere. We see that these patterns are very similar supporting the notion that a 

climate change signal has projected onto existing modes of rainfall variability to generate 

the rainfall increasing trend. 

 

Before we leave this section, a brief summary is in order.  We have shown that in DJF 

there is no known SST variability mode that dominates the observed positive trend in 

NWA rainfall. Further, the El Niño-like trend pattern over the past 50-years acts to 

decrease the NWA rainfall, therefore it is unable to explain the observed increase. Instead 

we find that the rainfall increase is attributable to intensification in SST gradients towards 

the coast, west of 130ºE.  In what ensues, we examine the CSIRO climate model 

experiments described by Rotstayn et al. (2007) to see if the same process is responsible 

for an increase in NWA rainfall.   

 

 

4.4 Model rainfall variability and trend  

 

Before we proceed to discuss the model results, it is appropriate to note that the model is 

at a low-resolution and suffers from a common problem in the equatorial Pacific, which 

is too cold and extends too far into the western Pacific, and in this version of the model 

into the EIO (Shi et al., 2008b). In addition, the model ENSO is too weak; the standard 

deviation is about one third of the observed. The period is too long; the spectrum has the 

highest power on the 8-12 years, instead of the observed 3-7 years. We first described the 

trend averaged over the eight-experiments with all forcing including increasing aerosols 

(ALL, see Rotstayn et al., 2007). A 300-year long control experiment, i.e. without climate 

change forcing, is used to examine variability of NWA rainfall in ways similar to those 

conducted for the observed. Finally outputs from the ALL ensemble are used to examine 

if the rainfall trend is generated in the manner similar to that observed.    

  

4.4.1 Seasonality of trends and variability  

 

4.4.1.1 Seasonal trends 

 

As in the observed, the model NWA rainfall mainly occurs in summer months with most 

of the annual total rain recorded in DJF; in fact, the DJF total rainfall is more than ten 

times as large as in the JJA total (Fig. 4.12, left column), and the climatological total 

compares well with the observed. In association, most of the rainfall increase takes place 

primarily in DJF (Fig. 4.12, right column). However the increase is much broader, 

including the eastern Australian region, inconsistent with the observed rainfall.   
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Figure 4.12: Model climatology (left column) from a 300-year control experiment of 

seasonal total rainfall (mm) and trend (right column) in seasonal total rainfall (mm) for 

1951-2000. The data are stratified into December-January-February (DJF), March-

April-May (MAM), June-July-August (JJA), and September-October-November (SON) 

(from Shi et al., 2008b). 

 

 

We will try to understand the dynamics of rainfall variability using a multi-century 

control experiment. In this experiment there is virtually no trend, so detrending analysis 

is not required. The anomalies are constructed with reference to the mean over the 300 

years.  

 

 



 69 

 

 

4.4.1.2 Seasonal correlation between NWA rainfall and global SST 

 

 Maps of correlations between model NWA rainfall and grid-point SST anomalies as in 

the observed (compared with Fig. 4.3 for the observed) are plotted in Fig. 3.13. For the 

DJF season (Fig. 4.13a), the correlation pattern in the Pacific shows a model La Niña-like 

pattern. Unlike the observed, most of the correlation coefficients have an absolute value 

greater than 0.12, a threshold required for a 95% level of statistical significance. In 

particular, the correlation with the eastern Pacific is high, generally greater than 0.4.  The 

high correlation suggests that the model NWA rainfall is overly influenced by the model 

ENSO, a feature that is unrealistic. As discussed in Shi et al. (2008b), this is a 

consequence of the cold tongue problem, which extends into the equatorial EIO, where 

the correlation pattern shows a negative phase of an IOD-like pattern. The warm 

anomalies in the EIO then contribute to an anomalously high rainfall over NWA. Such an 

IOD-like pattern in DJF does not exist in the observations (Fig. 4.3a).  The correlation 

pattern for MAM (Fig. 4.13b) is to that in DJF. Again the correlations with SST in the 

equatorial Pacific and the EIO are unrealistically too strong.  In the JJA and SON seasons 

(Figs. 4.13c and 4.13d), the correlation patterns in the IO resemble the observed and 

reflect basically the IOD-like variation pattern.  

 

Overall, several major differences between the model and the observed emerge. Firstly, 

in the observed, the IOD pattern only appears in JJA and SON, whereas in the model, an 

IOD pattern operates in all seasons. Secondly, in DJF the observed NWA rainfall is 

weakly correlated with ENSO, whereas in the model, correlation with ENSO is far 

greater. Finally, in SON, the correlation of NWA rainfall with equatorial Pacific SST is 

weaker than that in the observed.    

 

The model IOD-like variability pattern in DJF and MAM (Figs. 4.13a and Fig. 4.13b) is 

rather unrealistic. In reality, development of the IOD (with cold anomalies off the 

Sumatra–Java coast) occurs only in JJA and SON (Rao et al., 2002).  Because the 

climatological mean winds in the EIO are easterly south of the equator during JJA, the 

thermocline is located at a shallower depth. The El Niño-generated easterlies increase the 

wind speed and the latent and sensible heat fluxes. Increased upwelling and stronger 

latent and sensible heat fluxes overcome the increased shortwave radiation associated 

with reduced rainfall, leading to the development of a cold pool.  The demise of the IOD 

typically takes place in December after the Australian summer monsoon commences, 

when the mean winds become westerly in the equatorial EIO, and the thermocline is 

deepened so that there is little thermocline-SST coupling. The induced easterly anomalies 

then reduce the wind speed. The associated reduced latent heat flux and increased surface 

shortwave radiation act together to warm the IO, yielding a basin-scale warm anomaly 

(e.g., Klein et al., 1999). 
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Figure 4.13: Map of correlation between modeled NWA rainfall and model grid-point 

SST (both linearly detrended) for each season using outputs from a 300-year control 

experiment. Correlation coefficients greater than 0.12 are significant at a 95% 

confidence level (Shi et al., 2008b). 

 

 

It is apparent that the IOD-like variability pattern is a consequence of the model cold 

tongue that extends too far west, and in this version of the model, into the Sumatra-Java 

coast. As a consequence, the Sumatra-Java coast constitutes a part of the western Pacific 

warm pool and the climatological mean center of convection is situated too far west. This 

center moves eastward and westward with the model ENSO cycle. This is why the 

ENSO-Australian rainfall teleconnection has the strongest impact in NWA but not 

eastern Australia in the model (Fig. 4.13a) (Shi et al., 2008b); this is also why the IOD-
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like pattern in the IO is strongest in DJF. Westward from the warm pool, easterlies 

superimpose on climatological westerlies to generate general warming as in the observed.  

Further, there is also a part of the east-west movement of the warm pool that occurs 

independent of ENSO, and this is reflected in a mode of IOD-like variability after 

removing the ENSO signals.  The main point is that this unrealistic cold tongue structure 

creates a spurious relationship between SST in the EIO and NWA in DJF, in which an 

EIO SST increase is associated with an increase in NWA rainfall, a relationship not 

operating in the observed. 

 

4.4.1.3 Seasonal relationship of NWA rainfall with EIO SST and Niño3.4.    

The unrealistic feature seen above re-emerges in the ENSO-Australian rainfall 

relationship (Fig. 4.14, left column). The unrealistically strong ENSO influence over 

NWA rainfall is accompanied by a lack of an ENSO signal over eastern Australian 

rainfall (Fig. 4.14, left column). This is in agreement with the feature of a modeled 

Pacific warm pool being situated too far west and into the EIO. In MAM the correlation 

pattern with ENSO improves over the eastern and southeastern regions, however over 

NWA, it is far too strong.  While the pattern in JJA resembles the observed; that in SON 

the model completely misses the teleconnection over northern Australia. 

 

The EIO SST-Australian rainfall relationship (Fig. 4.14, right column) in DJF and MAM 

is virtually the mirror image of that associated with ENSO, suggesting a tight linkage 

between Niño3.4 and EIO SST in these two seasons, and again reflecting the feature that 

the EIO is a part of the Pacific warm pool. Similarly, the correlation pattern in JJA 

compares well with the observed, but in SON the EIO SST influence on northern 

Australia is underestimated.  Most relevant to the present study is that in DJF, in which 

the model generates a rainfall increasing trend as in the observed, the model produces a 

spurious teleconnection in which NWA rainfall is unrealistically influenced by model 

ENSO. Therefore, an increasing EIO SST is associated with an increase in NWA rainfall 

in DJF, opposite to that seen in the observed (Figs. 4.4e and 4.14e). 

 

 

4.4.2 Variability of DJF rainfall 

 

4.4.2.1 EOF of DJF SST in the IO  

 

As discussed in section 3.2 and in Shi et al. (2008b), there is no observed mode of DJF 

SST variability in the IO that dominates the NWA DJF rainfall. By contrast, in the model, 

there is, i.e., the model ENSO and the associated SST in the EIO are a part of the 

unrealistic model warm pool (Fig. 4.13a).  In fact, EOF analysis on IO SST anomalies in 

all seasons generates an IOD-like variability pattern, and in DJF the pole in the EIO has 

the largest variance. Correlation between the time series of the DJF SST EOF1 and 

Australian rainfall yields a pattern virtually identical to that shown in Fig. 4.14a. The 

second EOF of DJF SSTs resembles the observed second EOF with a pattern reminiscent 

of that shown in Fig. 4.7b. We will discuss this later. 
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Figure 4.14: Maps of correlation of Australian rainfall with  Niño3.4 (left column) and 

with EIO SST (right column) for each season using outputs from a 300-year control 

experiment model outputs (from Shi et al., 2008b). 

 

 

To further highlight the unrealistic model ENSO feature, Fig. 4.15 plots the pattern 

obtained from regressing SST and surface wind onto a model Niño3.4 index. Compared 

with the observed (Fig. 4.5), there is an overall westward shift of the western Pacific 

anomalies in the model; the model easterlies extend too far into the western IO.  In 

association, east of 110ºE along the Sumatra-Java coast, the model shows westerlies that 
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extend to the western Pacific rather than the observed easterly anomalies.  More 

importantly, there is strong cooling off the Sumatra-Java coast as the warm pool shifts 

eastward, and the variability pattern is IOD-like in the IO domain. 

 

 

 
Figure 4.15: Panel a), pattern of model SST (

o
C 

o
C

-1
, contour) and wind (N m

 -2 
 

o
C

-1
, 

vectors) anomalies associated with model ENSO-like variability (from Shi et al., 2008b). 

These are obtained by regressing model SST and wind anomalies onto the model  

Niño3.4 index in the 300-year control experiment.  Panel b),  EOF2 (16.8% of the 

remaining variance) of model SST and the associated model wind fields (vectors) after 

removing variance associated with ENSO-like variability, and c), correlation between 

time series of model EOF2 shown in b) and model rainfall.   

 

 

It happens that after removing the model ENSO, there is an IOD-like mode that operates 

in DJF. This is realized by conducting EOF analysis on the residual after removing 

anomalies associated with model  Niño3.4, in the tropical IO domain. This mode has an 
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anomaly pattern (Fig. 4.15b) that resembles what is shown in Fig. 4.15a for the IO. This 

is associated with the movements of the warm pool that is independent from ENSO. This 

is another unrealistic feature of the model. This mode also has a sizeable correlation with 

NWA rainfall in the DJF season (Fig. 4.15c).  Indeed a strong correlation is achieved 

over NWA, significant at 95% confidence level.   

 

 

 

 
Figure 4.16: Patterns of model rainfall EOF after removing variances associated with 

ENSO and IOD (see text for details) (from Shi et al., 2008b). Patterns are obtained by 

regressing rainfall anomalies onto the time series of the model EOF1 and EOF2 in the 

domain of 110°E-135°E, 10°S-25°S. EOFs 1 and 2 account for 47.6% and 20.7% of the 

remaining vatiance.  
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4.4.2.2 Rainfall EOF in DJF in the absence of ENSO and IOD 

 

Given that only about one quarter of the NWA rainfall variance is explained by the model 

ENSO and that only a small portion (about 5%) is associated with IOD-like variability 

independent from ENSO, it is appropriate to examine the process that generates the 

remaining variation. To this end, we remove the variance associated with ENSO (Fig. 

4.15a) and IOD (Fig. 4.15b) and apply EOF analysis to the residual rainfall following the 

procedure described in section 3.2.  EOF1 (Fig. 4.16a), which accounts for 47.6% of the  

remaining  variance, is similar to the observed EOF1 (Fig. 4.6a), and reflects a feature of 

a northern-concentration of variance, with little anomalies south of 28ºS. EOF2 (Fig. 

4.16b), which generally resembles the observed rainfall EOF2 (Fig. 4.6b), shows 

coherence between east and west of 130ºE; the east has strong anomalies in the north, and 

the west shows strong anomalies between 112ºE-125ºE, 18ºS-26ºS.  Thus even though 

the model produces several unrealistic features, it still captures important features of 

NWA rainfall variability. 

 

 

 
Figure 4.17: SST patterns associated with model rainfall EOF1 and EOF2 shown in Fig. 

16.  Patterns are obtained by regressing model SST anomalies onto the time series of the 

EOF1 and EOF2. ( from  Shi et al., 2008b).  
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4.4.2.3 Circulation associated with DJF rainfall EOFs 

 

To obtain the SST pattern associated with the rainfall EOF shown in Fig. 4.16, we regress 

grid-point SST anomalies onto the two EOF time series (Fig. 4.17).  The regression 

pattern for EOF1 (Fig. 4.17a)  is generally similar to that associated with the observed 

rainfall EOF1 without ENSO (Fig. 4.7a) in terms of enhanced east-west SST gradients 

towards the WA coast, although the location of maximum anomalies is somewhat 

different.   The SST anomaly pattern associated with EOF2 (Fig. 4.17b) is also similar to 

that shown in Fig. 4.7b with warming anomalies near NWA.   

 

The circulation pattern in terms of MSLP, surface winds, and cloud cover are similarly 

obtained (Figs. 4.18a and 4.18b, and Figs. 4.19a and 4.19b). Despite the model’s absence 

in the model of a strong subtropical high pressure anomaly center, which is rather 

prominent in the observed (Fig. 4.8a), the results generally support the notion that similar 

dynamical processes operate in the model. Associated with the rainfall EOF1 is a 

cyclonic flow pattern centered off NWA with northerlies advecting high moisture air 

mass to northern Australia (Fig. 4.18a), contributing to the high rainfall, with consistently 

higher cloud cover (Fig. 4.19a).  By contrast, an anticyclonic pattern is associated with 

EOF2, with anomalously high MSLP over Australia with northwesterlies west of 130°E 

picking up moist air before impinging on the WA coast; east of 130°E, there are 

southerly anomalies to the north and decreased cloud.  Thus it seems that, except for the 

unrealistic ENSO and IOD-like patterns and the associated unrealistic rainfall 

teleconnection, the model does realistically capture the dynamical mechanisms as 

revealed in the observations.     

 

However, these two modes appear to be weaker than the observed. Comparing Figs. 4.18 

and 4.19 with Figs 4.7 and 4.8, we see that the model anomalies are approximately half of 

observed; similarly, the model MSLP and wind stress anomalies are also much weaker. 

 

 

 

4.4.3 Dynamics of DJF model rainfall trend with increasing aerosols 

 

How much is the model DJF rainfall increase (Fig. 4.12a) projected onto the DJF rainfall 

EOFs 1 and 2 (Figs. 4.16a and 4.16b) and onto ENSO-like pattern (Fig. 4.15)? We 

project raw DJF rainfall outputs from the ALL ensemble onto the two EOF patterns for 

each year from 1951 to 2000. A time series of pattern regressions for each mode is 

obtained and the trend is calculated.  Multiplying the total trend in the time series with 

the EOF patterns gives the trend associated with EOF1 and EOF2. We find that there is 

little trend embedded in the two EOFs; their sum accounts for less than 10% of the total 

trend. 
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Figure 4.18:  Anomaly patterns of MSLP (mb per unit of EOF time series) and winds (N  

m
-2

 per unit of EOF time series) associated with DJF rainfall EOF1 and EOF2 in the 

300-year control experiment. Patterns are obtained by regressing model MSLP 

anomalies onto the time series of the rainfall EOFs (from Shi et al., 2008b).  
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Figure 4.19:  As in Figure 4.18, but for the cloud cover (from Shi et al., 2008b). 

 

 

Similarly, we project SST outputs from the ALL ensemble onto the model ENSO pattern 

(Fig. 4.15) to obtain a time series of pattern regression coefficients, from which the total 

trend is obtained. Separately, we regress the control DJF rainfall onto the control  

Niño3.4 to obtain a regression pattern, which describes how rainfall varies with ENSO. 

The pattern is similar to that shown in Fig. 4.12a.   Multiplying the total trend in the time 

series with the regression pattern gives the trend map associated with ENSO. We find 

that the increasing rainfall trend in this set of experiments is not associated with an 

ENSO-like trend pattern.  
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Most of the rainfall trend is attributable to the unrealistic teleconnection of NWA rainfall 

with the EIO SST in this season, embedded in the control run, as shown in Fig. 4.14e. 

Regressing grid-point DJF rainfall anomalies onto the time series of DJF SST in the EIO 

(90°E-110°E, 5°S-15°S) in the control run yields a map of a regression pattern, 

G(x,y)control, similar to that shown in Fig. 4.14e describing the relationship between 

Australian rainfall and the EIO SST.  In the presence of the aerosol forcing, there is an 

increase in the EIO SST incorporated in an IOD-like trend pattern (Fig.  4.20). There are 

indeed increased SST gradients toward WA, but they are weaker than the observed (Fig. 

4. 21). More importantly, the pattern is overwhelmed by the large increase in SST off the 

Sumatra-Java coast.  The trend of a time series of DJF SST over the EIO box in the ALL 

ensemble, ∇ f(t)All, is calculated, multiplying ∇ f(t)All  with the regression pattern 

G(x,y)control  generates a total trend that is due to the unrealistic model relationship of EIO 

SST with Australian rainfall (Fig. 4.20). Comparing with Fig. 4.12e, we see a good 

agreement, supporting that most of the DJF rainfall increasing trend in the ALL ensemble 

is caused by the unrealistic teleconnection in the model. 

 

 
Figure 4.20: Panel a), Model DJF SST trend pattern (oC) with all forcing imposed (ALL 

ensemble). Panel b), total trend (mm) of the DJF rainfall estimated from the unrealistic 

relationship between EIO SST and Australian rainfall in the 300-year control experiment 

(from Shi et al., 2008b). 
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The process that leads to the increase in the EIO SST has been explored in Rotstayn et al. 

(2007). In brief, the north-south thermal gradient (cooler in the northern Hemisphere) 

cause changes in the surface winds, which tend to flow from the cooler equatorial to the 

southern tropical regions, but are deflected to the left such that along the Sumatra-Java 

coast trend of northwesterlies is generated, depressing the thermocline and generating the 

warming, accompanied by an increasing rainfall trend over the EIO, extending into the 

NWA. 

 

4.5 Discussion 

 

Most Australian regions have experienced decreasing rainfall trends since 1950.  NWA is 

a rare exception where a substantial increasing trend is observed.  Using 20
th

 century 

multi-member ensemble simulations in a global climate model forced with and without 

increasing anthropogenic aerosol forcing, a recent study by Rotstayn et al (2007) suggests 

that the increasing rainfall trend over NWA is attributable to the increasing Northern 

Hemispheric aerosols. The present study investigates the dynamics of the observed trend 

and compares with that seen in a climate model.  We benchmark the model results in 

terms of drivers of NWA rainfall variability for each season, and examine the possibility 

that the increasing rainfall trend projects onto existing modes of variability.    

 

It is found that the observed rainfall variability over NWA is weakly correlated with 

ENSO in all seasons, and features a weak decrease during an El Niño and a small 

increase during a La Niña event. In JJA and SON, NWA rainfall is influenced by IOD 

variability. An increase in NWA rainfall is normally linked to an increased SST in the 

EIO. In DJF, NWA rainfall tends to increase when a La Niña event generates basin-

scaled cooling but with increased SST gradients towards the NWA coast. In this way, a 

decreased EIO SST in DJF is associated with an increased NWA rainfall.   The reverse 

occurs during an El Niño event.  The SST trend over the past 50 years shows an El Niño-

like pattern in the Indo-Pacific system, unable to explain the increasing rainfall trend over 

NWA. Indeed, without the impact of the El Niño-like pattern, rainfall increase is greater.  

 

The observed increase in rainfall occurs in the DJF season and is projected onto two 

modes of rain variability. The first mode is associated with an anomalously low MSLP 

off the NWA and WA coast instigated by the enhanced SST gradients towards the coast. 

The associated cyclonic flows bring high moisture air to northern Australia, thus leading 

to an increase in rainfall. The second mode is associated with anomalously high MSLP 

over much of the Australian continent; the anticyclonic circulation pattern with 

northwesterly flows west of 130°E and generally opposite flows in northeast Australia, 

determine that rainfall variability west and east of 130°E is of opposite polarity with 

anomalously high rainfall to the west and anomalously low rainfall to the east. The sum 

of the upward trend in these two modes generates the trend pattern with increasing NWA 

rainfall as shown in Fig. 4.1. 

 

The total SST trend associated with the two EOFs resembles that of the raw SST in the 

sense that both show increased gradients towards the NWA coast. It is not clear what 
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drives the increased SST gradient along the coast. An enhanced Leeuwin Current with 

intensified onshore flows would be consistent with this change in the SST gradient. But 

the Leeuwin Current is strongest in the Southern Hemisphere winter and is highly 

correlated with ENSO, with a weakening current during an El Niño event. Over the past 

50 years an El Niño-like warming pattern has occurred in the Pacific, which would mean 

a weakening Leeuwin Current, and is therefore not consistent with the dynamics 

presented here. A detailed study on the cause of the increased east-west gradients toward 

the coast is beyond the scope of the present study. 

 

With increasing aerosols, the ensemble mean generates a realistic seasonal trend. As in 

the observed, the model rainfall increase occurs in the DJF season.   Further, in the 

corresponding control experiment (no external forcing), modes of NWA rainfall 

variability are similar to the observed after removing the unrealistic features associated 

with model ENSO and variability over the IO.  However, the model rainfall trend appears 

to be generated by processes that are not operating in the real climate system. As in other 

models, the model suffers from an equatorial cold-tongue bias: the tongue of anomalies 

associated with ENSO extends too far west into the western Pacific.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.21: Panel a), Observed DJF SST anomalies (
o
C) over EIO against NWA rainfall 

(mm).  Panel b), the same as a) but from the 300-year control experiment.  

 

 

Indeed the model anomaly tongue extends to the EIO with several ensuing consequences. 

Firstly, as the position of the warm pool moves in the zonal direction with the model 

 

    Model: 
Positive 
slope 

   Observed: 
Negative 
slope 
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ENSO-like events, the strongest Australian rainfall-ENSO teleconnection lies in NWA, 

rather than the observed northeastern Australia (Shi et al., 2008a).    Secondly, in all 

seasons, the IO has an IOD-like variability pattern; in DJF, apart from an IOD-like 

pattern that is linked with ENSO, there is also an IOD-like pattern that is independent 

from ENSO; neither is realistic as the observed IOD only operates in the JJA and SON 

seasons. This unrealistic presence of IOD-like variability in DJF induces an unrealistic 

EIO SST-NWA rainfall relationship, with an increasing SST in the EIO being associated 

with increasing NWA rainfall. In the observations an opposite relationship exists. The 

opposing relationship is highlighted in Fig. 4.21, which highlights the model problem: the 

relationship between EIO SSTs and NWA rainfall is a model artifact.  

 

In the presence of increasing aerosols, a significant SST increase occurs in the tropical 

EIO with an overall pattern resembling the negative IOD phase. As a result, the modeled 

rainfall increase can be accounted for by the unrealistic relationship between model EIO 

SST and NWA rainfall that operates in the control experiment. This unrealistic 

relationship results from the model cold tongue problem.  It is not clear if a model 

without such defects will produce the observed rainfall trend under forcing of increasing 

aerosols.  Further modeling studies are therefore needed to properly evaluate the impact 

of aerosols on Australian rainfall.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.22: Time series of 50-year trends of NWA DJF rainfall obtained using a sliding 

window applied to the multi-century control experiment of Mk3.5 without climate change 

forcing, a) total 50-year trend, and b) percentage of climatology.  

 

 

 

One possibility is that the observed rainfall increasing trend is driven by multidecadal 

variability. We have examined this by using outputs of a multi-century control 

experiment with the CSIRO Mk3.0 without any climate change forcing.  In this version 

a)

b)

a)

b)
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of the model, the cold tongue bias is not as strong, and there is no IOD mode in DJF. It is 

found that over a 50-year period, positive trends comparable to the observed in terms of 

total rainfall amount (Fig. 4.22a) and percentage of climatology (Fig. 4.22b) is entirely 

possible without any needs of climate change forcing.  However, since the rainfall 

teleconnection with climate drivers in this model is not realistically produced, the 

associated dynamics have not been examined further.  
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Chapter 5: The future of Australian rainfall 
 

Having addressed the importance of IO SSTs in the dynamics Australian rainfall 

variability and changes, we turn to the impacts of the Tasman Sea SSTs. Over the past 

decades,  ocean warming off Maria Island (148.16oE, 42.36oS) near Tasmania,  

proceeded at a rate fastest that is fastest of the Southern Hemisphere (Pittock, 2003).  The 

associated impacts include substantial changes in the boundaries of the South Pacific 

marine biodiversity.  For example, the New South Wales native sea urchin,  

Centrostepphanus rodgersii, off Australia’s east coast, has been extending its range to the 

Tasmanian east coast since the late 1970s (Edgar, 1997), as has been the introduced shore 

crab, Carcinus maenas, from Victoria to Tasmania (Thresher et al., 2003). How does 

such large warming influence Australian rainfall? 

 

This issue is particularly important as the majority of climate models forced by IPCC 

projections predict a continuation a large warming in the Tasman Sea. In this Chapter, we 

examine the influence of the Tasman Sea temperature anomalies, and interpret future 

Australian rainfall projections in terms of its rainfall teleconnection and that with other 

climate drivers. Main findings are: 

 

o The fast Tasman Sea warming is generated by wind stress curls associated with an 

upward trend of the SAM, a common feature of models forced with IPCC 

projections. 

o A positive SST anomaly over the Tasman Sea is conducive to a rainfall increase 

over the east coast, and understanding this impact is important for interpreting 

future Australian rainfall projections. 

o A realistic simulation of the relative importance of the rainfall teleconnections 

with ENSO, the IOD, SAM, and the Tasman Sea temperature is essential for 

reducing the uncertainty of future rainfall projections. 

 

This Chapter covers contents from the Cai et al. (2005b) and Shi et al. (2008a) papers. 

The candidate contributes to the Cai et al. (2005b) paper by conducting most of the 

analyses, particularly the part that links the changes in the wind stress curl with the SAM 

trend and with the changes in the EAC. The candidate initiates the original idea and 

carried out all the analyses presented in the Shi et al. (2008a), and receives help from co-

authors who conducted the model experiments and helped organize the large amount of 

data and contributed vigorous discussions.  

 

5.1 Background 

 

The SAM has shown an upward trend over the past several decadess (Thompson et al., 

2000; Marshall, 2003; Marshall et al., 2004) with increasing MSLP in the midlatitudes.  

Observational (Thompson and Solomon, 2002) and modelling studies (Sexton, 2001; 

Gillett and Thompson, 2003) indicate that it is, or at least in part (Shindell and Schmidt, 

2004), attributable to ozone depletion over the past decades. Under increasing 

atmospheric CO2, climate models produce increasing midlatitude MSLP incorporated in 

an upward trend of the SAM (Fyfe at al., 1999; Kushner et al., 2001; Cai et al., 2003a). 
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Based on all the IPCC models, Cai and Cowan (2007) suggest that most of observed 

SAM trend is induced by Antarctic Ozone depletion. As CO2 continues to increase, a 

strengthening of the SAM trend is projected into the future, and this is one of the most 

robust and consistent responses of the global climate system to climate change.  

 

To date, the focus has been on impacts of the projected SAM trend upon the climate from 

the stratosphere to Earth's surface, with little attention given to the consequential ocean 

circulation.  Cai et al. (2005b) analyzed outputs of an ensemble of four climate change 

experiments with the CSIRO Mark 3.0 climate model forced by four different 

projections. The results show significant ocean circulation changes of pan-Southern 

Ocean scale. 

 

Majority of models in the IPCC-AR4 predict a tendency for a future increase in summer 

(DJF) rainfall but a decrease in winter (JJA) rainfall in the SEA region (Fig. SPM7, Alley 

et al., 2007). As mentioned above, one of the most prominent features accompanying the 

rainfall changes is a warming rate off the Tasman Sea that is fastest of the SH.  How will 

the fast Tasman Sea warming and the upward SAM trend affect Australian rainfall, 

particularly over the SEA region?  Do their influences explain the seasonal difference in 

the SEA rainfall projection?  

 

In Chapter 1, we have discussed dynamics of rainfall variability in the SEA region. It is 

affected by three “engines:” ENSO (Ropelewski and Halpert, 1987), the IOD (Ashok et 

al., 2003; Cai et al., 2005d) and the SAM (Cai and Cowan, 2006; Hendon et al., 2007). 

The impact of ENSO occurs mainly in summer with an anomalously low rainfall over 

SEA during an El Niño event; the IOD influences the spring and autumn rainfall such 

that when the SST in the eastern pole is anomalously low, rainfall over SEA decreases; 

and a positive SAM phase with an increasing MSLP in midlatitudes tends to increase 

SEA rainfall. The influence, however, is greatest in summer (discussed later), in sharp 

contrast to SWWA, where the SAM influences is strongest in winter and a positive phase 

in winter is associated with a winter rainfall decrease.  In this Chapter, our focus will be 

on how the response of these engines, in addition to the Tasman Sea response, to climate 

change contributes to the seasonality of the rainfall change using outputs of CSIRO 

Mk3.0 climate model, which is one of the IPCC-AR4 model members. The model forced 

under a range of the IPCC emission scenarios produce the IPCC-AR4 median rainfall 

projection in both seasons. 

  

Given that climate change signals tend to project onto existing modes of variability 

(Clark et al., 2001), it is appropriate to examine whether the projected rainfall change is 

consistent with what can be expected from teleconnections associated with the three 

engines  in addition to the impact of the large  Tasman Sea warming.  It is found that 

although some model teleconnection patterns differ from those in the real world resulting 

from common model deficiencies, the seasonal stratification of the projected rainfall 

change is explainable by the super-imposing effects of the existing teleconnection 

patterns in the control experiment.        
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As discussed in Chapter 2, the “Mark 3.0” model (Gordon et al., 2002; Cai et al., 2003b) 

runs without flux adjustments.  As in its previous version, when subject to climate change 

forcing (Cai et al., 2003a), the model SAM exhibits an upward trend. Here we focus on a 

control simulation, and four climate change experiments. The four climate change 

experiments following the A2 (two experiments), A1B, and B1 scenarios all 

incorporating CO2 forcing, direct effect of sulfate aerosols, and ozone depletion. For 

more details about these projections, readers are refered to 

http://www.grida.no/climate/ipcc/emission/089.htm.  Each of the four experiments starts 

from a different time of the control experiment, and together they provide an ensemble 

strategy. The ozone forcing incorporates a full recovery of the ozone content by 2048.  

Despite this, in all warming experiments the SAM shows an increasing trend. In what 

follows, we show changes of a 31-year mean over the period of 2055-2085 averaged over 

the four climate change experiments from a control climate. Although we show only the 

averaged pattern, each individual experiment produces a change pattern that is similar to 

the average, highlighting the robustness of the change. 

 

5.2 Dynamics of the Tasman Sea warming 

 

Strong zonal wind changes take place (Fig. 5.1a), with the maximum located at 60oS.  

Since it is the wind stress curl, not the wind stress itself, that primarily drives ocean 

circulation, we calculate the change of the wind stress curl, which is dominated by the 

meridional gradient of changes in zonal wind stress. An important feature is that although 

the location of the maximum change in zonal wind stress is at approximately 60
o
S 

(Thompson and Solomon, 2002; Gillett and Thompson, 2003), the maximum curl change 

is located at approximately 48
o
S (Fig. 5.1b). Spatially, large increases in the positive 

wind stress curl are observed south of the Tasman Sea and New Zealand. 

 

Sverdrup balance implies a significant change to the wind driven circulation (Godfrey, 

1989).  At 36
o
S the zonal average of curl from the east to the west boundary is 1.4 X 10

-8
 

N m
-3

. Sverdrup relationship produces an intensification of the basin interior transport, 

and an implied EAC transport increase at this latitude of approximately 10 Sv (1 Sv  = 

10
6
 m

3
 s

-1
), or by some 20%. Changes in the modeled barotropic transport streamfuction 

(Fig. 5.1c) confirm a change of this magnitude. Moreover, the strengthening of the EAC 

is part of a larger scale circulation change: the entire southern midlatitude circulation 

intensifies with a large change in the South Atlantic Ocean. 

 

To confirm that the wind stress changes are the major forcing of the circulation change, 

Godfrey’s Island Rule model (Godfrey, 1989) is used to obtain a depth-integrated 

transport streamfunction, using wind stress of the control and warming experiments. As 

Sverdrup circulation requires an eastern boundary (in this case, the South American 

coast), we carry out the calculation to the southern-most latitude 54
o
.  The wind stress 

inputs are interpolated onto a 2x2 degree grid as in the original algorithm, with the 

Indonesian Throughflow Passage open (see section 2.2.4).  
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Figure 5.1: Ensemble-mean change averaged over the period of 2055-2085, a) zonal 

wind stress (N m-2), b) wind stress curl (N m-3 scaled by a factor of 10-6, and c) vertically 

integrated barotropic streamfunction (Sv, 1 Sv = 10
6
 m

3
 s

-1
). Note that compared to 

panels (b) and (c), pane1 (a) has a 5
o
 southerly shift to show the maximum wind change 

is at 60
o
S. The pattern correlation coefficients between individual ensemble members are 

in the range of 0.95-0.98 for a), 0.87-0.95 for b), and 0.93-0.99 for c) (from Cai et al., 

2005b). 
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The wind-driven EAC (Figs. 2.3a and 2.3b) bifurcates at approximately 20
o
S, as again 

shown in Figs. 5.2a and 5.2b. Part of the EAC separates from the coast at approximately 

32oS, the majority passes through the Tasman Sea. The flow then veers northwest into the 

Great Australian Bight, IO, and to the Atlantic Ocean, before it retroflects, forming a 

southern midlatitude inter-basin ``super-gyre,'' linking the South Pacific, Indian and 

Atlantic Oceans (Cai, 2006; Ridgeway and Dunn, 2003; Tilburg et al., 2001). The central 

features are: first, the South Pacific subtropical gyre increases significantly. This is 

clearly seen in the difference plot (Fig. 5.3); second, the increase in the flow passing 

through the Tasman Sea is accompanied by stronger recirculations in the longitudes from 

east of New Zealand to the eastern boundary (the South American coast); finally, the 

Southern Ocean “super-gyre” strengthens and shifts southward (Fig. 5.3).  

 

 

 

 
 

Figure 5.2: Transport streamfunction (Sv) from Godfrey's Island Rule model forced by 

model winds from, a) control experiment, b) ensemble-mean of warming experiments 

averaged over 2055-2085. The pattern correlation coefficients between individual 

ensemble members are in the range of 0.95-0.98 for zonal wind stress change and 0.87-

0.96 for meridional wind stress change (adapted from Cai et al., 2005b).    

 

 

 

The strong resemblance between the wind-driven change (Fig. 5.3) and the total change 

from the model output (Fig. 5.1c) in the midlatitudes means that the midlatitude changes 

in the ocean circulation are primarily driven by the wind changes. Both the coupled 
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model and the Godfrey model predict an annual mean increase of about 10 Sv, or some 

20% of the control experiment, in the EAC flow passing through the Tasman Sea.  In the 

coupled model, the change is also forced by buoyancy forcing and its interactions with 

bottom topography. The positive change of the streamfunction in the longitude band of 

90oE to 160oE (Fig. 5.1c), indicating a local change with a strengthening clockwise 

circulation, is propabably due to these processes, as it is not present in the circulation 

change inferred from the wind (Fig. 5.3) (Cai et al., 2005b). 

 

As discussed in Cai (2006), the reason that the EAC increases more markedly than other 

subtropical gyres is because the southern-most tip of the lateral boundaries of the South 

Pacific gyre are either close to or extend into the zonal strip of strong curl changes. As 

such, the South Pacific gyre is able to tap into the effect of the curl changes integrated 

from the South American coast, through New Zealand, to the East Australian coast. Thus,  

the resultant circulation changes is stronger, broad northward flows in the interior and off 

New Zealand's northeast coast, and swifter narrow southward EAC flows through the 

Tasman Sea as a result of Stommel's westward intensification. 

 

A feature of the poleward shift in wind stress curl is that the EAC also migrates 

poleward. To illustrate this, the latidute where the EAC transport is maximum is 

identified, for one experiment. This is plotted in Fig. 5.4. The southward extension of the 

EAC is very clear. In all other experiments, a similar feature is produced.   Thus, the 

response to climate change forcing of the Southern Ocean includes a strengthening of the 

EAC flow through the Tasman Sea generating a warming rate in the Tasman Sea that is 

the largest of the entire SH.  Below we examine the impact of Tasman Sea warming and 

the response of other climate drivers in determining Australian future rainfall changes. 

 

 

 
Figure 5.3: Change in transport streamfunction (Sv)  from Godfrey's Island Rule model 

forced by model winds as the difference between  the  control experiment and  ensemble-

mean of warming experiments averaged over 2055-2085 (adapted from Cai et al., 

2005b).    
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Figure 5.4: Time series of latitude in which the model EAC reaches a maximum.   

 

5.3 Dynamics of SEA rainfall variability and change 

 

We focus on a control simulation, and four climate change experiments using the CSIRO 

Mk3.0 model. The control simulation is used to examine the relationship of Australian 

rainfall with the three engines of the Australia climate and with the Tasman Sea 

temperature. For this purpose anomalies are obtained referenced to the mean averaged 

over the full 300 years.   Previous studies have described the simulation of ENSO and the 

IOD in this version of the model (Cai et al., 2003b; Cai et al., 2005d). The four climate 

change experiments follow the IPCC A2 (two experiments), A1B, and B1 scenarios that 

all incorporate CO2 forcing, the direct effect of sulfate aerosols, and stratospheric ozone 

depletion. Each of the four experiments starts from a different time of the control 

experiment, and together they provide an ensemble strategy.  More experimental details 

are provided in Cai et al. (2005b).   In what follows, we present changes of a 31-year 

mean over the period of 2055-2085 averaged over the four climate change experiments 

from a control climate. Although we show only the ensemble averaged pattern, each 

individual experiment produces a change pattern that is similar to the average, 

highlighting the robustness of the change. 

 

5.3.1 Changes in summer and winter rainfall in the CSIRO model 

 

Changes in SEA rainfall by the year 2070 in the Mk3 show a clear seasonal stratification. 

In summer, an increase with maximum changes along the eastern coast (left column, Fig. 

5.5a), translates to some 10-20% increase (right column, Fig. 5.5b). The large-scale 

pattern shows that there is a band of rainfall decrease centered at about 45
o
S.  By 
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contrast, in winter (right column of Figs. 5.5a and Fig. 5.5b ), rainfall change shows a 

weak decrease over SEA, and  a zonal strip of decline with maximum reduction over the 

southern-most part of Australia and SWWA.  Throughout SEA, the decrease translates 

into a reduction of some 0-10% (right column, Figs. 5.5a and 5.5b).  

 

 
Figure 5.5: Rainfall changes (a) in mm day

-1
 and (b) in percentage of control 

climatological values.   Left column is for summer (December – February, DFJ) and 

right column is for winter (June – August, JJA) (from Shi et al., 2008a).  

 

 

The zonal strip of rainfall decrease is punctuated by a rainfall increase over the Tasman 

Sea, particular in winter.  As will be examined in section 4 and in Shi et al. (2008a), the 

fast Tasman Sea warming rate promotes convection and rainfall. However, despite this 

effect, winter rainfall shows a reduction over SEA, in contrast to summer rainfall. The 

strongest contrast is seen near the coast.  These patterns resemble those presented in the 

IPCC-AR4  (Fig. SPM7, Alley et al., 2007). Other features include a rainfall reduction in 

both seasons over NWA, where there is little consensus from IPCC-AR4 models. We will 

briefly discuss the cause of the decrease in the Mk3 model. 

  

Below we examine the teleconnection of Australian rainfall with the three climate 

engines and with variability of the Tasman Sea temperature using outputs of the 300-year 

control experiment. The purpose is to examine if one can interpret rainfall changes in 

terms of teleconnections between Australian rainfall and modes of variability in the 

present-day climate system (the control experiment). 
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5.3.2 Australian rainfall teleconnections in the control climate  

 

Given that the largest difference between summer and winter rainfall changes occurs 

along the east coast, we examine the relationship between east coast rainfall and the 

circulation fields in the control experiment.  Correlation between time series of rainfall 

averaged over an east coast box (150oE:155oE, 33oS:38oS) with grid-point circulation 

anomaly fields is conducted. As east coast rainfall increases, rainfall over SEA and the 

Tasman Sea increases in both summer (left column, Fig. 5.6a) and winter (right column, 

Fig. 5.6a).  In both seasons, the imprints of the influence from the three engines are 

evident. A weak La Niña-like pattern in both seasons (Fig. 5.6b), a negative phase of the 

IOD with a warm pole in the EIO in the winter season (right column, Fig. 5.6b), and a 

SAM-like pattern in summer (left column, Fig. 5.6c) only, are all conducive to a rainfall 

increase. In particular, during both seasons, an increase in east coast rainfall is associated 

with anomalous on-shore flows that bring moist air to SEA (Fig. 5.6c). These flows are, 

in principle, geotropically balanced by the MSLP anomalies shown in Fig. 5.6c.  In both 

seasons stronger SEA rainfall is associated with anomalously high the temperature (Fig. 

5.6b).     
 

 

However, there are several significant differences. Firstly, the influence by the EIO SST 

is weak in summer with far smaller correlations there (left column, Fig. 5.6b), when 

compared with correlations for winter (right column, Fig. 5.6b), in which a negative 

phase IOD pattern emerges. This is not surprising given IOD episodes occur only in the 

winter season in the observed (Saji et al., 1999) and as simulated by the present model 

(Cai et al., 2005d). Such a winter influence by the IOD with increasing SEA rainfall 

associated with a warmer SST off the Sumatra-Java coast has also been examined (Ashok 

et al., 2003).  Secondly, in summer the influence from the Tasman Sea temperature is 

stronger than in winter; the correlation in winter the far weaker and more localized (right 

column, Fig. 5.6b) with a lower level of zonal symmetry. However only in winter does 

the SST anomaly “hug” the coast; in summer, there are little SST anomalies immediately 

off the SEA coast. Finally, as will be discussed later, the summer MSLP anomaly pattern 

(left column, Fig. 5.6c) strongly resembles the summer SAM pattern (left column, Fig. 

5.6c) with the midlatititude anomaly center located at some 45
o
S; such is not the case in 

winter, when the MSLP anomaly pattern (right panel, Fig. 5.6c) has the maximum 

correlation located at 50oS, far further to the south than the winter SAM pattern.  
 

As discussed in Shi et al. (2008a), these differences reflect the varying importance with 

seasons of the three engines and variations of the Tasman Sea temperature in controlling 

SEA rainfall. In summer, it appears that the SAM and the Tasman Sea SST are important, 

although the two factors may be linked; in winter, the IOD and the Tasman Sea 

temperature appear to be significant, but the influence of ENSO and the SAM is less 

clear. In what follows, we will explore in more details how each engine affects rainfall in 

SEA.   
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Figure 5.6: Correlation between time series of east coast rainfall (averaged over 

150
o
E:155

o
E, 33

o
S:38

o
S) and rainfall everywhere (a), SST (b), and MSLP and wind 

vectors (c).   Left column is for summer and right column is for winter. An absolute value 

greater than 0.115 is statistically significant at a 95% confidence level. Maximum vector 

represents a value of 1.4 (from Shi et al., 2008a). In (c), maximum vector indicate and 

correlation coefficient of 1.     

 

 

 

 

5.3.2.1 The Tasman Sea temperature anomalies and Australian rainfall. 

 

The analysis is in part motivated by an investigation of the impact of the large Tasman 

Sea warming, but the left column of Fig. 5.6b shows that in the summer season there is 
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little relationship with SST immediately off the coast. It turns out that the strongest 

influence on rainfall by SST variability immediately off the east coast resides outside the 

box where the rainfall time series is taken. Figure 5.7 plots correlation between a time 

series of SST anomaly averaged over a box immediately off the east coast (150oE-155oE, 

32oS-38oS) with rainfall fields (Fig. 5.7a). In summer, an anomalously high SST 

“hugging” the coast (left column, Fig. 5.7b)  is associated with a rainfall increase over 

southern-most SEA, and the impact extends from the coast to the inland; in winter the 

impact is generally weaker and more confined to area along the coast (right column, Fig. 

5.7b). This aerial difference is associated with the fact that in summer the subtropical 

ridge is farthest to the south, and SEA is able to be impacted by episodic easterlies 

events; whereas in winter, the stronger westerlies over SEA ensure that the impact is 

mainly downstream and weaker.   An examination reveals that a higher SST along the 

coast promotes convection, cloud formation, and rainfall. The high SST has a tendency to 

increase evaporation, however, the associated decreasing midlatitude westerlies tend to 

offset this effect, giving rise to a net small signal in evaporation. Overall, Fig. 5.7 shows 

that a warm anomaly immediately off east coast is conducive to rainfall in southern SEA 

in summer and along the coast in winter.   

 

 

 
 

 

Figure 5.7: Correlation between time series of east coast SST (averaged over 

150oE:155oE, 33oS:38oS) and grid-point rainfall (a) and SST (b).  Left column is for 

summer and right column is for winter. 
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5.3.2.2 The impact of ENSO  

 

The impact of ENSO is realized by correlating the model NINO3.4 index (SST anomalies 

averaged over 170oW-120oW and 5oS-5oN) with rainfall (Fig. 5.8a). As in many other 

models, Mk3 suffers from a common deficiency in the simulation of the equatorial 

Pacific SST structure (see Cai et al., 2003b for a detailed description). The mean state in 

each season features a cold tongue that extends too far west, and a western Pacific 

warming pool and the associated rising branch of the Walker circulation that are 

“pushed” too far into the Western Pacific. Further, the cold tongue is too narrow and too 

equatorially confined. As a consequence, ENSO anomalies along the equatorial Pacific 

extend too far west and are too equatorially confined as well (Fig. 5.8b), leading to an 

unrealistic relationship between ENSO and NWA rainfall:  during a La Niña summer 

(left column, Fig. 5.8a) the western Pacific convection center moves westward, 

increasing rainfall over NWA as well as northeast Australia, and vice-versa during an El 

Niño. In reality, ENSO mainly affects the eastern Australia, particularly in the northeast 

(McBride and Nicholls, 1983; Ropelewski and Halpert, 1987). Thus there is an 

unrealistic relationship between NWA rainfall and ENSO in the model. Further, linked to 

the equatorial confinement of the anomaly, the influence in SEA is weak. 

  
  

 
Figure 5.8:  The same as in Fig. 5.7, but between NINO3.4 grid-point rainfall (a) and 

SST (b) (adapted from Shi et al., 2008a).  
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In winter, however, ENSO’s influence on SEA rainfall is rather strong (right column, Fig. 

5.8a). The influence is achieved through a strong linkage between the model ENSO and 

the model IOD. As discussed in Cai et al. (2005d), in the present version of the model, 

the majority of the IOD events commence their development in the year when an El Niño 

reaches a matured phase (showing only weak negative SST anomalies over Sumatra-Java 

coast in the right column of Fig. 5.8b), but peak in the ensuing winter and spring seasons; 

and there is virtually no independent IOD events.  As a result, the ENSO-rainfall 

relationship in part arises from this unrealistically strong linkage between model ENSO 

and the model IOD. Regardless of the timing of the model IOD, when the EIO is 

anomalously low, SEA rainfall decreases, with less northwest cloud band events reaching 

SEA (Nicholls, 1989).  As will be clear, the weak influence on SEA rainfall from ENSO 

in summer and the strong impact from the IOD in winter (see section 4.3) significantly 

contribute to the seasonal difference in SEA rainfall projection.   

 

5.3.2.3 The impact of IOD 

 

To gain further insight on the influence of SST variability in the EIO, we conduct an 

empirical orthogonal function (EOF) analysis on SST anomalies in an IO domain (20oS-

20oN, 30oE-120oE). The EOF1 time series is then correlated with grid point rainfall and 

SST anomalies as shown Figs. 5.9a and 5.9b. As in previous figures we show correlation 

maps rather than the EOF patterns to facilitate comparisons. In summer, IO variability is 

by and large driven by easterly anomalies associated with ENSO: as the Australian 

summer monsoon commences in December, the mean winds become westerly in the 

equatorial EIO. The induced easterly anomalies then act to reduce the wind speed. The 

reduced latent heat flux, along with increased surface shortwave radiation, warms the 

EIO, yielding a basin-scale warm anomaly. This basin-scale anomaly has been 

traditionally described as the response of the IO to ENSO (e.g., Klein et al., 1999; 

Chambers et al., 1999). In association, the rainfall correlation pattern with IO EOF1 (left 

column, Fig. 5.9a) is somewhat similar to that associated with ENSO featuring an 

unrealistically weak teleconnection with SEA rainfall and an unrealistically strong 

correlation with NWA rainfall.  

 

For the winter season, the EOF1 reflects the matured phase of the IOD, that is, 6 months 

after an El Niño peaks and the equatorial Pacific is in a neutral phase or is entering an 

early La Niña phase (right column, Fig. 5.9b), a strong band of rainfall teleconnection 

extending from the EIO is seen when the EIO SST is anomalously low, and SEA rainfall 

decreases (right column, Fig. 5.9a).   

 

5.3.2.4 The impact of the SAM 

 

To further highlight the role of the SAM on SEA rainfall variability, we conduct 

correlations between the model SAM (MSLP EOF1) time series and circulation fields 

(Figs. 5.10a and 5.10b). Again to facilitate comparison with what is shown in Fig. 5.6, the 

SAM pattern is shown as maps of correlation between the EOF1 time series and MSLP 

anomalies (Fig. 5.10c).  On interannual time scales, the SAM reflects variations of the 
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subtropical ridge (Cai and Cowan, 2006), which is located furthest to the south in 

summer but furthest to the north in winter. As a consequence, the center of variability in 

the summer SAM is located further south than the winter SAM (Cai and Cowan,  2006). 

 

 

 
Figure 5.9:  The same as in Fig. 5.7, but between IO SST EOF1 and grid-point rainfall 

(a) and SST (b) (from Shi et al., 2008a). 

 

In summer a positive SAM phase is conducive for SEA rainfall, particularly along the 

east coast, where anomalously high rainfall is seen to cover most of the Tasman Sea (left 

column, Fig. 5.10a). The associated SST anomaly pattern resembles that shown in Fig. 

5.6b (left column), that is, a positive SAM phase is associated with a positive SST 

anomaly in the Tasman Sea. The associated circulation pattern, with on-shore flows 

bringing moist air towards the coast, is also similar (left column, Figs. 5.10c and 5.6c). 

The strong resemblance highlights the significant impact of the SAM in driving SEA 

rainfall variations.  Although an upward trend of the SAM over a long time generates a 

stronger EAC advecting more warm water south (Cai et al., 2005b), the time scale 

involved is for Rossby waves to transverse the Pacific from the eastern boundary (Pacific 

side of the South American coast), which is of the order of some 20 years at 45
o
S (Qiu 

and Chen, 2006, Shi et al., 2008a).  The correlation shown in the left column of Fig. 

5.10b does not reflect this, because if this process is occurring, strongest anomalies 

should be found immediately off the coast.  This is not the case. Instead, it represents 

variations on much shorter time scales associated with local variations of a high wave-

number built in the SAM pattern: a high MSLP reduces cloud cover, and increases 

radiation into the ocean, generating warming anomalies (Cai and Watterson, 2002). 
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Figure 5.10: The same as in Fig. 5.6, but between MSLP EOF1 (the SAM) time series 

and circulation fields (Shi et al., 2008a). In (c), maximum vector indicate and correlation 

coefficient of 1.     

 

 

In winter, in association with a positive SAM phase, rainfall increases along the east 

coast, both off shore and inland, but reduces over the southern-most Australia and 

SWWA. The SST anomalies associated with the SAM (right column, Fig. 5.10b) are 

rather weak, and are located further to the north in comparison to the summer season (left 

column, Fig. 5.10b); the maximum correlation situates along the coast. The associated 

flows are conducive for rainfall increase along the coast. Comparing the flow and MSLP 

patterns shown in the right column of Fig. 5.6c with the corresponding patterns 

associated with the SAM (right column, Fig. 5.10c), we see that maximum MSLP and 

flow anomalies associated with the SAM are located further north. Thus a positive SAM 

does not provide the most favorable condition for rainfall along the east coast. However, 

a positive SAM is conducive for a rainfall increase along the coast (Shi et al., 2008a).   
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5.4 Interpretation of rainfall changes  

 

A description is given of the change in circulation fields, which are plotted in Fig. 5.11 

for MSLP, and Fig. 5.12 for SST and other fields. The relationship between rainfall and 

climate engines in the control experiment is then invoked to explain the rainfall changes. 

 

Immediately clear from Figs. 5.11a is that the change in MSLP is SAM-like. To highlight 

this point, the EOF1 of the 300-year MSLP anomalies of the control experiment is plotted 

in Fig. 5.11b. We see that in both seasons the changes in MSLP are mainly projected onto 

the EOF1 pattern as already discussed by many studies (Fyfe et al., 1999; Kushner et al., 

2001; Cai et al., 2003a).  As discussed in section 3 and Shi et al. (2008a), the largest 

difference in the summer and winter rainfall projection lies in the latitudinal distribution 

of a band of rainfall reduction: in winter, the band situates over southern Australia, 

whereas in summer the band located to the south (Fig. 5.5a). The dynamics for this 

latitudinal differentiation in summer and winter reduction is the seasonal difference in the 

MSLP changes (Figs. 5.11a and 5.11b). The maximum positive change in summer is 

situated to the south of that in winter such that no significant positive MSLP trend in 

summer is located over SEA. The seasonal difference in the MSLP changes is in turn 

consistent with seasonal difference in the SAM variability centers.  Overall, the SAM-

like change means that the subtropical ridge is experiencing a poleward shift in both 

seasons.  

 

 
Figure 5.11: Changes of MSLP (hPa) in the warming experiments from the control 

climate averaged over a 31-year period between 2055 and 2085 (a), and   pattern of 

MSLP EOF1 in the control experiment. 
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As already discussed in Cai et al. (2005b), the strong SAM-like trend is associated with 

decreasing mid-latitude westerlies and increasing high-latitude westerlies. The wind 

changes translate into an increase in positive wind stress curl. As a consequence, the EAC 

intensifies and shifts poleward, generating a great warming rate in the Tasman Sea in 

both seasons.  In the Indo-Pacific, the pattern is El Niño-like in summer (comparing left 

column of Figs. 5.12a and 5.12b) and in winter  (comparing right column of Figs. 5.12a 

and 5.12b) in terms of zonal SST gradients,  particularly over the EIO and western 

Pacific regions, it is consistent with previous results (e.g., Meehl and Washington, 1995; 

Cai and Whetton, 2001). 

   

5.4.1 Summer rainfall change  

 

According to the relationship detailed in section 5.3.2, the SAM-like change and the 

Tasman Sea warming are conducive for a rainfall increase over the Tasman Sea and SEA, 

whereas an El Niño-like warming pattern in the equatorial Indo-Pacific contributes to a 

reduction in rainfall. The net effect of these three factors is a rainfall increase, because 

the effect of the El Niño-like warming pattern is far weaker than the combined impact 

from the SAM and the Tasman Sea warming.  This is further illustrated by changes in the 

longwave radiation at the top of the atmosphere, which indicates enhanced convection 

(left column, Fig. 5.12b) and by the reduced surface shortwave radiation (left column, 

Fig. 5.12c) over SEA.   

 

Over NWA, the El Niño-like warming pattern contributes to the rainfall decrease, 

consistent with the unrealistic model relationship between ENSO and NWA rainfall. In 

association, outgoing longwave radiation at the top of the atmosphere decreases (positive 

value in the left column Fig. 5.12a), and incoming shortwave radiation at the surface 

increases (left column, Fig. 5.12b).  However, these changes over NWA result from the 

unrealistic teleconnection between the model ENSO and the model NWA rainfall. It is 

not clear whether in the absence of such an unrealistic relationship, such a rainfall 

decrease will be generated.  

 

A recent study using a model with a comprehensive interactive aerosol scheme (Rotstayn 

et al., 2007) shows that over the past 50 years the increasing level of Asian aerosols is 

responsible for the summer rainfall increase over NWA. In the present version of the 

model, the interactive aerosol scheme is not included, and an ensemble of 4 experiments 

of the 20
th

 century does not produce the observed NWA rainfall increase. Thus, the 

projected rainfall decrease over NWA in this version of the model is not due to a 

decreasing level of aerosols going into the future.    
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Figure 5.12:  Changes averaged over a 31-year period between 2055-2085 of  (a) SST 

(
o
C), (b) longwave radiation at the top of the atmosphere (W m

-2
) , and (c) surface 

shortwave radiation (W m
-2

).   Left column is for summer and right column is for winter.   

 

 

 

5.4.2 Winter rainfall change  

 

In a lower-resolution version of the CSIRO model, Cai et al. (2003a) showed that the 

rainfall decrease over SWWA is linked with an upward SAM trend induced by increasing 

CO2.  In the present model, according to Fig. 5.10 (right column), an upward trend of the 

SAM should lead to the winter rainfall reduction over southern Australia. This is indeed 

the case, and is rather consistent in the IPCC-AR4 models (Fig. SPM7 of Alley et al., 

2007).    

 

For SEA, both an upward SAM trend (right column, Fig. 5.11a) and the Tasman Sea 

warming (right column, Fig. 5.12a) should each contribute to a rainfall increase at least 

along the east Australia coast (though weaker than that in summer), according to what is 

shown in the right column of Figs. 5.7a and 5.10a.  Off the east coast a strong rainfall 
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increase is generated due to the large Tasman Sea warming. However, inland from the 

coast winter rainfall actually decreases.   This is because of a strong tropical impact, 

where warming in the far western Pacific and the EIO is less than that in the western IO 

or the eastern Pacific (right column, Fig. 5.12a). This gives rise to a pattern of change 

reminiscent of a positive phase of an IOD and El Niño in terms of impacts on SEA 

rainfall. Figs. 5.8 and 5.9 (right column) shows that an El Niño and/or a positive IOD will 

weaken SEA rainfall. Indeed, the effect from the positive IOD-like change is so strong 

that it leads to a net rainfall reduction over most of SEA. This is reinforced by a 

consistent decrease in outgoing longwave radiation (right column, Fig. 5.12b) at the top 

of the atmosphere and an increase in surface shortwave radiation (right column, Fig. 

5.12c) stretching from the EIO to SEA. 

     

 

Figure 5.13: Rainfall changes (in mm day
-1

) for all seasons, (a) DJF, (b) MAM, (c) JJA, 

and (d) SON.  

Thus the IO warming pattern plays an important role in driving the winter rainfall change 

throughout SEA. An examination reveals that as in many other models, the Asian 

monsoons increase under a warming climate.  The stronger monsoon drives more 

powerful winds across the IO, contributing to weaker warming in the EIO, which in turn 

leads to a decrease over SEA rainfall, similar to a positive IOD.   
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It is interesting to note that the strengthening monsoon takes place despite the feature of 

an El Niño-like pattern. Historically the influence in the EIO sector from ENSO and 

Asian monsoon tend to oppose each other, with El Niño conditions generally associated 

with weaker monsoons. However, there is evidence indicating that this coupling of the 

Asian monsoon and ENSO systems has begun to break down over recent decades (Kumar 

et al., 1999). The weakening of this relationship can be induced by systematic changes in 

the pattern of Pacific SST anomalies during El Niño events (Kumar et al., 1999), but in 

our model is by a greater transient greenhouse warming of the Eurasian landmass than 

that over the ocean, which has enabled ENSO-independent strengthening of the Asian 

monsoon, as shown in other models (Ashrit et al., 2001; Hu et al., 2000; Shi et al., 

2008a).   This is a feature during the transient period while CO2 is increasing; after CO2 

stabilises the ocean warming will gradually catch up.  Thus, until CO2 stabilization is 

achieved, the Asian monsoon will strengthen further, and maintain an IOD-like zonal 

SST gradient. 

 

 Although we have focused on winter and summer seasons, the change and the dynamics 

in MAM and SON are rather similar to those in DJF and JJA respectively. This is 

partially illustrated in Fig. 5.13.   

 

5.5 Summary and discussion   

 

The majority of the IPCC-AR4 global climate models projects a future rainfall increase in 

summer but a reduction in winter over the SEA region.  In this study, we examine the 

governing dynamics using the CSIRO Mk3.0 climate model, which participates in the 

IPCC-AR4 projection and produces the seasonal contrast of rainfall change.  We find that 

the summer rainfall increase is caused by the large Tasman Sea warming promoting 

convection and an upward SAM trend with easterly anomalous flows towards the SEA 

coast, which are all conducive to rainfall. The rainfall increase resulting from these two 

processes dominate a rainfall-decreasing effect resulting from an El Niño-like warming 

pattern in the equatorial Pacific Ocean.  In winter, the Tasman Sea warming and an 

upward SAM trend both have an impact for a rainfall increase along the coast, but the 

effect of a warming pattern in the Indo-Pacific dominates, with a change in zonal SST 

gradients in the southern tropical IO resembling that of an IOD suppressing rainfall over 

SEA; the resultant impact is a net reduction in SEA rainfall, but over the Tasman Sea, a 

huge rainfall increase is generated as a consequence of the large Tasman Sea warming.   

 

Our result highlights the importance of realistically simulating the teleconnection 

between Australian rainfall and major climate drivers. Although the model rainfall 

teleconnection with the SAM and the IOD is realistic, the model suffers from a Pacific 

cold tongue bias with the warm pool that is too far west and is too equatorially confined. 

We show that this generates an unrealistic relationship between NWA summer rainfall 

and ENSO, with a decrease in NWA summer rainfall during El Niño events. As a 

consequence, an El Niño-like warming pattern is associated with a projected summer 

rainfall increase over NWA. It is not clear whether the NWA rainfall decrease will be 

generated without the model bias. Over the eastern Australia, the model ENSO-rainfall 

teleconnection is too weak, particularly over the south eastern regions. This means that a 
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summer rainfall reduction due to the El Niño-like warming pattern is weaker than 

otherwise expected. Thus, without this model bias, the projected summer rainfall 

increases over SEA might not be as large.  

 

Thus our work underscores the importance of resolving the long lasting issue of the 

Pacific cold tongue bias in projecting future climate. Only through a realistic simulation 

of ENSO, with its telenconnection with Australia rainfall, can the relative importance of 

ENSO in driving climate variability and therefore climate change be represented.  As 

highlighted by Shi et al. (2008a, 2008b), this needs to be treated as a priority area as it is 

crucial for reducing the uncertainty of future Australia rainfall projection. 
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Chapter 6: Conclusions  
 

The present study is motivated by the need to understand dynamics of Australian rainfall 

trends over the past 50 years. In most regions, rainfall has been declining. These regions 

include SEA, south-eastern Queensland, and SWWA. Apart from SWWA, the reduction 

appears to be more severe since 1980s. If these trends continue, it would have significant 

implications for the nation’s water resources. The water shortage across Australia has 

aroused a surge of research interests and investments with strong regional focus. For 

example, the IO Climate Initiative was set up to explore the dynamics of SWWA rainfall 

decline, and the South East Australian Climate Initiative was established to examine the 

impact of climate change on the region’s changing climate baseline.  One exception is the 

NWA, where rainfall has been increasing, which may represent an opportunity, if it 

persists, therefore the dynamics must be investigated. 

 

Upon a careful and comprehensive literature review, three key areas have been identified 

in which a contribution can be made, and in which progress will provide an Australia-

wide assessment: 

o Does the oceanic connection between variability in the Pacific Ocean and in the 

IO also precondition the IOD and hence is linked to the severe rainfall downturn 

since 1980s?  

o What are the dynamics governing variability and trends of rainfall over NWA?   

o What is the future of Australian rainfall, taking into account of possible changes 

in climate drivers and in the ocean-atmosphere circulation?   

 

6.1 Indo-Pacific oceanic teleconnection   

 

Previous studies have shown that through atmospheric teleconnection, the Pacific El 

Niño-like condition since 1980 have a strong influence on IOD, making the occurrence 

more frequent and the intense, which in turn influence Australian rainfall.  The 

teleconnection is conducted through wind anomalies associated with the longer and more 

protracted El  Niño events, raising the thermocline so that it is more conducive to 

development of IOD events.  The focus is on the oceanic teleconntion.  Although the 

ENSO discharge/recharge signals have long been known to transmit into the IO, the 

involvement of the NP is not clear.  We reveal a previously un-noticed subtropical NP 

pathway. NP Rossby waves associated with ENSO impinge on the western boundary and 

move equatorward along the ``ray-path'' of Kelvin-Munk waves, and reflect as equatorial 

Kelvin waves. En-route to the equator, the waves is reinforced by wind stress anomalies 

associated with ENSO. The reflected equatorial Kelvin waves impinge on the 

Australasian continent and move poleward along the northern WA coast as coastally-

trapped waves, radiating Rossby waves into the south IO. The robustness of the amount 

of energy that leaves the Pacific via each of the pathway is then examined using the 

SODA-POP reanalysis and a multi-century coupled model control experiment. We find 

that in the pre-1980 period, little ENSO signal is transmitted to the IO and does not 

involve the subtropical NP pathway. Such multidecadal variability is periodically 

produced by the climate model. Examinations reveal that when ENSO is weak as 
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determined by Niño3.4, their meridional extent is narrow; the associated discharge-

recharge does not involve the subtropical NP pathway.   

 

The longer and more protracted El Niño events since 1980 means that  more upwelling 

Rossby waves transmit to the IO, lifting the thermocline, and contributing to changing 

IOD properties. We have also shown that this feature is essential for explaining the 

temperature trend of the IO over the forty years.  

 

 

6.2 Dynamics of NWA rainfall variability and trend 

 

As mentioned above, there has been an increase in rainfall over NWA since 1950, 

occurring mainly during the SH summer season.  In an environment where decadal-scale 

droughts have plagued most of the country, continued upward trends in NWA rainfall 

may provide a source of future water resources. There have been few studies on NWA 

rainfall. A recent study using 20th century multi-member ensemble simulations in a 

global climate model forced with and without increasing anthropogenic aerosols suggests 

that the rainfall increase is attributable to increasing northern Hemisphere aerosols. One 

implication is that as aerosols decrease, the trend will diminish.  Our analysis investigates 

the dynamics of the observed trend toward increased rainfall and compares the dynamics 

of the observed trend with that in the model.   

 

We find that the observed positive trend in rainfall is projected onto two modes of 

variability. The first mode is associated with an anomalously low MSLP off NWA 

instigated by the enhanced SST gradients towards the coast. The associated cyclonic 

flows bring high moisture air to northern Australia, leading to an increase in rainfall. The 

second mode is associated with an anomalously high MSLP over much of the Australian 

continent; the anticyclonic circulation pattern with northwesterly flows west of 130°E 

and generally opposite flows in northeastern Australia, determine that when rainfall is 

anomalously high, west of 130°E, rainfall is anomalously low east of this longitude. The 

sum of the upward trends in these two modes compares well to the observed increasing 

trend pattern.   

 

The modeled rainfall trend, however, is generated by a different process.  The model 

suffers from an equatorial cold-tongue bias: the tongue of anomalies associated with 

ENSO extends too far west into the EIO.  Consequently, there is an unrealistic 

relationship in the SH summer between Australian rainfall and EIO SST: the rise in SST 

is associated with an increasing rainfall over NWA. In the presence of increasing 

aerosols, a significant SST increase occurs in the eastern tropical IO.  As a result, the 

modeled rainfall increase in the presence of aerosol forcing is accounted for by these 

unrealistic relationships.  It is not clear whether, in a model without such defects, the 

observed trend can be generated by increasing aerosols. Thus, the impact of aerosols on 

Australian rainfall remains an open question, and can only be assessed with the model 

deficiencies overcome.  
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6.3 Australian rainfall under a changing climate  

 

The course of work coincides with the IPCC AR4 process. The majority of climate 

models in the IPCC AR4 project a future rainfall increase in summer but a reduction in 

SEA. The model dynamics governing these changes have not been explored.  This is 

examined using outputs of a participating model, the CSIRO Mk3 model.  

 

One associated common feature in the IPCC AR4 is the warming rate in the Tasman Sea 

that is fastest of the Southern Hemisphere. Therefore, a focus is placed on the dynamics 

and impact of the fast warming rate. We find that an upward trend of the SAM in 

response to increasing atmospheric CO2 concentration, the associated trends of surface 

winds and the curl cause a spin-up of entire southern midlatitude ocean circulation 

including a southward strengthening of the EAC. The intensified EAC advects more 

warm water poleward, generating a warming rate in the Tasman Sea that is greatest in the 

SH.  The fast Tasman Sea warming is conducive to a rainfall increase along the east 

coast. 

 

The summer rainfall increase is consistent with a large Tasman Sea warming promoting 

convection, and with an upward trend of the SAM promoting flows towards the SEA 

coast. The rainfall increase resulting from these two processes dominate a weak rainfall 

decrease resulting from an El Niño-like warming pattern in the equatorial Pacific Ocean. 

In winter, the effect of a Tasman Sea warming and an upward SAM trend lead to an 

increase in SEA rainfall, however, the impact of the Indo-Pacific warming pattern 

dominates: in the IO the warming pattern resembles an IOD in terms of SST gradients, 

leading to a net reduction in SEA rainfall.  Rainfall over NWA is projected to decrease, 

as a result of an unrealistic relationship between ENSO, and the El Niño-like warming 

pattern in the equatorial Indo-Pacific.  The importance of resolving the model Pacific 

cold tongue bias in reducing the uncertainty is highlighted. 

 

Thus our work underscores the importance of resolving the long lasting issue of the 

Pacific cold tongue bias in projecting future climate. Only through a realistic simulation 

of ENSO, with its telenconnection with Australia rainfall, can the relative importance of 

ENSO in driving climate variability and therefore climate change be represented.    This 

must be treated as a priority area as it is crucial for reducing the uncertainty of future 

Australia rainfall projection. 

 

6.4 Future directions  

 

There are many avenues whereby the present study can be extended. Some of these have 

been outlined at the end of each chapter. For example, improvement of Indo-Pacific 

dynamical representations in climate models for realistic simulation of Australian rainfall 

teleconnection.  One which is most relevant is a diagnosis of the behaviour IOD in a 

warming climate in models that realistically reproduce IOD variability. Climate models 

seem to converge on a positive IOD-like warming pattern as global warming continues. 

Since the mean state is the average of interannual variability, it would mean that positive 
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IOD events are becoming more frequent and/or more intense. Thus, it is necessary to 

understand the dynamics behind such a change and subsequent impacts Australian 

rainfall.  The highly relevant context was the 2006 and 2007 cases. As this study is at the 

writing stage, we realised that  we had two consecutive  positive IOD events, one in 2006 

and one in 2007,  and the 2007 episode occurred in an arguably unprecedented setting, 

i.e., in conjunction with a La Niña event.  Is it a manifestation of global warming?  
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List of Figures 

 
Figure 1.1: Cerberus (three-headed dog) of the Australian Climate: one head is ENSO 

(higher temperature in the equatorial Pacific), the second head is the IOD (higher 

temperature in the west and lower in the east of the Indian Ocean), and the third head is 

the SAM (oscillating SLP between high and midlatitudes). The ENSO anomaly pattern is 

obtained by regressing SST anomalies using Globe Sea Ice and Sea Surface Temperature 

data (GISST, Rayner et al., 1996) on an ENSO index, Niño3.4, which is defined as SST 

anomaly averaged over 170
o
W-120

o
W, 5

o
S -5

o
N. The IOD anomaly pattern is obtained 

from EOF analysis on SST anomalies, and the SAM is the EOF1 of NCEP mean SLP 

anomaly (Kalnay et al., 1996).    

 

Figure 1.2: Total rainfall trend over the period 1950-2002 (courtesy of BMRC).  

 

Figure 1.3: Relationship between winter rainfall anomalies over MDB region and winter 

eastern Indian Ocean SST anomalies (averaged over an area bounded by 5
o
S-10

o
S and 

100oE-110oE), and between winter rainfall anomalies over MDB region and winter 

Niño3.4 index. The figure shows that for MDB region, the winter rainfall is influenced 

more by SST in the eastern Indian Ocean. 

 

Figure 1.4: Time series of summer NWA rainfall in terms of percentage of climatology. 

NWA is defined as the area of 110
o
E-130E, 10

o
S-20

o
S.  

 

Figure 1.5:  Wind-drive ocean circulation (in Sv, 1 Sv = 10
-6

 m
3
 s

-1
) calculated using 

NCEP winds, a) over the period of 1948-1967, and b) over the period of 1981-2000. The 

comparison shows a stronger EAC flow passing the Tasman Sea, consistent with what is 

predicted by couple climate models. 

 

Figure 2.1: Upper panel, illustration of the Island Rule in the Indo-Pacific system, 

superimposing on annual mean winds. Three islands are included. For island such as 

Australasia, the circulation around the island can be obtained from the path integral of the 

wind stress around a path like the red loop QRST. Lower panel, transport in (absolute 

value) using NCEP monthly mean winds for Australasia, which is the modeled 

Indonesian Throughflow.    

 

Figure 2.2: Time [years] required for the long baroclinic Rossby waves to traverse the 

South Pacific Ocean from the eastern boundary (from Qiu and Chen, 2006). Notice that 

the contour intervals are not uniform.  

 

 Figure 2.3: Wind-driven climatological circulation for southern summer (upper panel) 

and southern winter (lower panel) based on NCEP winds.  Unit in Sv (1 Sv = 10
6
 m

3
 s

-1
). 

 

Figure 2.4: a Difference in 20-year averaged a) wind stress curl (N m
-3

) based on ERA40 

winds, and (b thermocline depth (m) between the pre- and post-1980 period (post-1980 
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minus pre-1980) based on the Simple Ocean Data Assimilation (SODA) (Carton and 

Giese, 2007). 

 

Figure 2.5: Decadal difference in wind-driven circulation (1981-2000 average minus the 

1960-1980 average). Unit in Sv. The post-1980 period features stronger ENSO, with 

greater discharge of heat from the equatorial Pacific to the tropical latitudes. 

 

Figure 3.1: Evolution of normalized D20 anomaly pattern obtained from CEOF analysis 

in the whole Indo-Pacific domain covering half of an ENSO cycle at a phase interval of 

22.5
o
. Negative values are in dashed ontour. 

 

Figure 3.2:  The relationship between D20 anomalies at the central WA coast (114
o
-

118
o
E, 17

o
-22

o
S) and gridpoint D20 and zonal wind stress anomalies at various lags with 

a 3-month interval. To show a discharge signal at the WA coast at Lag 0, the WA time 

series is sign-reversed before analysis. Positive correlations imply deeper depths, and 

negative lags mean the WA D20 lags.   

 

Figure 3.3:  Time series of D20 anomaly at the central WA coast (thick solid) and at off-

equatorial NP (thin solid) (150o–155oW, 17o–22oN). Since the WA time series lags that of 

the NP by 9 months, the NP time series is shifted forward by 9 months to maximize the 

correlation. (From Cai et al., 2005c). 

 

Figure 3.4:  Time series of D20 anomalies at the central WA coast (black) wind stress 

anomalies in the Niño3.4 (120
o
–170

o
W, 5

o
S–5

o
N) region (red, rescaled for plotting) and 

D20 anomalies in the SEWP (155
o
–160

o
E, 0

o
–5

o
S) region (dashed, rescaled for plotting 

by multiplying a factor of 0.5 because of larger amplitude than the WA D20 time series). 

(From Cai et al., 2005c). 

 

Figure 3.5: Comparisons of SODA and GISST data.  Black line represents SODA, while 

red line represents GISST.  

 

Figure 3.6: Outputs from the SODA-POP reanalysis (Version 1.4.2), showing correlation 

between Niño3.4 and gridpoint D20 at various lags with a 3-month interval. Positive 

correlations imply deeper depths, and negative lags mean the Niño3.4 lags. Left column 

is for the post-1980 and right column for the pre-1980 period. A value of 0.28 indicates 

statistical significance at 95% confidence level (from Shi et al., 2007).. 

 

Figure 3.7: The same as Figure 3.6, but with time series of D20 in a Philippine Sea (PS) 

box (120
o
E-125

o
E, 12.5

o
N-17.5

o
N). To show discharge signals the PS D20 is sign-

reversed before analysis for comparisons with Figure 3.6. 

 

Figure 3.8: The same as Figure 3.7, but with time series of D20 averaged over a central 

WA box(112
o
E-120

o
E, 15

o
S-22

o
S). To show discharge signals the WA D20 is sign-

reversed before analysis for comparisons with Figure 3.6 (from Shi et al., 2007). 
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Figure 3.9: Coupled model results: a), time series of correlation between Ni˜no3.4 and the 

WAD20 at Lags +3 (black curve) and +6 (blue) (i.e., 3 months and 6 months, 

respectively, afteran ENSO event peaks), and time series of standard deviation of 

Niño3.4 (red curve), calculated using a 20-year sliding window; b) and c), patterns of 

one-standard deviation anomalies of SST and zonal wind associated with ENSO for a 

strong transmission period (year 315); d) and e),the same as b) and c) but for a weak 

transmission period (year 215). 

 

Figure 3.10  Maps of “signal to noise” ratio defined as the standard deviation of a signal 

over the standard deviation of noise for the coupled model (left column) and SODA-POP 

(right column) in terms of D20. See text for details. Upper row shows patterns for a 

strong transmission period (model year 315, and post-1980) while lower low shows those 

for a weak transmission period (model year 215 and pre-1980 SODA) (from Caiet al., 

2007). 

 

Figure 3.11: (a) Observed zonally averaged temperature trend since 1960 (
o
C per 50 

years). (b) The same as (a) but in a model ensemble (eight members) with all forcing 

including solar variability, volcanic, ozone, increasing  aerosols, increasing CO2 . (c) The 

same as (c), but with aerosol fixed at pre-industrial level (from Caiet al., 2007).. 
 

Figure 4.1: Observed annual total rainfall trend (mm) based on the BMRC rainfall data 

over 1951-2000. Blue colour shows rainfall increase and red indicates rainfall reduction. 

The area in the Northwest corner (dotted line) is defined as NWA in this paper. 

 

Figure 4.2: Observed climatology (left column) and trend (right column) of seasonal total 

rainfall (mm) over 1951-2000. The data are stratified into December-January-February 

(DJF), March-April-May (MAM), June-July-August (JJA), and September-October-

November (SON).  

 

Figure 4.3:  Map of correlation between NWA rainfall and grid-point SST (both linearly 

detrended) for each season using data for the 1951-2000 period. Correlation coefficients 

greater than 0.28 are significant at a 95% confidence level. 

 

Figure 4.4: Maps of correlation of Australian rainfall with  Niño3.4 (left column) and 

with EIO SST (right column) for each season using data for the 1951-2000 period (from 

Shi et al., 2008b). 

 

Figure 4.5: Patterns of SST (GISST, in 
o
C  

o
C

-1
) and wind (NCEP, maximum vector 0.02  

N m
-2

 
o
C 

-1
) anomalies associated with ENSO. These are obtained by regressing linearly 

detrended SST and wind fields onto linearly detrended  Niño3.4 (from Shi et al., 2008b). 

 

Figure 4.6: Patterns associated with detrended DJF rainfall EOF after removing variances 

associated with ENSO (see text for details) in the domain of 110°E-135°E, 10°S-25°S 

(from  Shi et al., 2008b). These patterns are obtained by regressing grid-point Australia 

rainfall anomalies onto the time series of the EOF1 and EOF2. 
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Figure 4.7:  SST patterns associated with EOF1 and EOF2 shown in Fig. 4.6 (from Shi et 

al., 2008b).  Shown are obtained by regressing SST anomalies onto the time series of the 

EOF1 and EOF2. Units are oC per unit of the EOF time series. 

 

Figure 4.8:  Anomaly patterns of MSLP (mb per unit of EOF time series) and winds (N  

m-2 per unit of EOF time series) associated with EOF1 and EOF2 shown in Fig. 4.6 (from 

Shi et al., 2008b).  Shown are obtained by regressing anomalies onto the rainfall time 

series of the EOF1 and EOF2. The regression coefficients of surface winds are plotted as 

vectors. 

 

Figure 4.9:  The same as Fig. 4.8, but for cloud cover (from Shi et al., 2008b). 

 

Figure 4.10: DJF total rainfall trends (mm) over 1951-2000 projected onto EOF1 (a) and 

EOF2 (b), and the sum of them (c) (from Shi et al., 2008b). Since these trends are 

obtained by projecting onto DJF rainfall with variance associated with ENSO removal, 

the ENSO related trend is generated and added to (c) to yield (d). 

 

Figure 4.11: Panel a), SST trend (oC) resulting from the sum of trends associated with 

DJF rainfall EOF1 and EOF2 of DJF rainfall shown in Fig. 4.6. These trends are 

calculated by projecting raw DJF SST anomalies onto time series of the DJF rainfall 

EOFs (see text for details). Panel b), the total trend of raw SST. Panels c) and d), the 

same as a) and b) except for MSLP.  A uniform value 0.35
o
C is taken out from b) and a 

value of 1.4 mb is subtracted from d), respectively (from Shi et al., 2008b).     

 

Figure 4.12: Model climatology (left column) from a 300-year control experiment of 

seasonal total rainfall (mm) and trend (right column) in seasonal total rainfall (mm) for 

1951-2000. The data are stratified into December-January-February (DJF), March-April-

May (MAM), June-July-August (JJA), and September-October-November (SON) (from 

Shi et al., 2008b).   

 

Figure 4.13: Map of correlation between modeled NWA rainfall and model grid-point 

SST (both linearly detrended) for each season using outputs from a 300-year control 

experiment. Correlation coefficients greater than 0.12 are significant at a 95% confidence 

level (from Shi et al., 2008b). 

 

Figure 4.14: Maps of correlation of Australian rainfall with  Niño3.4 (left column) and 

with EIO SST (right column) for each season using outputs from a 300-year control 

experiment model outputs (from Shi et al., 2008b).    

 

Figure 4.15: Panel a), pattern of model SST (
o
C 

o
C

-1
, contour) and wind (N m

 -2 
 

o
C

-1
, 

vectors) anomalies associated with model ENSO-like variability. These are obtained by 

regressing model SST and wind anomalies onto the model  Niño3.4 index in the 300-year 

control experiment.  Panel b),  EOF2 (16.8% of the remaining variance) of model SST 

and the associated model wind fields (vectors) after removing variance associated with 

ENSO-like variability, and c), correlation between time series of model EOF2 shown in b) 

and model rainfall.   
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Figure 4.16: Patterns of model rainfall EOF after removing variances associated with 

ENSO and IOD (see text for details). Patterns are obtained by regressing rainfall 

anomalies onto the time series of the model EOF1 and EOF2 in the domain of 110°E-

135°E, 10°S-25°S. EOFs 1 and 2 account for 47.6% and 20.7% of the remaining variance.  

 

Figure 4.17: SST patterns associated with model rainfall EOF1 and EOF2 shown in Fig. 

4.16.  Patterns are obtained by regressing model SST anomalies onto the time series of 

the EOF1 and EOF2 (from Shi et al., 2008b).   

 

Figure 4.18:  Anomaly patterns of MSLP (mb per unit of EOF time series) and winds (N 

m
-2

 per unit of EOF time series) associated with DJF rainfall EOF1 and EOF2 in the 300-

year control experiment.  Patterns are obtained by regressing model MSLP anomalies 

onto the time series of the rainfall EOFs (from Shi et al., 2008b). 

 

Figure 4.19:  As in Figure 4.18, but for the cloud cover (from Shi et al., 2008b).  

 

Figure 4.20: Panel a), Model DJF SST trend pattern (oC) with all anthropogenic forcing 

imposed (ALL ensembles). Panel b), total trend (mm) of the DJF rainfall estimated from 

the unrealistic relationship between EIO SST and Australian rainfall in the 300-year 

control experiment (from Shi et al., 2008b). 

 

Figure 4.21: Panel a), Observed DJF SST anomalies (
o
C) over EIO against NWA rainfall 

(mm).  Panel b), the same as a) but from the 300-year control experiment.  

 

Figure 4.22: Time series of 50-year trends of NWA DJF rainfall obtained using a sliding 

window applied to the multi-century control experiment of Mk3.5 without climate change 

forcing, a) total 50-year trend, and b) percentage of climatology.  

 

Figure 5.1: Ensemble-mean change averaged over the period of 2055-2085, a) zonal wind 

stress (N m
-2

), b) wind stress curl (N m
-3

 scaled by a factor of 10
-6

, and c) vertically 

integrated barotropic streamfunction (Sv, 1 Sv = 10
6
 m

3
 s

-1
). Note that compared to 

panels (b) and (c), pane1 (a) has a 5o southerly shift to show the maximum wind change 

is at 60oS. The pattern correlation coefficients between individual ensemble members are 

in the range of 0.95-0.98 for a), 0.87-0.95 for b), and 0.93-0.99 for c) (from Cai et al., 

2005). 

 

Figure 5.2: Transport streamfunction (Sv) from Godfrey's Island Rule model forced by 

model winds from, a) control experiment, b) ensemble-mean of warming experiments 

averaged over 2055-2085, and c) difference between b) and a). The pattern correlation 

coefficients between individual ensemble members are in the range of 0.95-0.98 for zonal 

wind stress change and 0.87-0.96 for meridional wind stress change. 

 

Figure 5.3: Change in transport streamfunction (Sv) from Godfrey's Island Rule model 

forced by model winds as the difference between the control experiment and ensemble-

mean of warming experiments averaged over 2055-2085.    
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Figure 5.4:  Time series of latitude in which the model EAC reaches a maximum in one 

experiment. 

 

Figure 5.5: Rainfall changes (a) in mm day-1 and (b) in percentage of control 

climatological values.   Left column is for summer (December – February, DFJ) and right 

column is for winter (June – August, JJA).  

 

Figure 5.6: Correlation between time series of east coast rainfall (averaged over 

150
o
E:155

o
E, 33

o
S:38

o
S) and rainfall everywhere (a), SST (b), and MSLP and wind 

vectors (c).   Left column is for summer and right column is for winter. An absolute value 

greater than 0.115 is statistically significant at a 95% confidence level. Maximum vector 

represents a value of 1.4. 

 

Figure 5.7: Correlation between time series of east coast SST (averaged over 

150
o
E:155

o
E, 33

o
S:38

o
S) and grid-point rainfall (a) and SST (b).  Left column is for 

summer and right column is for winter. 

 

Figure 5.8:  The same as in Fig. 5.7, but between NINO3.4 grid-point rainfall (a) and SST 

(b).  

 

Figure 5.9:  The same as in Fig. 5.7, but between IO SST EOF1 and grid-point rainfall (a) 

and SST (b). 

 

Figure 5.10: The same as in Fig. 5.6, but between MSLP EOF1 (the SAM) time series 

and circulation fields.    

 

Figure 5.11: Changes of MSLP (hPa) in the warming experiments from the control 

climate averaged over a 31-year period between 2055 and 2085 (a), and   pattern of 

MSLP EOF1 in the control experiment. 

 

Figure 5.12:  Changes averaged over a 31-year period between 2055 and 2085 of (a) SST 

(oC), (b) longwave radiation at the top of the atmosphere (W m-2), and (c) surface 

shortwave radiation (W m-2).   Left column is for summer and right column is for winter.   

 

Figure 5.13: Rainfall changes (in mm day-1) for all seasons, (a) DJF, (b) MAM, (c) JJA, 

and (d) SON.  
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Glossary and Acronyms 
ALL: experiment included all forcing  

 

AXA: all forcing except those related to anthropogenic aerosols 

 

BC: black carbon 

 

BMRC: the Australian Bureau of Meteorological Center  

 

CEOF: complex empirical orthogonal function 

 

D20: 200C isotherm 

 

DJF: December, January, February. 

 

ENSO: El Niño-Southern Oscillation.  Acronym for El Niño–Southern Oscillation, 

coined in the early 1980s in recognition of the intimate linkage between El Niño events 

and the Southern Oscillation, which prior to the late 1960s had been viewed as two 

unrelated phenomena. The global ocean–atmosphere phenomenon to which this term 

applies is sometimes referred to as the “ENSO cycle.” 

 

El Niño: a term originally used to describe the appearance of warm (surface) water from 

time to time in the eastern equatorial Pacific region along the coasts of Peru and Ecuador 

 

EAC: East Australian Current 

 

EIO: Eastern Indian Ocean. 

 

EOF: empirical orthogonal function 

 

GCM:  General Circulation Model. 

 

GISST: Globe Sea Ice and Sea Surface Temperature. 
 

JJA: June, July, August 

 

Kelvin wave: a type of low-frequency gravity wave trapped to a vertical boundary, or the 

equator, which propagates anticlockwise (in the Northern Hemisphere) around a basin. 

The flow is parallel to the boundary and in geostrophic balance with the pressure gradient 

perpendicular to the boundary. 

 

La Niña: the appearance of colder-than-average sea surface temperatures (SSTs) in the 

central or eastern equatorial Pacific region (the opposite to conditions during El Niño).  

 

IO: Indian Ocean 
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IOD: Indian Ocean Dipole, a warm water region in the area around Indonesia and New 

Guinea, and a relatively colder region in the central Indian Ocean west of Australia, 

giving rise to rain-producing systems that extend across Australia from north-west to 

south-east. 

 

IOCI: Indian Ocean Climate Initiative, a climate research program established by the 

Western Australian Government in collaboration with the BMRC and CSIRO to identify 

the causes of the serious rainfall decreases and the consequential impact on water 

resources experienced in southwest Western Australia since the 1970s. 

 

IOTA: Indian Ocean Thermal Archive 

 

IPCC: Intergovernmental Panel on Climate Change. 

 

MAM: March, April, May 

 

MDB: Murray Darling Basin 

 

MOM:  Modular Ocean Model 

 

MSLP:  mean sea level pressure. The atmospheric pressure at mean sea level, either 

directly measured or, most commonly, empirically determined from the observed station 

pressure. 

 

NCEP: National Centre for Environmental Prediction 

 

NINO3.4 index:  the average sea surface temperature anomaly in the region bounded by 

5°N to 5°S, from 170°W to 120°W. This region has large variability on El Niño time 

scales, and is close to the region where changes in local sea-surface temperature are 

important for shifting the large region of rainfall typically located in the far western 

Pacific.  

 

NP: North Pacific 

 

NWA: North West Australia. 

 

POM: particulate organic matter 

 

Rossby waves:  large-scale motions in the ocean or atmosphere whose restoring force is 

the variation in Coriolis effect with latitude. The waves were first identified in the 

atmosphere in the 1939 by Carl-Gustaf Arvid Rossby who went on to explain their 

motion. 
 

SAM: Southern Annular Mode, also referred to as Antarctic Oscillation (AAO). It is the 

dominant pattern of non-seasonal tropospheric circulation variations south of 20
o
S, and it 
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is characterized by pressure anomalies of one sign centered in the Antarctic and 

anomalies of the opposite sign centered about 40
o
S -60

o
S.  

 

SEA: South East Australia  

 

SH: Southern Hemisphere 
 

SODA-POP:  Simple Ocean Data Assimilation - parallel Ocean Programme 

 

Southern Oscillation Index: an indicator based on the pressure gradient between the 

quasi-stationary low pressure region over Indonesia and the centre of the subtropical high 

pressure cell over the eastern Pacific Ocean; traditionally, Darwin and Tahiti are used as 

the sites for determining the magnitude of the Southern Oscillation; a negative SOI is 

associated with higher than normal pressures over Darwin and drought conditions over 

much of eastern Australia. 

 

SON: September, October, November  

 

SST: sea surface temperature. 

 

SWWA: southwest Western Australia. 

 

Thermocline: The transition layer between the mixed layer at the surface and the deep 

water layer. The definitions of these layers are based on temperature. 

 

WA: Western Australia 

 

XBT: expendable bathythermograph. XBT has been used by oceanographers for many 

years to obtain information on the temperature structure of the ocean to depths of up to 

2000 meters.  

 

 




