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Abstract
This study introduced a multi-criteria decision-making methodology leveraging text mining and analytic hierarchy process 
(AHP) for online course quality evaluation based on students’ feedback texts. First, a hierarchical structure of online course 
evaluation criteria was formulated by integrating topics (sub-criteria) identified through topic modeling and interpreted based 
on transactional distance and technology acceptance theories. Second, the weights of the criteria in the hierarchical structure 
were determined based on topic proportions. Third, the AHP was employed to determine the overall relative advantage of 
online courses and their relative advantage within each criterion based on the hierarchical framework and criterion weights. 
The proposed approach was implemented on the datasets of 6940 reviews for knowledge-seeking courses in Art, Design, and 
Humanities (D1) and 44,697 reviews for skill-seeking courses in Computer Science, Engineering, and Programming (D2) 
from Class Central to determine ranking positions of nine courses from both D1 and D2 as alternatives. Results revealed 
common concerns among knowledge and skill-seeking course learners, encompassing “assessment”, “content”, “effort”, 
“usefulness”, “enjoyment”, “faculty”, “interaction”, and “structure”. The article provides valuable insights into the online 
course evaluation and selection processes for learners in D1 and D2 groups. Notably, both groups prioritize “effort” and 
“faculty”, while D2 learners value “assessment” and “enjoyment”, and D1 learners value “usefulness” more. This study 
demonstrates the efficacy of leveraging online learner reviews and topic modeling for automating MOOC evaluation and 
informing learners’ decision-making processes.
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1  Introduction

Massive open online courses (MOOCs), enabling the deliv-
ery of high-quality education on an unprecedented level in 
terms of cost-effectiveness and worldwide accessibility [1], 
have captured the attention of researchers to explore diverse 
topics such as MOOC classifications, learning engagement, 
and concept recommendations. For example, utilizing 
102,184 reviews across 401 MOOCs as the foundation, Chen 
et al. [2] devised DNN-powered models to autonomously 
differentiate a set of semantic groupings. Wei et al. [3] exam-
ined the correlations between motivation, perceived support, 
engagement, and self-regulated learning strategies concern-
ing learners’ perceived outcomes in MOOCs using an online 
survey involving 546 participants. Gong et al. [4] focused 
on reinforcement learning and heterogeneous information 
network-driven concept recommendations by leveraging 
the interactions between users and knowledge concepts, and 
among users, courses, videos, and concepts. Gong et al. [5] 
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proposed an attention-driven, heterogeneous graph convo-
lutional deep knowledge recommender designed to suggest 
knowledge concepts within MOOCs. The recommender har-
nessed content and contextual information to master entity 
representation through graph convolution networks.

The proliferation of MOOCs has generated concerns 
about and prompted extensive research on courses’ quality 
and effectiveness. Currently, MOOC websites only provide 
rough overall ratings, making it challenging to differentiate 
between various courses, especially in the cases of overall 
course ratings displayed on the MOOC website. Therefore, 
there is a pressing need to obtain detailed insights into 
the performance of MOOCs based on different evaluation 
criteria [6]. As learners have diverse needs, some may 
prioritize assessment aspects, while others may value 
interaction. By displaying course performance across 
different dimensions, learners can identify courses that excel 
in criteria that are most relevant to their preferences.

Traditional top-down methods for MOOC course 
evaluation included surveys, expert interviews, and literature 
reviews [7–9]. Survey-based methods are frequently 
utilized for exploring learner engagement, satisfaction, 
and the intention to continue with courses. For instance, 
Dai et al. [9] revealed that learners’ attitude significantly 
impacted their intent to continue, and MOOC instructors 
should be cautious in their course promotions to avoid 
overemphasizing benefits. Similarly, based on 622 structured 
questionnaires from undergraduate students in Malaysia, 
Albelbisi et al. [8] revealed that (1) system quality positively 
influenced satisfaction, (2) satisfaction and service quality 
positively affected self-regulated learning, and (3) system 
quality affected self-regulated learning through satisfaction. 
Interviews, although involving fewer participants, present 
the advantage of flexible and in-depth questioning to 
gain deeper insights into learners’ motivations, course 
completion, and satisfaction levels. For instance, Zhu 
et al. [7] carried out semi-structured discussions with 15 
online learners, revealing that learners’ contentment was 
influenced by course design factors (such as well-structured 
organization) and instructional methodologies (such as 
instruction presence). However, surveys and interviews 
suffer from delayed feedback, time and cost constraints, 
expert-centricity, and a lack of learner perspectives. To 
address these limitations, adopting a scientific approach 
for systematically and objectively assessing the quality of 
online courses becomes crucial. Such an approach is pivotal 
in diagnosing and improving online course quality.

Due to the progress in big data and text mining 
methodologies, scholars have shifted their focus towards 
utilizing online course review data to obtain valuable 
insights for enhancing course quality [10]. This approach 
facilitates a more comprehensive comprehension of learners’ 
emotions, actions, course acceptance, platform comparisons, 

and prevailing trends, contributing to a better grasp of 
the crucial elements influencing MOOC success [11]. 
However, existing methods for determining online course 
quality evaluation indicators and [or] their weights often 
rely on group decision-making [1, 12, 13], resulting in poor 
adaptability and applicability for fine-grained evaluation of 
different types of courses. Expert simulation evaluations 
and the use of pre-determined indicators may not accurately 
reflect learners’ experiences and requirements, resulting in 
a lack of learner-centeredness in course evaluation. Thus, 
there is a need to leverage crowdsourced data from MOOC 
platforms, artificial intelligence (AI), and text analysis 
techniques to empower researchers to effectively tap into 
the collective wisdom and expertise of learners to enhance 
course design and learner contentment [14].

To address deficiencies in prior studies, this study focuses 
on learners’ learning experiences and needs, breaking away 
from the reliance on experiential judgment and excessive 
human subjectivity in traditional online course quality 
research. The objective is to leverage unstructured data from 
student feedback texts, utilizing text mining and hierarchical 
structure modeling to develop an intelligent evaluation 
model and implementation plan for online course quality.

Accordingly, the present study formulates three research 
questions (RQs):

RQ1: What factors will be included in the multi-criteria 
decision-making framework? What are the similarities 
and differences between the selection of knowledge- and 
skill-seeking courses?
RQ2: What are the most influential factors in course 
selection? What are the similarities and differences 
between the selection of knowledge- and skill-seeking 
courses?
RQ3: What are the ratings of courses and how do they 
rank according to sub-criteria and criteria?

This research endeavors to answer these questions by 
presenting a novel crowdsourcing technique that utilizes 
text mining and analytic hierarchy process (AHP) to 
automatically evaluate MOOCs. The evaluation is based 
on the aggregation of learners’ reviews collected from 
169 MOOCs on Class Central. Considering RQ1, this 
study integrates topics (sub-criteria) identified through 
topic modeling and interpreted under the framework of 
transactional distance and technology acceptance theories 
to form the hierarchical structure of MOOC evaluation 
criteria. Regarding RQ2, this study leverages the probability 
distribution of topics (sub-criteria) identified through topic 
modeling to weigh the relative importance between criteria. 
Subsequently, addressing RQ3, based on the established 
hierarchical structure and the respective criterion weights, 
this study employs AHP to rank the online courses to 
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determine their overall relative advantage and relative 
advantage within each criterion. By doing so, this study can 
provide a finely-tuned analysis methodology for large-scale 
online educational course quality evaluation using a text 
mining perspective, thus providing the necessary technical 
support for investigating large-scale online course quality 
evaluation.

2 � MOOC evaluation based on review mining

Currently, online course quality evaluation research 
primarily focuses on the construction of evaluation 
indicators and models. These studies often rely on traditional 
methods such as literature review, questionnaire surveys, and 
expert scoring. However, these methods are time-consuming 
and costly, and they are subject to experiential evaluations 
and subjective interventions, resulting in poor adaptability of 
indicators and difficulty in conducting detailed evaluations 
for different course types [12, 15].

Consequently, the investigation into developing theories 
to assess the caliber of online courses using text mining from 
student feedback has garnered considerable interest. The 
main achievements in this field involve using topic modeling 
to automatically identify latent evaluation topics from text 
data [16–18]. Through the amalgamation of findings from 
topic modeling and undertaking theoretical examination, 
course evaluation indicators can be formulated. Based on 
this, course evaluation indicators can be hierarchically 
aggregated according to their affiliations, forming a multi-
level analytical structural model, thus accomplishing the 
establishment of the theoretical framework for course 
evaluation, and authentically reflecting the learners’ 
demands, guiding the course evaluation practice effectively.

Traditional research on course quality evaluation 
often relies on qualitative group decision-making and 
expert simulation evaluation methods, neglecting the role 
of learners as the primary stakeholders. Moreover, the 
use of pre-determined indicator factors often results in 
measurement items that fail to accurately reflect learners’ 
learning experiences and needs, making it difficult to 
achieve large-scale, normalized, and continuous course 
quality monitoring. However, learners’ perceived learning 
experiences are crucial references for online course design 
and quality improvement. Therefore, it is necessary to focus 
on learners’ experiences and needs and use text mining in 
course evaluations to provide important foundations for the 
evaluation of online teaching effectiveness from the learners’ 
perspective [1].

However, existing research on online course quality 
evaluation using text mining often relies on subjective 
assignment methods such as AHP [19] to obtain indicator 
weights [1], heavily relying on expert opinions and 

judgments, which fail to reflect the learners’ true experiences 
and needs. By utilizing the estimated popularity of 
evaluation topics obtained via topic modeling as weights for 
course evaluation indicators to represent the learners’ levels 
of interest, achieving automated customization of indicator 
weights and enabling automatic sorting of various courses 
to be evaluated [20].

3 � Data preparation

3.1 � Review dataset collection

The MOOC reviews were scraped from Class Central using 
a self-developed crawler, which was then parsed into Excel 
files for further processing. Upon removing duplicates and 
MOOCs with less than 20 review comments, non-English 
reviews were identified and subsequently excluded. using 
a Python package named “langid”, a standalone language 
identification tool. Python with TextBlob was used to 
automatically check and correct spelling. For instance, “I 
havv goood speling” was corrected to “I have good spelling”. 
Two types of courses were considered in this study. The first 
relates to Art, Design, and Humanities, which is generally in 
a domain that is “knowledge-seeking”. The second relates to 
Computer Science, Engineering, and Programming, which 
is generally in a domain that is “skill-seeking”. As a result, 
a total of 52,881 reviews were obtained.

3.2 � Helpful review identification

Among the 52,881 reviews, 4407 reviews had a helpful vote 
value. For these 4407 reviews, this study followed O’Mahony 
and Smyth [21] to define the top 75% ranked by the number 
of the helpful votes they received as helpful reviews, while 
the rest were treated as unhelpful reviews. An examination 
of 50 randomly selected unhelpful reviews suggested that 
they mostly lacked valuable information pertaining to spe-
cific aspects of MOOC courses. Exampled included: “great 
class”, “the class was amazing”, “omg so good”, “I loved this 
class”, “one of the best I have ever taken”, “strongly recom-
mended”, and “I don’t know what to say”. As a result, 3305 
helpful reviews, labeled as “1” and 1102 unhelpful reviews, 
labeled as “0”, were randomly divided into training and testing 
datasets to train and test the classifier based on a Naive Bayes 
model and Word Level TF-IDF to automatically predict labels 
(“1” and “0”) of the 48,474 reviews without a helpful vote 
value. The prediction results, combined with the previously 
labeled sample, comprised the datasets of D1 and D2 for (1) 
Art, Design, and Humanity and (2) Computer Science, Engi-
neering, and Programming courses, respectively. The numbers 
of courses and reviews for D1 and D2 datasets are presented 
in Table 1. Specifically, the D1 dataset comprised 63 courses 
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and 6940 helpful reviews, taking proportions of 37.28% and 
13.44% of the total number of courses and helpful reviews 
included, respectively. The D2 dataset comprised 106 courses 
and 44,697 helpful reviews, taking proportions of 62.72% and 
86.56% of the total number of courses and helpful reviews 
included, respectively.

3.3 � Data preprocessing

To preprocess the data for topic modeling, six sequential 
actions were executed: (1) Tokenization and exclusion of 
special characters, (2) normalization, (3) elimination of stop 
words, (4) lemmatization, (5) term selection, and (6) the for-
mation of a term-document matrix. In step 1, every sentence 
extracted from review comments was disassembled into a 
word list, with the exclusion of special characters and punc-
tuation. Step 2 converted uppercase letters to lowercase. Step 3 
played a pivotal role in the data preprocessing process. During 
this phase, numbers, punctuations, symbols, and stop-words 
(e.g., “me”, “I”, “or”, “him”, “a”, and “they”) were excluded, 
as they “appear frequently and are insufficiently specific to 
represent document content (p. 976)” [22]. Step 4 aimed to 
analyze vocabulary and morphological aspects of words. Its 
primary objective is to eliminate inflectional endings and 
obtain the root form. For instance, the lemma of “courses” is 
“course”, and “assessing” is transformed into “assess”, while 
“mice” becomes “mouse”. This lemmatization process holds 
great importance in text mining. Another common method 
for reducing terms to their base form is stemming. However, 
stemming was not utilized as it often collapses derivation-
ally related words [23]. For instance, the stem of “organized” 
would be “organ”, while the lemma remains “organize”. In this 
case, stemming may lead to challenges in correctly interpreting 
term stems. After lemmatization, less significant terms were 
excluded in step 5 using TF-IDF. In step 6, we created a term-
document matrix, representing the occurrence of terms (rows) 

in documents (columns), thereby constituting the corpus for 
the STM algorithm.

4 � Methods

4.1 � Creating STM models

In our analysis of MOOC reviews, we adopted the structural 
topic model (STM) [24] as it offers notable advancements 
compared to latent Dirichlet allocation (LDA). LDA and 
STM are both Bayesian generative frameworks employed in 
the field of topic modeling. They posit that a topic embodies 
a probability distribution over words, and each document 
comprises a blend of topics spanning the entire corpus 
[25]. However, STM presents significant enhancements by 
incorporating document-level structural information, which 
influences the prevalence of topics at the document level 
(i.e., per-document topic proportions) and the distribution 
of words within a topic (i.e., topic-word distributions). This 
approach allows for a more targeted examination of the 
influence of covariates on the text content.

Figure 1 presents a graphical representation of the tech-
nical distinctions between STM and LDA. Each variable 
is depicted as a node. The nodes without shading indicate 
latent variables, whereas the nodes with shading denote 
observable variables. The rectangular shapes denote rep-
lication: n ∈ {1, 2, ...,N} signifies the indexing of words 
within a document; k ∈ {1, 2, ...,K} is the indexing of 
each topic, based on a predefined number of topics, K  ; 
and d ∈ {1, 2, ...,D} denotes the indexing of documents. 
Additionally, Fig. 1 depicts that solely node w (i.e., words 
within documents) is directly measurable in the two mod-
els. Therefore, the primary objective lies in deducing the 
concealed topic information from the observable words, 

Table 1   Number of courses 
and reviews for the D1 and D2 
datasets

Datasets Subjects Number of courses Number of reviews

Number Total Number Total

D1 Art and design 12 63 (37.28%) 376 6940 (13.44%)
Humanities 51 6564

D2 Computer Science 45 106 (62.72%) 1852 44,697 (86.56%)
Engineering 23 1501
Programming 38 41,344
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W  , and producing matrices: document-topic proportions, 
� , and topic-word distributions, �.

In this study, the textual information from the beneficial 
reviews in D1 and D2 served as the data input for topic 
modeling. For both datasets, we generated 36 distinct STM 
by altering the K within the range of 5 to 50.

4.2 � Exclusivity and coherence measures

This study selected models by considering exclusivity and 
semantic coherence metrics, alongside manual verification. 
Mimno et  al. [27] introduced semantic coherence as 
a measure closely associated with pointwise mutual 
information [28]. This criterion reaches its peak when the 
most likely words within a particular topic frequently appear 
together. Minmo et al. demonstrated a strong correlation 
between semantic coherence and human evaluations of 
topic quality. To formalize this, consider D(vi, vj) as the 
count of occurrences where words vi and vj coexist within a 
document. The semantic coherence for topic k is given by 
Roberts et al. [29] as Eq. (1), where M represents the top 
M most likely words within topic k . Each model computes 
an aggregate coherence score by determining the coherence 
of each topic separately and subsequently averaging these 
individual values.

Exclusivity measures the degree to which the primary 
words within a topic are unique to that specific topic and 
not prevalent among others. This value is essentially 
an average, calculated for each top word, where the 

(1)Ck =

M∑
i=2

i−1∑
j=1

log

(
D
(
vi, vj

)
+ 1

D
(
vj
)

)

probability of that word within the topic is divided by the 
total probabilities of that word across all topics. The FREX 
metric [30] quantifies exclusivity while considering word 
frequency. FREX represents the weighted harmonic mean 
of a word’s rank concerning exclusivity and frequency 
[29] shown as Eq.  (2). ECDF stands for the empirical 
cumulative distribution function, � is the weight (typically 
set to 0.7 to prioritize exclusivity), k ∈ K denotes the kth 
topic, v signifies the word being evaluated, and � refers 
to the topic word distribution for that specific topic. The 
cumulative distribution function of a real-valued random 
variable X , computed at x , indicates the probability of X 
assuming a value less than or equal to x . In contrast, the 
ECDF represents the probability distribution derived from 
the sampled dataset rather than the entire population.

In this study, both the coherence and exclusivity of each 
topic within a model are computed using the manyTop-
ics function within the stm R package [29]. These values 
were then averaged across all topics to derive the model’s 
overall score. Models exhibiting elevated exclusivity and 
semantic coherence were typically favored. For D1, among 
the 36 estimated models, six (K = 19, 20, 21, 22, 23, 24, 
25, and 26) surpassed the others and were chosen for 
further comparisons. Subsequently, a qualitative assess-
ment of the eight models was performed by examining 
terms and reviews to identify the most suitable model, 
which turned out to be the one with 22 topics. Hence, 
based on both quantitative and qualitative evaluations, the 
model with 22 topics was selected as the ultimate choice. 

(2)FREXk,v =

⎛⎜⎜⎜⎝

�

ECDF
�
�k,v∕

∑K

j=1
�j,v

� +
1 − �

ECDF
�
�k,v

�
⎞⎟⎟⎟⎠

−1

Fig. 1   Plate diagram compari-
son of LDA and STM adapted 
from [26]
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Employing a similar approach, the optimal topic model for 
D2 was found to be the one with 24 topics. Figures 2 and 3 
present the outcomes of model diagnosis using exclusivity 
and coherence for D1 and D2.

4.3 � Topic representation and assignment

The findings from the optimal models on D1 and D2 were 
used to identify the discriminant terms, also known as 
commonly employed words, organized in a descending 
sequence based on their frequency within each topic. 
For every topic, the topic proportions were computed 

using Pk =
�∑

d θd,k
�
∕D , based on a matrix indicating the 

connection between course reviews and topics in terms of 
proportion. In this equation, Pk represents the frequency 
of the kth topic within the data corpus; �d,k represents the 
prevalence of the kth topic in the dth course review, and D 
indicates the total number of course reviews.

To provide a more concise view of the topics, we needed 
to condense and categorize them. As indicated in Chang 
et  al. [31], accomplishing this task necessitates human 
judgments and interventions to assign appropriate labels 
or titles to the topics. This is determined by the semantic 
relatedness of important terms within the topic matrix, 
ensuring a more accurate representation of the topic 
contents. In the quest to capture shared opinions in review 
comments, [32] identified six coding categories derived 
from transactional distance theory to grasp learners’ 
encounters in MOOCs, consisting of “structure”, “videos”, 
“instructors”, “content”, “interaction”, and “assessment”. In 
line with technology acceptance theories, Du and Gao [33] 
developed four primary factors, encompassing usefulness, 
enjoyment, technicality, and effort, as potential indicators 
of AI-based educational application adoption. Grounded 
on previous studies, this study included nine factors (i.e., 
“assessment”, “content”, “effort”, “enjoyment”, “faculty”, 
“interaction”, “structure”, “technicality”, and “usefulness”) 
as predetermined labels (criteria) to understand MOOC 
learners’ concerns. Subsequently, based on the nine criteria, 
along with the semantic similarity of crucial terms within 
the topics, two experienced experts specializing in MOOC 

Fig. 2   Model diagnosis based 
on exclusivity and coherence for 
the D1 dataset

Fig. 3   Model diagnosis based on exclusivity and coherence for the 
D2 dataset
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education deduced and condensed sub-labels (sub-criteria) 
for each topic in the optimal models for D1 and D2. This 
labeling process adhered rigorously to a procedure widely 
adopted in prior topic modeling studies (e.g., [34, 35]). 
To maximize precision, this study also involved multiple 
rounds of in-depth discussions among the two experts until 
a consensus was reached. Topics that merely described the 
course content without offering any opinions or evaluations 
on its quality were omitted. To maintain consistency, the 
proportions ( Pk ) of the included topics were adjusted by 
normalizing their entries and dividing each entry by the sum 
of all entries. Finally, 13 relevant topics were retained for 
D1, and 18 relevant topics were retained for D2.

As a result, the nine criteria, along with their sub-
criteria, were utilized to highlight learners’ major concerns. 
For example, this study introduced the predetermined 
label of “faculty” to encompass a comprehensive range 
of factors directly related to instructors within the MOOC 
context. The sub-labels under “faculty” encapsulate various 
aspects related to instructors, for example, presentation 
style, passion, humor, teaching methodologies, overall 
experience, and the collaborative dynamics within the 
faculty team. This study also introduced the predetermined 
label of “technicality” to encapsulate various essential 
components shaping the quality of MOOC courses. This 
label was structured with sub-labels, namely “complexity” 
and “flexibility”, each of which encompasses intricate 
aspects that intricately involve considerations regarding 
the role and impact of technological factors such as videos 
within MOOCs [33]. Specifically, within the “complexity” 
sub-label, we incorporated technical aspects that are central 
to the quality of video content in MOOCs, for example, 
video resolution, streaming capabilities, interactivity, 
and accessibility features. Furthermore, the “flexibility” 
sub-label was designed to address the adaptability and 
user-centric features of video content within MOOCs, for 
example, the ability of videos to cater to diverse learning 
styles and their responsiveness across devices.

•	 “assessment”: assignment, autograder
•	 “content”: problem-solving, explanation, use of cases/

examples
•	 “effort”: perceived difficulty, perceived workload
•	 “enjoyment”: pleasure, satisfaction
•	 “faculty”: instructor humor, instructor presentation, 

instructor passion, teaching style, instructor experience, 
faculty team

•	 “interaction”: interaction
•	 “structure”: course description
•	 “technicality”: complexity, flexibility
•	 “usefulness”: knowledge enhancement, job preparedness, 

beginner friendliness

4.4 � Determining criteria, weights, and alternatives 
in AHP

This stage holds immense significance when facing a MOOC 
selection dilemma. Utilizing the outcomes of topic modeling 
for D1 and D2, we ascertain the criteria, sub-criteria, 
and their respective weights. Based on this information, 
two decision hierarchies can be created, as exemplified 
in the selection of MOOC courses for Art, Design, and 
Humanities as well as Computer Science, Engineering, and 
Programming, respectively. The weight assigned to each 
criterion is the total of the weights allocated to its sub-
criteria (i.e., topic label) using the formula Pcr =

∑
k=1 Pk.

In this research, only MOOC courses with over 100 
reviews and an overall rating score of ≥ 4.7 stars (where 1 
signifies terrible and 5 denotes excellent) were taken into 
consideration during the course selection process. This study 
chose to analyze courses with an overall rating score of 4.7 
or above because of the common challenge users encounter 
when attempting to choose among courses with marginal 
differences in overall ratings. Our method aims to encour-
age users to delve deeper into the evaluation process for 
the initially selected highly rated courses. Thus, we spe-
cifically focused on comparing highly-rated courses across 

Table 2   Appointed alternatives 
for Art, Design, and Humanity 
courses

Labels Course names Overall ratings Number 
of reviews

A1 A Life of Happiness and Fulfillment 4.8 375
A2 Academic Writing 4.7 1021
A3 English for the Workplace 4.8 922
A4 English in Early Childhood: Language Learning and 

Development
4.8 1046

A5 Exploring English: Language and Culture 4.7 628
A6 Exploring English: Shakespeare 4.8 386
A7 HOPE: Human Odyssey to Political Existentialism 4.9 177
A8 How to Succeed at: Writing Applications 4.7 282
A9 Teaching English: How to Plan a Great Lesson 4.8 271
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fine-grained dimensions. Also, considering the caliber of the 
reviews and the extensive data at hand for assessing these 
courses we opted for courses with a score of ≥ 4.7 stars that 
had garnered at least 100 reviews. This method provides ade-
quate time for assessing the course’s performance. Accord-
ingly, 9 courses relating to Art, Design, and Humanity as 
well as Computer Science, Engineering, and Programming 
were used as alternatives in the AHP (Tables 2 and 3).

4.5 � Course ranking via AHP

Once the hierarchical structure for MOOC selection was 
established, the prioritization process determined the 
comparative importance of the MOOCs. All alternatives 
undergo evaluation by learners from Class Central, making 
this a collective decision-making analysis.

For each course, the score assigned by a reviewer (i.e., 
learner) for the kth topic (sub-criteria) is calculated using 
ak =

∑
c=1 rcpck , where rc represents the overall rating score 

provided by the cth reviewer (i.e., learner), and pck denotes 
the percentage of the cth review comment assigned to the 
kth topic. Consequently, the score for each criterion is the 
summation of the calculated scores for each of its sub-
criteria using acr =

∑
k=1 ak . Subsequently, the pairwise 

comparison matrices were formulated as Eq. (3) based on 
the acquired data. The pairwise comparisons consist of 
n × n elements, where n denotes the number of factors under 
consideration.

Using a nine-point scale, each element denotes the assess-
ment of the comparative significance of two factors. Element 
aij signifies the extent to which the ith factor dominates the 
jth factor, resulting in the placement of the aij factor in the 
ith row and jth column, while its reciprocal is placed in the 
jth row and ith column. Thus, a comparison matrix is drawn 

(3)aij =
1

aij
, where i, j = 1, 2, 3,… , n

from Eq. (4). To derive priorities for each criterion, denoted 
as prioritiescr , we initially compute the principal right eigen-
vector for each matrix and subsequently normalize its entries 
through division by their collective total. Afterward, the pri-
orities for each MOOC course can be determined by com-
puting the weighted sum score using 

∑
(Pcr × prioritiescr).

5 � Results

5.1 � Topic identification

The outcomes of the optimal STM model on D1 and D2 
can be found in Figs. 4 and 5 and Tables 10 and 11 in the 
“Appendix”. Extracted from the topic modeling results for 
D1 and D2 are the criteria, sub-criteria (referred to as effec-
tive topic labels), and adjusted weights (termed adjusted 
topic proportions). The 8 criteria considered in selecting 
Art, Design, and Humanities courses are “assessment”, 
“content”, “effort”, “enjoyment”, “faculty”, “interaction”, 
“structure”, and “usefulness”. Furthermore, some criteria 
have sub-criteria. For instance, the criterion of “usefulness” 
encompasses sub-criteria of “knowledge enhancement”, “job 
preparedness”, and “beginner friendliness”. As for the selec-
tion of Computer Science, Engineering, and Programming 
courses, 9 criteria were considered: “assessment”, “content”, 
“effort”, “enjoyment”, “faculty”, “interaction”, “structure”, 
“technicality”, and “usefulness”. Similar to the previous 
case, certain criteria possess sub-criteria at the subsequent 
level. For instance, the criterion of “faculty” consists of 

(4)A =

⎛
⎜⎜⎜⎜⎜⎝

a11 1∕a21 ⋯ 1∕an1

a21 a22 ⋯ 1∕an2

⋮ ⋮ ⋱ ⋮

an1 an2 ⋯ ann

⎞⎟⎟⎟⎟⎟⎠

Table 3   Appointed alternatives 
for Computer Science, 
Engineering, and Programming 
courses

Labels Course names Overall ratings Number 
of reviews

B1 Computing in Python I: Fundamentals and 
Procedural Programming

4.8 138

B2 Differential Equations for Engineers 4.9 165
B3 Elements of AI 4.8 552
B4 Introduction to Engineering Mechanics 4.7 148
B5 Introduction to Programming with MATLAB 4.8 147
B6 Machine Learning 4.7 132
B7 Matrix Algebra for Engineers 4.8 255
B8 Python for Everybody 4.9 312
B9 Unlocking Information Security I: From 

Cryptography to Buffer Overflows
4.8 159
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Fig. 4   Extracted valid topics 
and their adjusted weights for 
D1

Fig. 5   Extracted valid topics 
and their adjusted weights for 
D2

Fig. 6   Decision hierarchy for Art, Design, and Humanities course selection
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sub-criteria of “instructor humor”, “instructor presentation”, 
“instructor passion”, and “teaching style”.

Using the identified criteria and sub-criteria, two deci-
sion hierarchies were formulated, as illustrated in Figs. 6 
and 7, for MOOC selection. Next, by referring to the 
adjusted weights (adjusted topic proportions) presented 
in Fig. 4, the weight of the criterion “usefulness” is com-
puted as follows: 0.0569 (adjusted weight of “knowledge 
enhancement”) + 0.1681 (adjusted weight of “job prepar-
edness”) + 0.0815 (adjusted weight of “beginner friend-
liness”) = 0.3065. For criteria without any sub-criteria, 
such as “interaction”, the adjusted weight of “interaction”, 

which is 0.0506, is used directly. The weights for other 
criteria are as follows: 0.1211 (“effort”), 0.0924 (“assess-
ment”), 0.0996 (“content”), 0.2697 (“faculty”), 0.0318 
(“structure”), and 0.0285 (“enjoyment”).

Similarly, by examining the adjusted weights (adjusted 
topic proportions) presented in Fig. 5, the weights of the cri-
teria are as follows: 0.1581 (“enjoyment”), 0.0792 (“struc-
ture”), 0.1963 (“faculty”), 0.1619 (“assessment”), 0.0703 
(“content”), 0.0425 (“interaction”), 0.0998 (“usefulness”), 
0.1403 (“effort”), and 0.0517 (“technicality”).

Fig. 7   Decision hierarchy for Computer Science, Engineering, and Programming course selection

Table 4   Scores for each 
criterion in Art, Design, and 
Humanity course selection

Labels Assessment Content Effort Enjoyment Faculty Interaction Structure Usefulness

A1 93.058 69.998 90.067 30.566 786.788 48.771 20.047 148.929
A2 170.572 270.415 341.281 71.524 1221.083 197.756 66.295 481.374
A3 233.650 371.206 425.448 80.238 488.463 107.347 37.935 1486.218
A4 141.120 289.192 298.937 89.750 754.454 94.699 39.696 635.172
A5 145.021 177.206 152.653 53.380 295.626 73.850 32.373 545.128
A6 71.500 83.428 153.605 34.029 199.261 52.621 18.353 223.457
A7 30.051 44.532 45.300 16.041 112.271 31.747 53.369 91.376
A8 39.190 101.427 78.868 23.492 154.464 36.637 18.587 297.009
A9 41.202 102.389 76.182 21.913 469.297 27.531 14.453 200.820

Table 5   Pairwise comparison 
matrix for the alternatives 
regarding assessment in Art, 
Design, and Humanity course 
selection

A1 A2 A3 A4 A5 A6 A7 A8 A9 Priorities Rankings

A1 1 0.546 0.398 0.659 0.642 1.302 3.097 2.375 2.259 0.08041060 5
A2 1.833 1 0.730 1.209 1.176 2.386 5.676 4.352 4.140 0.14738911 2
A3 2.511 1.370 1 1.656 1.611 3.268 7.775 5.962 5.671 0.20189425 1
A4 1.516 0.827 0.604 1 0.973 1.974 4.696 3.601 3.425 0.12193964 4
A5 1.558 0.850 0.621 1.028 1 2.028 4.826 3.700 3.520 0.12531078 3
A6 0.768 0.419 0.306 0.507 0.493 1 2.379 1.824 1.735 0.06178207 6
A7 0.323 0.176 0.129 0.213 0.207 0.420 1 0.767 0.729 0.02596659 9
A8 0.421 0.230 0.168 0.278 0.270 0.548 1.304 1 0.951 0.03386392 8
A9 0.443 0.242 0.176 0.292 0.284 0.576 1.371 1.051 1 0.03560174 7
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5.2 � Course ranking

The scores for each criterion in the case of Art, Design, 
and Humanities courses are presented in Table 4. Eight sets 
of pairwise comparison matrices were utilized to evaluate 
and rank the quality of courses within Art, Design, and 
Humanities, as listed in Tables 5 and 6, and Tables 12, 13, 
14, 15, 16, 17 and 18 in the “Appendix”. Let the n-by-n 
pairwise comparison matrix be denoted as A =

(
aij
)
 , where 

i, j = 1, 2,… , n . The entry aij is determined by wi∕wj , where 
wi and wj represent the weights of alternatives i and j with 
respect to certain criteria. For the purpose of comparison, 
the nine courses are enumerated on the left-hand side and 
at the top, and an evaluation is conducted to assess the 
degree of dominance of courses on the left over those at 
the top. For instance, in Table 5, when we compare course 
A1 on the left with course A2 at the top with respect to 
the “assessment” criterion, we cross-reference Table 4, 
where the “assessment” ratings for A1 and A2 are 93.058 
and 170.572. Consequently, we record the value 0.546 
(93.058/170.572) in the cell located at the intersection of 
the first row and second column in Table 5, while the value 
1.833 (170.572/93.058) is automatically populated in the 
cell at the intersection of the second row and first column 
in Table 5. In this scenario, it is observed that the quality of 
course A1, specifically regarding the “assessment” criterion 
on the left, does not surpass that of course A2 at the top.

To gain the priorities for each table, this study calculated 
the principal right eigenvector for each matrix and 
normalized its values by dividing each entry by the total 
sum. This allows ranking each course according to its 
priorities for each criterion. The last column in Table 5 
indicates the ranking position of the nine courses in the 
case of the criterion “assessment”. The ranking results were 
determined by the priorities of the criterion of “assessment” 
presented in the penultimate column of Table 5. The results 
showed that A3 is ranked at the top regarding “assessment”, 
followed by A2, and A5, and A7 is ranked as the lowest.

In Table 6, this study determined the priorities by com-
puting the sum score weighted accordingly. For instance, 
the priorities of A1 are calculated as follows: 0.09236552 
(the weight of “assessment”) × 0.0804106 + 0.0995969 
(the weight of “content”) × 0.0448651 + 0.12108072 (the 
weight of “effort”) × 0.07660304 + 0.02847555 (the weight 
of “enjoyment”) × 0.0702063 + 0.26967681 (the weight of 
“faculty”) × 0.24214347 + 0.05056552 (the weight of “inter-
action”) × 0.07088712 + 0.03175832 (the weight of “struc-
ture”) × 0.06318701 + 0.30648066 (the weight of “useful-
ness”) × 0.0448499 = 0.10780717. Our method ranked 
alternatives within Art, Design, and Humanities course 
selection, as presented in column 2 of Table 6. The rank-
ing results were determined by the priorities in column 3 of 
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Table 6, showing that A3 is ranked at the top, followed by 
A2, and A1, and A7 is ranked as the lowest.

Analogous computations are conducted to determine the 
rankings for the alternatives in the selection of Computer 
Science, Engineering, and Programming courses, as displayed 
in Table 7. A total of 9 pairwise comparison matrices are 
formulated using data from Table 8 and Tables 19, 20, 21, 22, 
23, 24, 25 and 26 in the “Appendix”, aiming to evaluate the 
Computer Science, Engineering, and Programming courses 
based on the criteria of “enjoyment”, “structure”, “faculty”, 
“assessment”, “content”, “interaction”, “usefulness”, “effort”, 
and “technicality”. For example, the last column in Table 8 
indicates the ranking position of the nine courses in the case 
of the criterion of “enjoyment”. The ranking results were 
determined by the priorities of the criterion “enjoyment” 
presented in the penultimate column of Table 8. The results 
showed that B3 is ranked at the top regarding “enjoyment”, 
followed by B8, and B7, and B6 is ranked as the lowest.

The rankings for alternatives are presented in column 2 in 
Table 9 for Computer Science, Engineering, and Programming 
course selection. The ranking results were determined by the 
priorities in column 3 of Table 9, showing that B3 is ranked 
at the top, followed by B8, and B7, and B6 is ranked as the 
lowest.

6 � Discussion

6.1 � RQ1: What factors will be included 
in the multi‑criteria decision‑making 
framework? What are the similarities 
and differences between the selection 
of knowledge‑ and skill‑seeking courses?

This study revealed notable distinctions between subjects. 
The decision hierarchies presented in Figs. 4 and 5 offer 
valuable insights into the factors essential for multi-
criteria decision-making in course selection. For both 
Art, Design, and Humanities (D1) and Computer Science, 
Engineering, and Programming (D2) courses, eight 
criteria: “assessment”, “content”, “effort”, “usefulness”, 
“enjoyment”, “faculty”, “interaction”, and “structure” 
were considered. These criteria are widely acknowledged 
for their impact on MOOC learners' enrollment, 
satisfaction, and reuse intention [32, 36, 37].

The sole distinction lies in the inclusion of “technical-
ity” for Computer Science, Engineering, and Programming 
courses. The “technicality” refers to the non-monetary cost 
related to the use of technology and plays a crucial role in 
users’ technology adoption [38]. It consists of two sub-cri-
teria: “complexity” and “flexibility”. Complexity pertains 

Table 7   Score for each criterion in Computer Science, Engineering, and Programming course selection

Enjoyment Structure Faculty Assessment Content Interaction Usefulness Effort Technicality

B1 72.525 36.709 76.349 105.882 50.420 21.799 43.911 92.937 34.945
B2 76.157 41.779 116.268 105.142 46.802 31.749 53.869 68.923 31.818
B3 264.714 145.642 301.376 376.166 156.838 108.667 174.095 278.110 135.768
B4 76.553 43.732 138.705 100.787 51.603 28.740 46.650 67.044 30.696
B5 78.489 44.526 110.906 91.837 41.024 30.594 54.437 100.028 35.906
B6 65.039 33.160 67.655 72.648 34.664 20.082 38.365 68.870 26.958
B7 117.328 65.143 240.424 189.968 77.221 51.187 87.350 131.530 52.551
B8 195.385 100.997 249.214 182.237 88.089 55.774 121.712 169.002 63.775
B9 77.716 44.248 97.315 107.034 52.705 27.123 52.853 71.649 35.377

Table 8   Pairwise comparison 
matrix for alternatives regarding 
enjoyment in Computer 
Science, Engineering, and 
Programming course selection

B1 B2 B3 B4 B5 B6 B7 B8 B9 Priorities Rankings

B1 1 0.952 0.274 0.947 0.924 1.115 0.618 0.371 0.933 0.07083156 8
B2 1.050 1 0.288 0.995 0.970 1.171 0.649 0.390 0.980 0.07437841 7
B3 3.650 3.476 1 3.458 3.373 4.070 2.256 1.355 3.406 0.25853377 1
B4 1.056 1.005 0.289 1 0.975 1.177 0.652 0.392 0.985 0.07476602 6
B5 1.082 1.031 0.297 1.025 1 1.207 0.669 0.402 1.010 0.07665607 4
B6 0.897 0.854 0.246 0.850 0.829 1 0.554 0.333 0.837 0.06352012 9
B7 1.618 1.541 0.443 1.533 1.495 1.804 1 0.600 1.510 0.11458888 3
B8 2.694 2.566 0.738 2.552 2.489 3.004 1.665 1 2.514 0.19082333 2
B9 1.072 1.020 0.294 1.015 0.990 1.195 0.662 0.398 1 0.07590184 5



4985International Journal of Machine Learning and Cybernetics (2024) 15:4973–4998	

to the ease of use of technology, wherein a user-friendly 
system requiring minimal physical and mental effort leads 
to a smoother and more satisfying learning experience. 
Flexibility involves the adaptability of MOOCs regarding 
time, space, and learning pace, enabling learners to per-
sonalize their learning experience, which enhances their 
satisfaction [39].

Regarding the eight shared criteria between D1 and D2 
courses, inconsistencies were observed in the sub-criteria. 
For “assessment”, D1 only includes “assignment” as a 
sub-criterion, while D2 adds “autograder”. This finding 
supports the research by Ramesh et al. [40], highlighting 
the significance of auto-gradable hands-on programming 
assignments in scalable programming education. 
The “autograder”, providing automatic feedback on 
programming exercises, enhances learners' satisfaction 
and understanding of code [41].

Another disparity lies in the inclusion of “explanation” 
as a sub-criterion under the “content” criterion for D2, 
which is not present in D1. Learners in Computer Science, 
Engineering, and Programming courses value the clear 
explanation of complex concepts, making it essential 
for their continued learning [42]. The ability to explain 
such abstract scientific concepts in an accessible manner 
is crucial, emphasizing the importance of problem-based 
learning and explicit explanations to enhance participation 
in online courses [43].

Furthermore, an illustrative case is the consideration 
of instructor humor as a sub-criterion within the “faculty” 
category for D2, while it is absent in D1. According to 
Watson et al. [44], this aspect of instructors, humor, is 
thought to contribute to heightening the emotional aspect 
of social interaction, referring to the extent to which 
users using computer-assisted communication systems 
experience an emotional connection with one another 
[45]. Extensive literature elucidates the significant 
influence of both instructor presence and social presence 
on learners’ satisfaction with online learning (e.g., [46, 
47]). In the realm of Computer Science, Engineering, 
and Programming courses, where abstract and enigmatic 
concepts often surface, instructors’ humor plays a 
particularly crucial role in inspiring learners to actively 
engage with and grasp these notions.

6.2 � RQ2: What are the most influential factors 
in course selection? What are the similarities 
and differences between the selection 
of knowledge‑ and skill‑seeking courses?

Among the criteria with a weight of more than 10%, 
“effort” and “faculty” appeared in both D1 and D2. When 
considering distinctions, the evaluations of the criteria 
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“assessment”, “enjoyment”, and “usefulness” differ between 
D1 and D2.

6.2.1 � Effort

Regarding Art, Design, and Humanities courses, the “effort” 
criterion contributes 12.11% to the overall evaluation 
process, while for the selection of Computer Science, 
Engineering, and Programming courses, it carries a weight 
of 14.03%.

The effort is inherently intertwined with the technological 
aspects mentioned previously. As MOOCs are designed with 
multifaceted functionalities to meet users’ expectations, their 
adaptation requires certain extents of mental and physical 
exertion, for example, time, energy, financial commitment, 
engagement, and utilization of resources. Through our topic 
modeling analysis, we identified perceived difficulty and 
perceived workload as indicators of perceived effort.

Perceived workload pertains to students’ perception of 
the workload and time commitment required for completing 
course tasks [32]. Perceived difficulty refers to a student’s 
perception of how easy or challenging it is to comprehend 
the course content [48]. Before enrolling, learners often 
evaluate the course description, syllabus, and any available 
information about the workload and course difficulty. When 
learners perceive the workload and course difficulty as high, 
they are likely to perceive the effort required to complete 
tasks as substantial. Consequently, if the perceived workload 
and course difficulty align with their expectations, available 
time, and resources, learners are more inclined to enroll. 
However, if learners anticipate a high workload and course 
difficulty that surpasses their capacity or conflicts with their 
goals, it can result in increased stress, anxiety, and reduced 
satisfaction, and may impact learners’ decisions to enroll 
in a MOOC. Our findings align with the observations in 
typical in-person classroom settings. Howell and Buck [49] 
reported a significant association between workload and 
student satisfaction and engagement in face-to-face learning. 
Nonetheless, the correlation between perceived workload 
and perceived effort may vary depending on individual 
factors, such as prior knowledge and learning preferences.

6.2.2 � Faculty

Regarding the “faculty” criterion, it contributes 26.97% and 
19.63% to the evaluation of Art, Design, and Humanities, 
and Computer Science, Engineering, and Programming 
courses, respectively. Our topic modeling analysis results 
show that within the context of MOOCs, the “faculty” 
criterion consists of six sub-criteria: instructor experience, 
faculty team, instructor passion, instructor humor, instructor 
presentation, and teaching style. These factors have been 

extensively emphasized in the literature as crucial elements 
in MOOCs (e.g., [6, 50, 51]).

The significance of “faculty” as a factor influencing 
MOOC learners’ satisfaction can be attributed to several 
reasons. Firstly, experienced instructors possess vast 
knowledge and expertise, effectively guiding students, 
addressing queries, and providing real-world examples. 
This enriches the learning experience and fosters learner 
satisfaction. Secondly, a cohesive and supportive faculty 
team creates a positive environment. MOOC platforms 
offer interactive tools that assist the faculty team, including 
instructors and teaching assistants, in problem-solving 
and facilitating learning inquiry [52], thereby enhancing 
personalized attention to students. Thirdly, passionate 
instructors, go beyond the curriculum, and inspire and 
motivate students. Their enthusiasm encourages exploration 
and deeper understanding, resulting in an engaging and 
enjoyable learning experience and heightened satisfaction 
[53]. Fourthly, the appropriate use of humor by instructors 
creates a relaxed atmosphere, alleviating tension, fostering 
rapport, and establishing a positive emotional connection 
with learners. These positive emotions contribute to a more 
satisfying learning experience. Fifthly, effective presentation 
skills, such as clear communication, well-organized lectures, 
and the skillful use of visual aids, significantly impact learner 
satisfaction. Instructors who deliver information coherently 
and engagingly facilitate the comprehension of complex 
concepts and maintain student interest. Additionally, 
accommodating diverse learning styles through adaptable 
teaching methods creates an inclusive and effective learning 
environment [54]. By catering to individual needs and 
employing various instructional approaches, instructors 
enhance learner satisfaction by promoting understanding 
and practical application of course material.

Overall, the “faculty” criterion encompasses various 
factors that directly influence instructional quality and 
the overall learning experience. Fulfilling these criteria 
enhances learner engagement, motivation, and satisfaction 
in MOOCs.

6.2.3 � Assessment

In terms of the criterion “assessment”, its weight is 16.19% 
in D2, while it constitutes only 9.24% of the evaluation 
process in D1. In the context of MOOCs, the significance 
of assessment is widely acknowledged. For example, Bali 
[55] proposed that MOOC assessment provides learners 
with opportunities to evaluate their acquired knowledge and 
apply their learned skills. Likewise, Hew [43] emphasized 
the significance of interactive learning and applying 
knowledge to improve engagement. The correlation between 
motivation and evaluation is supported by Zimmerman [56], 
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who discovered that individuals with particular learning 
objectives tend to assess their performance. Scholars 
have also observed that providing self-assessment tools to 
learners aids in developing critical thinking abilities [57].

Especially in Computer Science, Engineering, and 
Programming MOOCs, learners often discuss assessment-
related matters. This aligns with the considerable interest 
among researchers in exploring effective assessment 
strategies to enhance computer science and programming 
education [58]. Although auto-graders in MOOCs have 
improved fairness and efficiency, challenges remain, 
such as potentially inaccurate auto-grading and a lack 
of personalization. To optimize programming education, 
it is suggested to support inline-anchored discussions 
addressing auto-grader complaints and integrate program 
visualization tools that demonstrate how auto-graders 
work into forums. Additionally, the assessment features 
characteristic of MOOCs, such as assignments and 
quizzes, still fall short of meeting the requirements of 
effective computer science and programming instruction. 
To foster proficient programming skills, learners must 
receive timely and accurate feedback on their solutions 
and answers after completing practical programming 
exercises and real-world programming tasks.

6.2.4 � Enjoyment

Concerning the criterion “enjoyment” its weight is 15.81% 
in D2, while constituting only 2.85% of the evaluation 
process in D1. Cognitive Evaluation Theory suggests that 
individuals’ actions are shaped by internal components, 
emphasizing the joy and contentment derived from engaging 
in behavior [59]. Enjoyment, referring to “the extent to 
which the activity of using a product is perceived to be 
enjoyable in its own right, apart from any performance 
consequences that may be anticipated (p. 1113)” [60], is 
considered an inherent and emotional concept that impacts 
teachers’ acceptance. This concept comprises two sub-
components: pleasure and satisfaction, gauging teachers’ 
internal drive across various levels of necessities.

Pleasure represents the initial level of positive mental 
states learners experience in learning [33]. Although 
MOOCs are not primarily for pleasure-driven intentions, 
learners may find it interesting, thus motivating continued 
adoption. Satisfaction is an emotional reaction resulting 
from achieving a certain objective after usage [61]. When 
learners are satisfied with the learning outcomes from a 
MOOC, they have higher intentions for continued use. 
Howarth et al. [62] found a positive correlation between 

current learners’ satisfaction and technology adoption by 
new learners.

In Computer Science, Engineering, and Programming 
MOOCs, enjoyment plays a pivotal role for two reasons. 
First, these fields demand high levels of cognitive effort and 
problem-solving skills. When learners find the activities and 
learning experiences intrinsically enjoyable, it enhances their 
motivation to engage with the MOOCs. Enjoyment sustains 
their interest, curiosity, and enthusiasm, fostering higher 
levels of engagement and adoption. Second, Computer 
Science, Engineering, and Programming involve complex 
concepts, abstract thinking, and technical skills. The 
learning process can be demanding and require significant 
effort. Enjoyment serves as a positive emotional response 
that helps alleviate the perceived difficulty and challenges 
associated with these subjects. When learners derive joy and 
pleasure from the learning activities, they are more likely to 
persist through challenges, remain motivated, and continue 
adopting MOOCs.

6.2.5 � Usefulness

Regarding usefulness, it constitutes 30.65% of the 
evaluation process in D1, while accounting for only 
9.98% in D2. Utility, characterized as an external and 
mental concept, refers to the total worth a user attributes 
to employing a new technology [38]. Through our topic 
modeling analysis results, in the context of MOOCs, the 
utility has three sub-criteria: knowledge enhancement, job 
preparedness, and beginner friendliness. Among these, 
job preparedness is exclusively present in D1, making up 
16.81% of the evaluation process. This somewhat supports 
[63], who identified job promotion needs and curiosity 
as primary factors influencing learners’ enrollment in a 
MOOC. However, motives for MOOC enrollment can vary 
across different course types. For example, according to a 
survey by Bayeck [64], 74.6% and 11.9% of respondents 
enrolled in humanities courses (poetry and music, 
respectively) due to curiosity and seeking job performance 
improvement. For MOOCs related to science, health 
science, and math, only 39% of enrollments were motivated 
by skill improvement to perform better in jobs.

For learners taking Art, Design, and Humanities 
MOOCs, potential explanations for their frequent concerns 
about job preparedness are as follows. Firstly, learners in 
Art, Design, and Humanities disciplines often prioritize 
acquiring practical skills that directly apply to their work. 
They seek assurance that the courses they undertake will 
equip them with relevant and applicable skills sought after 
in the job market. It is essential to connect theoretical 
understanding with real-world implementation, ensuring 
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that the courses they invest time and effort in will have 
a tangible impact on their professional growth. Secondly, 
the Art, Design, and Humanities industries are diverse 
and encompass various sectors, each with its unique 
requirements and expectations. Learners are concerned 
about whether the MOOCs they choose align with their 
career interests and goals. They want to ensure that the 
course content, projects, and assignments offered reflect 
current industry practices. The relevance of the course 
content to their chosen field is crucial for learners to feel 
confident in job preparedness.

6.3 � RQ3: What are the ratings of courses 
and how do they rank according to sub‑criteria 
and criteria?

The overall rankings of course alternatives in selecting 
Art, Design, and Humanities as well as Computer Science, 
Engineering, and Programming courses, as presented in 
Tables 6 and 9, do not precisely match the overall course 
ratings from the Class Central website (Tables 2 and 3). 
There are similarities and differences between them. For 
instance, according to the reviews’ overall ratings about 
Art, Design, and Humanities courses in column 3 of 
Table 2, A2, A5, and A8 are rated as 4.7, which is the 
lowest among the nine courses. However, our proposed 
model, as shown in column 2 of Table 6, ranks A5 and 
A8 in the seventh and eighth positions, respectively, 
while it places A2 in the second position. Similarly, for 
the Computer Science, Engineering, and Programming 
courses, based on the reviews’ overall ratings in column 
3 of Table 3, B2 and B8 receive the highest rating of 4.9 
among the nine courses. Nevertheless, our proposed model, 
displayed in column 2 of Table 9, ranks B8 in the second 
position and B2 in the sixth position.

The inconsistencies between our analysis results and the 
reviewers’ overall opinions about the courses may arise from 
the fact that our approach goes beyond merely consider-
ing rough scores given by individual learners. Instead, we 
employ a more detailed and fine-grained approach by also 
considering the weights and significance attached to each 
criterion, determined through group decision-making analy-
sis. This allows us to gain insights into a single course’s 
rankings based on different criteria and even sub-criteria, 
which are not available on the Class Central website. Results 
presented in Table 5 and Tables 12, 13, 14, 15, 16, 17 and 18 
in the “Appendix” for Art, Design, and Humanities course 
selection, and results presented in Table 8 and Tables 19, 
20, 21, 22, 23, 24, 25 and 26 in the “Appendix” for Com-
puter Science, Engineering, and Programming course 
selection, provide a more comprehensive understanding 
of how courses perform according to various criteria and 

sub-criteria. In contrast, the same overall course rating pre-
sented in Tables 2 and 3 treats all courses with the same 
overall rating as equal.

For example, in the case of Art, Design, and Humanities, 
we ranked “English for the Workplace” (A3) as the best 
course. By checking Table 5 and Tables 12, 13, 14, 15, 
16, 17 and 18 in the “Appendix”, we find that A3 is also 
ranked the first among all alternatives according to four 
criteria: “assessment”, “content”, “effort”, and “usefulness”. 
The weights of these four criteria, from Table  6, are 
approximately 9.24%, 9.96%, 12.10%, and 30.64%, 
respectively, collectively constituting about 61.95% of the 
evaluation process. Therefore, we ranked “English for the 
Workplace” in the first place. For the other four criteria: 
“enjoyment”, “faculty”, “interaction”, and “structure”, 
the courses ranked the first among all alternatives were 
“English in Early Childhood: Language Learning and 
Development” (A4), “A Life of Happiness and Fulfillment” 
(A1), and “Academic Writing” (A2), respectively. Although 
both A1 and A4 are rated 4.7 on the Class Central website, 
our analysis shows that they perform differently based on 
different evaluation criteria. By having this knowledge, 
learners can select courses with better performance in the 
criteria they value the most. Therefore, implementing the 
AHP enables us to distinguish between courses that have the 
same overall course rating obtained from the Class Central 
website.

6.4 � Implications and suggestions

The results of this investigation illuminate the factors 
that influence the selection of MOOC courses and offer 
valuable perspectives for instructors and researchers to 
optimize course design, instructor involvement, and learner 
satisfaction in MOOCs.

1.	 Course design and presentation
	   Instructors of MOOCs should create courses that 

go beyond being informative and are also captivating, 
flexible, and well-structured. Moreover, for skill-
oriented courses, integrating technical aspects like 
user-friendliness and adaptability is crucial to enhance 
learners’ experiences.

2.	 Instructor qualities and engagement
	   Instructors should cultivate a positive learning 

environment and motivate learners through their 
expertise, experience, and enthusiasm. Incorporating 
humor into instruction can enhance social presence and 
emotional connection. They should deliver clear, well-
organized lectures, effectively utilize visual aids, and 
embrace adaptable teaching methods catering to diverse 
learning styles.
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3.	 Assessment strategies
	   Instructors need to carefully consider assessment 

methods, particularly in skill-oriented courses where 
auto-graders play a vital role in providing timely 
feedback and increasing satisfaction. However, they 
must address potential issues of inaccurate grading 
and lack of personalization. Introducing program 
visualization tools and fostering discussions can be 
beneficial. Assessments should promote active learning 
and self-evaluation to foster critical thinking skills.

4.	 Promoting enjoyment
	   Instructors should prioritize creating enjoyable 

learning experiences, especially in skill-oriented 
MOOCs like Computer Science, Engineering, and 
Programming, which can be challenging. Enjoyment 
positively impacts learners’ emotions, reduces perceived 
difficulty, and encourages engagement. Interactive and 
engaging activities enhance motivation and satisfaction.

5.	 Addressing job preparedness
	   In knowledge-oriented MOOCs like Art, Design, 

and Humanities, addressing learners’ concerns about 
job preparedness is crucial. Instructors should ensure 
courses offer practical and applicable skills aligned 
with learners’ career interests. Demonstrating the 
relevance of course content to specific industries and 
job requirements boosts learners’ confidence and 
satisfaction.

6.	 Enhancing learner engagement
	   MOOC platforms should provide personalized course 

recommendations based on individual preferences 
and learning styles to enhance engagement. Tailoring 
courses to meet learners’ valued criteria improves 
satisfaction and retention. Additionally, allowing 
learners to evaluate courses based on different criteria 
facilitates informed decision-making.

7.	 Leveraging multi-criteria decision-making
	   Researchers and MOOC platforms can employ 

the multi-criteria decision-making methodologies 
introduced in this study for comprehensive course 
evaluations. By considering overall course ratings and 
individual criteria weights, learners can make informed 
decisions aligned with their preferences. Researchers 
can refine the model by adding factors to improve 
evaluations.

By implementing these insights and recommendations, 
educators and online learning platforms can enhance the 
effectiveness and appeal of MOOC experiences, thereby 
promoting the advancement and enhancement of online 
education.

6.5 � Reflections on research methodologies

This study used courses with an overall rating score of 4.7 
or higher based on observing user behaviors on real-world 
online platforms. Typically, users gravitate towards courses 
with higher overall ratings when making selections. The 
challenge lies in the limited information displayed—often 
only the overall course ratings are visible on the MOOC 
website. Despite the presence of numerous textual reviews 
from previous learners, manually evaluating each comment 
becomes a time-consuming task. Additionally, learners have 
diverse priorities, some favoring assessment aspects while 
others value interaction. This diversity contributes to the 
difficulty users face in objectively evaluating and selecting 
courses based on the available information. Our method 
aims to encourage users to delve deeper into the evaluation 
process for the initially selected highly rated courses. By 
providing more granular evaluation criteria and insights 
into various performance dimensions, learners can identify 
courses that align closely with their preferences. Thus, we 
specifically focused on comparative analysis among courses 
with high overall rating scores across different dimensions, 
mirroring real-world user decision-making scenarios. 
This is more practical and meaningful, and aligns more 
closely with user needs during the course selection process, 
particularly when dealing with popular courses exhibiting 
minimal differences in overall ratings. However, it would 
be intriguing in future endeavors to include a larger range of 
overall rating scores of courses for comparison.

Regarding the predetermined labels used for guiding 
the labeling process of topics, while we did not explicitly 
create standalone labels for “videos” and “instructors” that 
are frequently used in previous studies (e.g., [2, 32]), we 
have covered various dimensions pertinent to instructors 
and videos within the “technicality” and “faculty” labels. 
Specifically, the structuring of the “technicality” label, 
with its comprehensive sub-labels, was determined to 
encompass and evaluate the essential elements pertaining 
to technological factors including video content in MOOCs. 
By analyzing the technical intricacies (complexity) and 
adaptive features (flexibility) of MOOC videos, we ensured 
a holistic evaluation that inherently included the pivotal 
role and influence of video content on the overall quality 
of MOOC courses. Furthermore, the structuring of the 
“faculty” label, with its detailed sub-labels, was utilized to 
thoroughly encompass the multiple dimensions associated 
with instructors in MOOC courses. Our approach aimed 
at holistically evaluating the influence of instructors by 
dissecting various aspects that collectively contribute to 
the overall perception of faculty quality within the MOOC 
setting. By employing the “faculty” label and its sub-labels, 
we aimed to cover a broad spectrum of factors that directly 



4990	 International Journal of Machine Learning and Cybernetics (2024) 15:4973–4998

relate to instructors’ effectiveness, teaching styles, and 
collaborative dynamics within the teaching team, thereby 
providing a comprehensive evaluation. Nevertheless, future 
work can consider proposing more fine-grained methods, for 
example, the Delphi method by involving multiple rounds 
of questionnaire surveys to expert groups, to determine 
predetermined labels.

Regarding the manual analysis of the algorithm-
identified topics, this is a prevalent method in topic 
modeling studies (e.g., [16, 65]). This study rigorously 
adhered to a widely adopted procedure from previous 
studies (e.g., [34, 35]). Specifically, this study’s 
interpretation of topics was guided by sociotechnical 
system theory, Moore’s transactional distance theory, 
and MOOC instructional design practices. To enhance 
precision, our methodology entailed multiple rounds of 
in-depth discussions among two experienced MOOC 
education experts until a consensus was reached. While 
involving two annotators is generally considered to be 
able to ensure a higher level of accuracy and reliability 
in the labeling process in previous topic modeling studies 
(e.g., [35, 66]), we acknowledge the potential for increased 
rigor by involving more annotators. Moreover, future 
work might consider integrating STM outcomes with 
automated methods for topic naming, thereby improving 
the interpretative process’s accuracy and efficiency.

Regarding the determination of models based on 
exclusivity and coherence scores across a range of 5 to 50 
topics, this approach might appear simplistic in finding 
the most suitable number of topics. However, exclusivity 
and coherence measures are widely considered effective 
methods in previous topic modeling studies (e.g., [65, 67]) 
to define the ideal number of topics. These measures serve 
as heuristics by providing indicators or scoring systems that 
help evaluate the quality or coherence of topics generated by 
models. They aid in the selection of an optimal number of 
topics by assessing the semantic coherence within topics and 
the distinctiveness between them [68]. Nevertheless, future 
work can consider involving and combining more advanced 
heuristic-driven methodologies such as perplexity metrics 
and potentially exploring Bayesian approaches to achieve a 
more refined and accurate identification of the ideal number 
of topics.

Regarding the computational complexity, the 
optimization of topic models entails the refinement of 
parameters and the selection of an appropriate model 
configuration. Specifically, a substantial amount of 
computing resources is dedicated to determining the 
most suitable models based on exclusivity and coherence 

scores across a range of topics (from 5 to 50) within the 
proposed method, requiring hours for processing databases 
D1 and D2. The computation of exclusivity and coherence 
scores for various topic numbers involves running multiple 
iterations of the topic modeling algorithm for each specified 
number of topics. This iterative process is computationally 
intensive, in comparison to other steps in the proposed 
method, for example, the automatic ranking of a sample of 
courses in various criteria, which can be achieved within 
seconds. Nevertheless, the overall computational time for 
the proposed method is much shorter than using manual 
coding. However, as dataset sizes expand, encompassing 
larger vocabularies and broader ranges of topics, the 
time and resources for model training and inference will 
also increase, potentially leading to scalability concerns. 
Thus, future endeavors may contemplate implementing 
optimization techniques within scoring algorithms or 
adopting more computationally efficient approaches for 
computing exclusivity and coherence scores to alleviate 
the computational burden inherent in the overall modeling 
process.

Overall, the proposed methodology in this study enables 
effective and efficient analysis of extensive textual data, a 
stark contrast to manual analysis methods. However, we 
recognize the limitation compared to a “true close reading” 
of texts. Yet, automated text analysis offers tremendous 
potential for educational researchers to grapple with vast 
volumes of data, facilitating the exploration of MOOC 
learner-generated texts.

6.6 � Limitations and future work

This study has limitations. Specifically, the review data was 
exclusively obtained from the Class Central, a well-known 
MOOC aggregator website. While the Class Central is 
esteemed, incorporating data from diverse MOOC platforms 
such as EdX, Coursera, self-developed online learning 
platforms, and even open-ended MOOC surveys from 
learners and instructors would offer additional validation and 
complement the study’s findings. The present study solely 
concentrated on Art, Design, and Humanities as well as 
Computer Science, Engineering, and Programming MOOCs 
as representatives of knowledge- and skill-seeking courses. 
To enhance the applicability and generalization of the 
findings, it is imperative to include MOOCs from a broader 
spectrum of courses, thereby augmenting the model’s 
effectiveness. Since courses from different disciplines may 
display unique characteristics.
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7 � Conclusion

This study, introduced a novel approach to automatically 
evaluate MOOCs using a multi-criteria decision-making 
model, combining text mining and AHP. The research 
analyzed reviews from both knowledge-seeking MOOCs, 
such as Art, Design, and Humanities, and skill-seeking 
MOOCs, such as Computer Science, Engineering, and 
Programming courses. Common criteria prioritized by 
both types of learners include “assessment”, “content”, 
“effort”, “usefulness”, “enjoyment”, “faculty”, “interaction”, 
and “structure”. Additionally, skill-seeking learners 
also emphasized technicality, encompassing ease of use 
and flexibility. For both knowledge-seeking and skill-
seeking learners, effort and faculty were deemed crucial. 
However, skill-seeking learners placed more importance 
on “assessment” and “enjoyment”, while knowledge-
seeking learners valued “usefulness” higher. The research 
demonstrated the effectiveness of employing online 
learner reviews and topic modeling for automated MOOC 
evaluation.

Reflecting on the research design of this study, sev-
eral issues should be noted: (1) use of data related only 
to Art, Design, Humanities, Computer Science, Engi-
neering, and Programming courses with an overall rating 
score of 4.7 or higher from Class Central, (2) determi-
nation of predetermined labels based on a review of lit-
erature, (3) manual analysis of the algorithm-identified 
topics, and (4) determination of models based on exclu-
sivity and coherence scores across a range of 5 to 50 
topics. Future work may pay attention to the following 
issues. First, including a larger range of overall rating 
scores of courses from different disciplines and diverse 

MOOC platforms. Second, proposing more fine-grained 
methods such as the Delphi method to determine prede-
termined labels. Third, integrating STM outcomes with 
automated methods for topic naming. Fourth, combin-
ing more advanced heuristic-driven methodologies such 
as perplexity metrics and potentially exploring Bayes-
ian approaches to determine the ideal number of topics. 
Additionally, it is also vital to acknowledge that latent 
topics within course reviews may evolve over time. Thus, 
future research could focus on developing tools capable 
of providing real-time analyses of the topics relevant to 
MOOC learners.

In sum, the proposed automated text analysis 
methodology in this study offers tremendous potential 
for educational researchers’ effective and efficient 
analysis of vast volumes of textual data to shed light 
on course evaluation and selection. The findings of this 
study have significant implications for optimizing course 
design, enhancing instructor engagement, and improving 
learner satisfaction. MOOC platforms can leverage this 
model to provide personalized course recommendations, 
ultimately contributing to the advancement of online 
education and enhancing the MOOC learning experience 
for learners.

Appendix

See Tables 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 
23, 24, 25 and 26.

Table 10   Extracted valid topics and their adjusted weights and discriminant terms for D1 (Art, Design, and Humanities)

Labels Adjusted 
weights 
(%)

Discriminant terms

Interaction 5.06 Forum, prepared, deliver, interaction, responsive, presentation, clearly, lecture, support
Perceived difficulty 5.88 Understand, easy, medium, concept, chapter, simple, ease, comprehend, difficulty, step
Perceived workload 6.23 Work, hard, half, day, problem, busy, submit, week, schedule, date
Beginner friendliness 8.15 Beginner, basic, basis, slow, speak, production, pace, begin, start, introductory
Instructor experience 13.47 Lesson, teacher, teaching, plan, strategic, idea, method, experience, experienced, technique
Job preparedness 16.81 Job, interview, opportunity, skill, Facebook, prepare, workplace, useful, Futurelearn, join
Knowledge enhancement 5.69 Knowledge, sustainability, gain, expand, industry, broaden, business, industrial, expertise, professionally
Assignment 9.24 Exercise, exam, complete, certificate, pay, test, correct, upgrade, fee, spend
Problem-solving and use 

of cases/examples
9.96 Explain, question, ask, example, answer, comprehensive, case, clear, reference, tip

Faculty team 6.56 Faculty, scholar, research, coordinator, researcher, team, Ugc, presentation, college, institute
Course description 3.18 University, critical, history, Sheffield, middle, Tsinghua, degree, French, aid, existentialism
Instructor passion 6.94 Happiness, happy, prof, fulfillment, professor, joy, energy, entertaining, fulfilling, passion
Pleasure 2.85 Interesting, enjoy, information, video, topic, interest, short, time, online, useful
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Table 11   Extracted valid topics and their adjusted weights and discriminant terms for D2 (Computer Science, Engineering, and Programming)

Labels Adjusted 
weights 
(%)

Discriminant terms

Pleasure 4.79 Engaging, fantastic, enjoyable, entertain, top, pleasure, entertaining
Course introduction 7.92 Everybody, first, continue, one, series, university, Michigan, Coursera, specialization, specialisation
Instructor presentation 5.71 Teacher, drchuck, didactic, interesting, simpler, interest, brilliant, extraordinary, funny, profchuck
Teaching style 6.73 Love, awesome, teaching, amaze, bore, amazing, granulation, teach, style, join, cool, ease, lovely, stuff, 

fabulous
Autograder 3.84 Command, report, editor, autograder, write, copy, code, mistake, debut, correct, output, prompt, execute
Satisfaction 11.02 Great, recommend, highly, strongly, interested, recommended, cheer, definitely, wanting
Problem solving 2.68 Wrong, professional, error, mark, ask, address, question, answer, audit, submit, capability, breakpoint, aid
Interaction 4.25 Help, platform, revise, staff, team, discussion, forum, community, assist, solve
Beginner friendliness 6.57 Beginner, useful, helpful, level, perfectly, experienced, syllabus, smoothly, appropriate, suit
Perceived difficulty 9.56 Program, basic, start, know, already, nothing, background, conditional, fundamental, familiar, afraid, 

loop, worry
Instructor humor 3.11 Humor, fun, sense, achievement, laugh, interactive, pleasant, joyful, exciting, instructive, tremendous, 

joy, atmosphere
Flexibility 2.66 Section, put, formal, hit, habit, view, remind, audience, somewhere, remote, waste, drop, record
Knowledge enhancement 3.41 Knowledge, gain, acquire, refresh, prior, zero, experience, expertise, little, gap, fill
Explanation 4.34 Clearly, detail, explain, complete, every, explained, layman, able, breeze, patiently, comprehensible, 

neatly, illustrate
Perceived workload 4.47 Week, exam, confuse, speed, spend, hour, weekend, invest, rush, deadline, longer, spent, spare, duration, 

trouble, hurry, devote
Assessment 12.36 Assignment, easy, exercise, practice, concise, quire, quit, test, tough, difficult, reinforce, tricky, digest, 

assessment, quiz
Instructor passion 4.07 Prof, humorous, engage, professor, passionate, extremely, enthusiastic, patient, charismatic, passion, 

attractive, explicit, genuinely, guidance
Complexity 2.51 Think, something, point, need, try, find, still, yet, complex, progress, felt, hard

Table 12   Pairwise comparison 
matrix for the alternatives 
regarding content criterion in 
Art, Design, and Humanity 
course selection

A1 A2 A3 A4 A5 A6 A7 A8 A9 Priorities Rankings

A1 1 0.259 0.189 0.242 0.395 0.839 1.572 0.690 0.684 0.04486510 8
A2 3.863 1 0.728 0.935 1.526 3.241 6.072 2.666 2.641 0.17332193 3
A3 5.303 1.373 1 1.284 2.095 4.449 8.336 3.660 3.625 0.23792359 1
A4 4.131 1.069 0.779 1 1.632 3.466 6.494 2.851 2.824 0.18535673 2
A5 2.532 0.655 0.477 0.613 1 2.124 3.979 1.747 1.731 0.11357968 4
A6 1.192 0.309 0.225 0.288 0.471 1 1.873 0.823 0.815 0.05347288 7
A7 0.636 0.165 0.120 0.154 0.251 0.534 1 0.439 0.435 0.02854271 9
A8 1.449 0.375 0.273 0.351 0.572 1.216 2.278 1 0.991 0.06500947 6
A9 1.463 0.379 0.276 0.354 0.578 1.227 2.299 1.009 1 0.06562576 5
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Table 13   Pairwise comparison 
matrix for the alternatives 
regarding effort in Art, Design, 
and Humanity course selection

A1 A2 A3 A4 A5 A6 A7 A8 A9 Priorities Rankings

A1 1 0.719 0.521 0.840 0.988 0.604 0.938 0.859 0.854 0.07660304 9
A2 1.392 1 0.724 1.170 1.375 0.840 1.306 1.195 1.189 0.10660947 3
A3 1.921 1.380 1 1.615 1.898 1.160 1.803 1.650 1.641 0.14717195 1
A4 1.190 0.855 0.619 1 1.176 0.718 1.117 1.022 1.017 0.09115032 4
A5 1.012 0.727 0.527 0.851 1 0.611 0.950 0.869 0.865 0.07752716 8
A6 1.657 1.191 0.862 1.392 1.637 1 1.555 1.423 1.416 0.12691945 2
A7 1.066 0.766 0.555 0.896 1.053 0.643 1 0.915 0.910 0.08162745 7
A8 1.164 0.837 0.606 0.979 1.151 0.703 1.093 1 0.995 0.08919895 6
A9 1.170 0.841 0.609 0.984 1.156 0.706 1.098 1.005 1 0.08965879 5

Table 14   Pairwise comparison 
matrix for the alternatives 
regarding enjoyment in Art, 
Design, and Humanity course 
selection

A1 A2 A3 A4 A5 A6 A7 A8 A9 Priorities Rankings

A1 1 0.427 0.381 0.341 0.573 0.898 1.906 1.301 1.395 0.07020630 6
A2 2.340 1 0.891 0.797 1.340 2.102 4.459 3.045 3.264 0.16427961 3
A3 2.625 1.122 1 0.894 1.503 2.358 5.002 3.416 3.662 0.18429596 2
A4 2.936 1.255 1.119 1 1.681 2.637 5.595 3.820 4.096 0.20614247 1
A5 1.746 0.746 0.665 0.595 1 1.569 3.328 2.272 2.436 0.12260709 4
A6 1.113 0.476 0.424 0.379 0.637 1 2.121 1.449 1.553 0.07815893 5
A7 0.525 0.224 0.200 0.179 0.300 0.471 1 0.683 0.732 0.03684313 9
A8 0.769 0.328 0.293 0.262 0.440 0.690 1.465 1 1.072 0.05395722 7
A9 0.717 0.306 0.273 0.244 0.411 0.644 1.366 0.933 1 0.05033126 8

Table 15   Pairwise comparison 
matrix for the alternatives 
regarding faculty in Art, Design, 
and Humanity course selection

A1 A2 A3 A4 A5 A6 A7 A8 A9 Priorities Rankings

A1 1 1.754 3.960 2.909 4.457 4.064 3.308 3.830 1.212 0.24214347 1
A2 0.570 1 2.257 1.658 2.541 2.317 1.885 2.183 0.691 0.13802755 3
A3 0.253 0.443 1 0.735 1.125 1.026 0.835 0.967 0.306 0.06114298 7
A4 0.344 0.603 1.361 1 1.532 1.397 1.137 1.317 0.417 0.08324288 4
A5 0.224 0.394 0.889 0.653 1 0.912 0.742 0.859 0.272 0.05432878 9
A6 0.246 0.432 0.974 0.716 1.097 1 0.814 0.942 0.298 0.05957748 8
A7 0.302 0.530 1.197 0.879 1.347 1.229 1 1.158 0.366 0.07320527 5
A8 0.261 0.458 1.034 0.759 1.164 1.061 0.864 1 0.316 0.06321575 6
A9 0.825 1.448 3.269 2.401 3.679 3.355 2.730 3.162 1 0.19985944 2

Table 16   Pairwise comparison 
matrix for the alternatives 
regarding interaction in Art, 
Design, and Humanity course 
selection

A1 A2 A3 A4 A5 A6 A7 A8 A9 Priorities Rankings

A1 1 0.247 0.454 0.515 0.660 0.927 1.536 1.331 1.771 0.07088712 6
A2 4.055 1 1.842 2.088 2.678 3.758 6.229 5.398 7.183 0.28743492 1
A3 2.201 0.543 1 1.134 1.454 2.040 3.381 2.930 3.899 0.15602703 2
A4 1.942 0.479 0.882 1 1.282 1.800 2.983 2.585 3.440 0.13764311 3
A5 1.514 0.373 0.688 0.780 1 1.403 2.326 2.016 2.682 0.10733931 4
A6 1.079 0.266 0.490 0.556 0.713 1 1.658 1.436 1.911 0.07648407 5
A7 0.651 0.161 0.296 0.335 0.430 0.603 1 0.867 1.153 0.04614353 8
A8 0.751 0.185 0.341 0.387 0.496 0.696 1.154 1 1.331 0.05325129 7
A9 0.564 0.139 0.256 0.291 0.373 0.523 0.867 0.751 1 0.04001535 9
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Table 17   Pairwise comparison 
matrix for the alternatives 
regarding structure in Art, 
Design, and Humanity course 
selection

A1 A2 A3 A4 A5 A6 A7 A8 A9 Priorities Rankings

A1 1 0.302 0.528 0.505 0.619 1.092 0.376 1.079 1.387 0.06318701 6
A2 3.307 1 1.748 1.670 2.048 3.612 1.242 3.567 4.587 0.20895735 1
A3 1.892 0.572 1 0.956 1.172 2.067 0.711 2.041 2.625 0.11956994 4
A4 1.980 0.599 1.046 1 1.226 2.163 0.744 2.136 2.747 0.12511872 3
A5 1.615 0.488 0.853 0.816 1 1.764 0.607 1.742 2.240 0.10203971 5
A6 0.916 0.277 0.484 0.462 0.567 1 0.344 0.987 1.270 0.05784910 8
A7 2.662 0.805 1.407 1.344 1.649 2.908 1 2.871 3.693 0.16821623 2
A8 0.927 0.280 0.490 0.468 0.574 1.013 0.348 1 1.286 0.05858617 7
A9 0.721 0.218 0.381 0.364 0.446 0.787 0.271 0.778 1 0.04555374 9

Table 18   Pairwise comparison 
matrix for the alternatives 
regarding usefulness in Art, 
Design, and Humanity course 
selection

A1 A2 A3 A4 A5 A6 A7 A8 A9 Priorities Rankings

A1 1 0.842 0.246 0.654 0.458 0.686 0.769 0.377 0.536 0.04484990 9
A2 1.187 1 0.292 0.776 0.543 0.814 0.913 0.448 0.636 0.05324379 8
A3 4.059 3.419 1 2.655 1.857 2.784 3.122 1.530 2.175 0.18203878 1
A4 1.529 1.288 0.377 1 0.700 1.049 1.176 0.577 0.819 0.06857601 5
A5 2.186 1.841 0.539 1.429 1 1.499 1.681 0.824 1.171 0.09802823 3
A6 1.458 1.228 0.359 0.953 0.667 1 1.121 0.550 0.781 0.06537621 6
A7 1.300 1.095 0.320 0.850 0.595 0.892 1 0.490 0.697 0.05830051 7
A8 2.652 2.234 0.653 1.734 1.213 1.819 2.040 1 1.421 0.11894135 2
A9 1.866 1.572 0.460 1.220 0.854 1.280 1.435 0.704 1 0.08368541 4

Table 19   Pairwise comparison 
matrix for the alternatives 
regarding structure in Computer 
Science, Engineering, and 
Programming course selection

B1 B2 B3 B4 B5 B6 B7 B8 B9 Priorities Rankings

B1 1 0.879 0.252 0.839 0.824 1.107 0.564 0.363 0.830 0.06603153 8
B2 1.138 1 0.287 0.955 0.938 1.260 0.641 0.414 0.944 0.07515078 7
B3 3.967 3.486 1 3.330 3.271 4.392 2.236 1.442 3.291 0.26197673 1
B4 1.191 1.047 0.300 1 0.982 1.319 0.671 0.433 0.988 0.07866349 6
B5 1.213 1.066 0.306 1.018 1 1.343 0.684 0.441 1.006 0.08009194 4
B6 0.903 0.794 0.228 0.758 0.745 1 0.509 0.328 0.749 0.05964629 9
B7 1.775 1.559 0.447 1.490 1.463 1.965 1 0.645 1.472 0.11717687 3
B8 2.751 2.417 0.693 2.309 2.268 3.046 1.550 1 2.283 0.18167006 2
B9 1.205 1.059 0.304 1.012 0.994 1.334 0.679 0.438 1 0.07959232 5

Table 20   Pairwise comparison 
matrix for the alternatives 
regarding faculty in Computer 
Science, Engineering, and 
Programming course selection

B1 B2 B3 B4 B5 B6 B7 B8 B9 Priorities Rankings

B1 1 0.657 0.253 0.550 0.688 1.129 0.318 0.306 0.785 0.05460495 8
B2 1.523 1 0.386 0.838 1.048 1.719 0.484 0.467 1.195 0.08315478 5
B3 3.947 2.592 1 2.173 2.717 4.455 1.254 1.209 3.097 0.21554366 1
B4 1.817 1.193 0.460 1 1.251 2.050 0.577 0.557 1.425 0.09920132 4
B5 1.453 0.954 0.368 0.800 1 1.639 0.461 0.445 1.140 0.07931976 6
B6 0.886 0.582 0.224 0.488 0.610 1 0.281 0.271 0.695 0.04838699 9
B7 3.149 2.068 0.798 1.733 2.168 3.554 1 0.965 2.471 0.17195107 3
B8 3.264 2.143 0.827 1.797 2.247 3.684 1.037 1 2.561 0.17823778 2
B9 1.275 0.837 0.323 0.702 0.877 1.438 0.405 0.390 1 0.06959969 7
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Table 21   Pairwise comparison 
matrix for the alternatives 
regarding assessment in 
Computer Science, Engineering, 
and Programming course 
selection

B1 B2 B3 B4 B5 B6 B7 B8 B9 Priorities Rankings

B1 1 1.007 0.281 1.051 1.153 1.457 0.557 0.581 0.989 0.07950892 5
B2 0.993 1 0.280 1.043 1.145 1.447 0.553 0.577 0.982 0.07895288 6
B3 3.553 3.578 1 3.732 4.096 5.178 1.980 2.064 3.514 0.28247013 1
B4 0.952 0.959 0.268 1 1.097 1.387 0.531 0.553 0.942 0.07568302 7
B5 0.867 0.873 0.244 0.911 1 1.264 0.483 0.504 0.858 0.06896232 8
B6 0.686 0.691 0.193 0.721 0.791 1 0.382 0.399 0.679 0.05455261 9
B7 1.794 1.807 0.505 1.885 2.069 2.615 1 1.042 1.775 0.14265084 2
B8 1.721 1.733 0.484 1.808 1.984 2.508 0.959 1 1.703 0.13684519 3
B9 1.011 1.018 0.285 1.062 1.165 1.473 0.563 0.587 1 0.08037410 4

Table 22   Pairwise comparison 
matrix for the alternatives 
regarding content in Computer 
Science, Engineering, and 
Programming course selection

B1 B2 B3 B4 B5 B6 B7 B8 B9 Priorities Rankings

B1 1 1.077 0.321 0.977 1.229 1.455 0.653 0.572 0.957 0.08412255 6
B2 0.928 1 0.298 0.907 1.141 1.350 0.606 0.531 0.888 0.07808652 7
B3 3.111 3.351 1 3.039 3.823 4.524 2.031 1.780 2.976 0.26167295 1
B4 1.023 1.103 0.329 1 1.258 1.489 0.668 0.586 0.979 0.08609547 5
B5 0.814 0.877 0.262 0.795 1 1.183 0.531 0.466 0.778 0.06844490 8
B6 0.688 0.741 0.221 0.672 0.845 1 0.449 0.394 0.658 0.05783515 9
B7 1.532 1.650 0.492 1.496 1.882 2.228 1 0.877 1.465 0.12883743 3
B8 1.747 1.882 0.562 1.707 2.147 2.541 1.141 1 1.671 0.14696976 2
B9 1.045 1.126 0.336 1.021 1.285 1.520 0.683 0.598 1 0.08793528 4

Table 23   Pairwise comparison 
matrix for the alternatives 
regarding interaction in 
Computer Science, Engineering, 
and Programming course 
selection

B1 B2 B3 B4 B5 B6 B7 B8 B9 Priorities Rankings

B1 1 0.687 0.201 0.758 0.713 1.085 0.426 0.391 0.804 0.05801926 8
B2 1.456 1 0.292 1.105 1.038 1.581 0.620 0.569 1.171 0.08450420 4
B3 4.985 3.423 1 3.781 3.552 5.411 2.123 1.948 4.006 0.28922762 1
B4 1.318 0.905 0.264 1 0.939 1.431 0.561 0.515 1.060 0.07649307 6
B5 1.403 0.964 0.282 1.065 1 1.523 0.598 0.549 1.128 0.08142826 5
B6 0.921 0.633 0.185 0.699 0.656 1 0.392 0.360 0.740 0.05345036 9
B7 2.348 1.612 0.471 1.781 1.673 2.549 1 0.918 1.887 0.13623914 3
B8 2.559 1.757 0.513 1.941 1.823 2.777 1.090 1 2.056 0.14844739 2
B9 1.244 0.854 0.250 0.944 0.887 1.351 0.530 0.486 1 0.07219070 7

Table 24   Pairwise comparison 
matrix for the alternatives 
regarding usefulness in 
Computer Science, Engineering, 
and Programming course 
selection

B1 B2 B3 B4 B5 B6 B7 B8 B9 Priorities Rankings

B1 1 0.815 0.252 0.941 0.807 1.145 0.503 0.361 0.831 0.06522387 8
B2 1.227 1 0.309 1.155 0.990 1.404 0.617 0.443 1.019 0.08001422 5
B3 3.965 3.232 1 3.732 3.198 4.538 1.993 1.430 3.294 0.25859129 1
B4 1.062 0.866 0.268 1 0.857 1.216 0.534 0.383 0.883 0.06929152 7
B5 1.240 1.011 0.313 1.167 1 1.419 0.623 0.447 1.030 0.08085850 4
B6 0.874 0.712 0.220 0.822 0.705 1 0.439 0.315 0.726 0.05698581 9
B7 1.989 1.622 0.502 1.872 1.605 2.277 1 0.718 1.653 0.12974468 3
B8 2.772 2.259 0.699 2.609 2.236 3.172 1.393 1 2.303 0.18078532 2
B9 1.204 0.981 0.304 1.133 0.971 1.378 0.605 0.434 1 0.07850481 6
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