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ABSTRACT

New developments in information technology (IT) provide opportunities for a better quality of life through benefits such as increased comfort and convenience. Compared to dedicated infrastructures such as cluster and grid computing, cloud computing can better cater to users’ needs by increasing effectiveness, efficiency and functionality at a potentially lower cost. This research aims to provide insights into the challenges and issues faced by implementers and users of cloud computing by comparing the extant literature about this issue with current insights provided by IT managers. A systematic literature review and in-depth interviews with IT managers in local government councils were conducted for this research. The research indicated that the factors in the extant literature were supported; additional challenges and issues emerged which are related to effective network, data storage location, availability of different service providers, policy makers, a limited understanding of the cloud and business transformation. The findings of this research are expected to assist managers to evaluate possible adoption and increase their awareness about challenges and issues that influence the cloud adoption when planning to adopt it.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Cloud computing, a recent development in information and communication technology (ICT), has superseded some older technologies such as virtualisation, utility computing, elasticity, distributed computing, and grid computing (Wang et al., 2011). It offers simplicity and potential for scalability, reliability and high performance service delivery at a relatively low cost (Ali et al., 2015a; Mell and Grance, 2009; NIST, 2009). Cloud computing is changing the way industries and enterprises do their businesses in that dynamically scalable and virtualised resources are provided as a service over the Internet; it offers new opportunities for enterprises (Xu, 2012).

Growth in the adoption of cloud computing is expected (Opitz et al., 2012); predictions for growth range from $46.3 billion reported in 2008 to $148.8 billion and $150 billion by 2014 and $222.5 billion market by 2015 (Opitz et al., 2012). Cloud computing spending is predicted to grow from $16 billion in 2008 to around $55 billion in 2014 (Gens, 2010; Leavitt, 2009). The expectations of the business with cloud computing are high and it is important for organisations to consider the potential benefits for their operations (Opitz et al., 2012). There is an expectation that 7.1 percent of total ICT spending in Australia in 2015 will be directly cloud related, up from 2.8 percent in 2011; this will be a net increase in value of around $4.3 billion (IT Industry Innovation Council, 2011).

Research about cloud computing in the public sector in general is limited (Janssen and John, 2011). There is research
on the challenges and issues of cloud computing in relation to security, privacy, trust issues (Ali and Soar, 2014; Buyya et al., 2011; Ghanam et al., 2012; Kim, 2009; Takabi et al., 2010), and policies (Ali et al., 2015a, 2015b; Jaeger et al., 2008; Tweneboah-Kodua, 2012). There is a lack of exploratory studies that provide an in-depth and holistic investigation of all the actual challenges and issues in a relation to cloud computing adoption (Low et al., 2011; Misra and Mondal, 2011). That is, we could not find any studies that listed all challenges and issues and explained why and how they are influencing the adoption of cloud computing.

Despite its potential benefits, the adoption rate of cloud computing in regional municipal government sectors in Australia has been lower compared to urban areas (IT Industry Innovation Council, 2011). The paucity of empirical studies about challenges and issues to cloud computing adoption in Australian regional municipal governments has hindered understanding and thus strategy development to improve its adoption (IT Industry Innovation Council, 2011). This situation has prompted regional municipal governments to request further research related to challenges and issues that influence the adoption of cloud computing with the purpose to guide their cloud adoption and implementation decisions (Department of Innovation Industry Science and Research, 2011). The current gap in the literature has led us to the following research problem: What are the actual challenges and issues that influence the adoption of cloud computing in Australian regional municipal governments.

This research identifies and provides an overview of the challenges and issues affecting the adoption of cloud computing in Australian regional municipal governments. The paper provides an overview of cloud computing, a report on a systematic literature review and a report on interviews with IT managers in Australian local government councils about their opinions on the challenges and issues that influence the adoption of cloud computing. Then, we conclude this paper with contributions, research limitations, future research, and conclusions.

2. The basic concept of cloud computing

Cloud computing has been a paradigm shift in the IT domain (Kantarcıoğlu et al., 2011). It is the result of significant innovations in virtualisation, utility computing, distributed computing, grid computing, storage, content outsourcing, security, Web 2.0, and networking (Catteddu and Hogben, 2009). The most widely used definition of the cloud computing model is introduced by the U.S. National Institute of Standards and Technology (NIST, 2009) as:

“A model for enabling ubiquitous, convenient, on-demand network access to a shared pool of services (for example, networks, servers, storage, applications and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction”.

The NIST definition recognises the availability of cloud computing and describes its five essential characteristics: on-demand self-service; broad network access; resource pooling; rapid elasticity; and measured service (NIST, 2009).

Cloud services can be categorised on the basis of the following three service/delivery models: Software as a Service; Platform as a Service; and Infrastructure as a Service (Ali et al., 2014; Buyya et al., 2011; Cloud Security Alliance, 2009; Mell and Grance, 2009). Software as a Service (SaaS) enables consumers to use the service provider’s applications running on a cloud infrastructure. Consumers can access the applications using various client devices through a client interface such as a Web browser. Consumers have access to limited user-specific application configuration settings and cannot manage or control the underlying cloud infrastructure such as its network, servers, operating systems or storage (Clemons and Chen, 2011; Cloud Security Alliance, 2010; Mell and Grance, 2009; Velte et al., 2010; Wang et al., 2008).

The Platform as a Service (PaaS) model of cloud computing is somewhat similar to the SaaS model. This model enables the consumer to deploy consumer-created or acquired applications onto the cloud infrastructure with the help of programming languages and tools the provider supports. Just like the SaaS model, the consumer does not manage or control the underlying cloud infrastructure, but can control the deployed applications and possibly the application-hosting environment configurations (Cloud Security Alliance, 2010; Dillon et al., 2010; Velte et al., 2010).

The third platform, Infrastructure as a Service (IaaS), provides the consumers with processing, storage, network and other fundamental computing resources (Bhardwaj et al., 2010). The consumer can deploy and run arbitrary software, including operating systems and applications. Like the other two models, the consumer cannot manage or control the underlying cloud infrastructure but has control of the operating systems, storage and deployed applications and possibly has limited control over select networking components, such as host firewalls (Bhardwaj et al., 2010; Cloud Security Alliance, 2010; Mell and Grance, 2009; Sohan and Zeng, 2010).

There are believed to be four cloud deployment models: public, private, community; and hybrid (Ali et al., 2014; Catteddu and Hogben, 2009; Cloud Security Alliance, 2009; Dustin-Amrhein et al., 2010; Mell and Grance, 2009). Public cloud enables the cloud infrastructure to be made available to the general public. The infrastructure is owned by an organisation that provides cloud services (Dustin-Amrhein et al., 2010). In the private cloud model, the cloud infrastructure is deployed solely for a single organisation. The organisation may itself manage the infrastructure or outsource it to a third party, and the cloud infrastructure may exist in the organisation’s premises or be based off-premise (Armbrust and Fox, 2009; Dustin-Amrhein et al., 2010). Community cloud deploys the cloud infrastructure to several organisations at the same time and supports a specific community that shares similar concerns. The cloud infrastructure may be managed by the organisations or by a third party and may exist in the organisations’ premise or be based off-premise (Dustin-Amrhein et al., 2010). In the hybrid cloud model the cloud infrastructure is composed of two or more clouds (private, community or public) that remain unique entities but are bound together by standardised or proprietary technology that enables data and application portability (Cloud Security Alliance, 2009).

Despite the potential advantages provided by cloud computing, there are still several challenges and issues for its...
adoption in the public sector (Catteddu and Hogben, 2009; Martucci et al., 2012; Reed et al., 2011). Cloud computing is still considered to be in the early adoption stage (Iyer and Henderson, 2010; Vaquero et al., 2008). Concerns about cloud computing relate to security, privacy and trust issues (Paquette et al., 2010; Subashini and Kavitha, 2011). Security is about protecting data from unauthorised access, and privacy refers to who is allowed to access data, while trust refers to the security and privacy of the data. All of these are critical concerns for organisations (Paquette et al., 2010; Subashini and Kavitha, 2011). The challenges and issues that emerge while implementing cloud computing in the public sector include security issues such as access; availability and backup; control over data lifecycle; and audit (Ali and Soar, 2014; Chen and Zhao, 2012; Harauz et al., 2009; Joint et al., 2009; Pearson, 2009). There are privacy issues such as lack of user control; unauthorised secondary usage; and trans-border data flow and data proliferation (Ali and Soar, 2014; Chen and Zhao, 2012; Harauz et al., 2009; Joint et al., 2009; Pearson, 2009; Verma and Kaushal, 2011); and trust is a significant issue (Ali and Soar, 2014; Karaoglanoglu and Karatza, 2011; Mathur and Nishchal, 2010; Tian et al., 2010).

3. Data collection and analysis method

3.1. Systematic literature search process

The systematic literature review began with the computer-based sources including Scopus, ACM Digital Library, IEEE Xplore, and Business source complete. These databases were selected because they provided accessible volumes of research papers relating to challenges and issues that influence the adoption of cloud computing. Researchers believe that these databases include a representative sample of the literature produced in the subject matter as pertinent to this research.

The electronic literature search was conducted on August 27, 2013 until April 11, 2014 and followed the approach of Pucher et al. (2013). This search process had five strategies (see Fig. 1). The first strategy was the selection of the exact key words that covered the research topic. The researchers must use the AND; OR; NOT; and the truncation symbol * all work in Web of Science (Golder et al., 2014; Higgins and Green, 2011). The search terms that were used to mine data from these databases included the following key words: “cloud computing” AND “challenges and issues” AND “adoption” OR “factors affecting” OR “government” OR “public sector” AND “Australia”. These key words were researched on their own or in combination with others.

The second strategy was to select more than two databases to increase sensitivity (Lopes, 2002; Pucher et al., 2013; Shea et al., 2007). The main databases that the researchers employed for the systematic literature section are the four above mentioned databases. The third strategy was to use all available tools of each database to limit the research results by selected published year (2005–2014), area of research (Information Systems) and type of document (Aleixandre-Benavent et al., 2011; Golder et al., 2014; Higgins and Green, 2011). The fourth strategy was to check the title and abstract of articles (Golder et al., 2014; Higgins and Green, 2011; Pucher et al., 2013).
to ensure that they match the goals of the research. The fifth strategy was to examine full texts of selected articles. In the final strategy the researcher must check methods, participant’s details and the outcome of the selected articles for methodological rigour (Pucher et al., 2013). Fig. 1 illustrates the research strategy steps with the findings of each step.

### 3.2. Systematic literature search criteria

In order to evidence the database searches conducted, the research fields were narrowed to the main topic. Table 1 shows how many entries and results appeared on different databases and how the results were narrowed and selected. Table 1 is merely an example of the most common key words that mentioned above when searching the relevant topics. This table shows the major databases used in the research while indicating the initial results of the research, relevant results and the selected results for the research. Several changes in keywords gave various sources which have all been filtered through search options.

The approach produced a large number of articles (all results 845 articles). Database tools were used to limit the research results by selected published year, area of research, and type of document needed (initial results 494 articles). The next step was to check the title and abstract of articles to ensure that they match the goals of the research. These lists in Table 1 were then shortened by selecting only the articles relevant to the research question based on the review of their titles and their abstracts (relevant results 209 articles). The final step was to examine full texts of selected articles. In this step the researcher must check methods, participant’s details and the outcome of the selected articles for methodological rigour. These selections shown in Table 1 were then scrutinised by doing an in-depth study and by analysing their contents, and the articles which contained the information considered suitable for citing in this research were selected (selected results 90 articles).

### 3.3. In-depth interview process

This research is exploratory, seeking to provide a qualitative overview of the concepts with the highest salience relating to challenges and issues that influence cloud computing adoption in Australian regional municipal governments. A series of in-depth interviews were conducted between May 13, 2014 and August 12, 2014. These obtained inputs from 24 top management levels: IT Manager (10); IT Coordinator (4); Technical Director (2); Information Service Manager (2); IT Officer (1); IT Consultant (1); IT Network Manager (1); Chief Information Officer (1); Enterprise Architecture Manager (1); and Team Leader ICT Operation (1). These occupational groups were selected based on the assumption that they represent key stakeholder groups likely to be responsible for planning and adoption of cloud computing for regional municipal governments.

Participating regional government councils were selected from all 77 local government councils that are dispersed around Queensland. According to the classification provided by LGAQ (2013), the 77 local government councils were separated into five different segments: Coastal, Resource, Indigenous, Rural/Remote and South East Queensland as shown in Table 2.

The principal motivation behind using these established segments is to investigate which of them has an effective communication infrastructure base to move to cloud computing and which do not and why. These segments are all further classified by size of the councils. The size of the councils is determined based on the number of employees in each local council. For example, extra small (less than 50); small (50–100); medium (100–250); large (250–750); and very large (750–1500). Based on the classification of the local councils, the researcher selected one local council from every classification and size to ensure inclusion of all segments to obtain a comprehensive overview of issues. Also, the sample reflects the geographical spread and size classifications of regional municipal governments throughout Queensland (Coastal with 29

---

**Table 1 – Results on databases.**

<table>
<thead>
<tr>
<th>Database</th>
<th>Key Words</th>
<th>All results</th>
<th>Initial results</th>
<th>Relevant results</th>
<th>Selected results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scopus</td>
<td>“cloud computing” AND “challenges and issues” AND “adoption” OR “factors affecting” AND “government” OR “public sector” AND “Australia”</td>
<td>177</td>
<td>116</td>
<td>52</td>
<td>28</td>
</tr>
<tr>
<td>ACM Digital Library</td>
<td>“challenges and issues” AND “adoption” OR “factors affecting”</td>
<td>258</td>
<td>76</td>
<td>44</td>
<td>16</td>
</tr>
<tr>
<td>IEEE Xplore</td>
<td>“challenges and issues” AND “adoption” OR “factors affecting”</td>
<td>316</td>
<td>241</td>
<td>89</td>
<td>37</td>
</tr>
<tr>
<td>Business Source Complete</td>
<td>AND “government” OR “public sector” AND “Australia”</td>
<td>94</td>
<td>62</td>
<td>24</td>
<td>9</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td><strong>845</strong></td>
<td><strong>495</strong></td>
<td><strong>209</strong></td>
<td><strong>90</strong></td>
</tr>
</tbody>
</table>

**Table 2 – Size classification.**

<table>
<thead>
<tr>
<th>Segments</th>
<th>Size classification</th>
<th>Total</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Extra small</td>
<td>Small</td>
<td>Medium</td>
</tr>
<tr>
<td>Coastal</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Resource</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Indigenous</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Rural/Remote</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>South East Queensland</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
percent; Resource with 14 percent; Indigenous with 10 percent; Rural/Remote with 29 percent; South East Queensland with 18 percent) as shown in Table 2.

To improve the reliability of this research, the process explained by Kirsch (2004) was followed; this defines a set of procedures: identify and select the research issues, determine who to interview and determine how the interviews will be conducted. An interview protocol was developed and used to guide the interview process. The interviewer followed a sequence of steps: Planning the interview, introductions at the commencement of the interview and establishing rapport with the respondent through small chat (Gaskell, 2000). Ethical clearance was obtained through the University Southern Queensland (USQ). Each interview was structured around four questions, with the interviewees asking probing questions based on responses. The questions required the participants to first describe their IT/IS role. Then, they were asked to describe their background, experience and knowledge in relation to cloud computing. The third section comprised a question about the length of time that they have been involved with cloud computing projects and in what capacity. Finally, they were asked to describe the actual challenges and issues that influence the adoption of cloud computing in Australian regional municipal governments.

The interviews lasted between 30 and 50 minutes. The interview questions were designed as largely open questions to encourage the interviewees to provide answers that revealed their attitudes and perceptions relating to the research topic (Carson et al., 2001). A total of 24 interviews were carried out with IT managers of the chosen local councils. The research reached the saturation level within the interview number 18, when the researcher notice that there is no more new information or patterns in the data emerging from the interview. Another six interviews were conducted to ensure inclusion of all segments and size classification of the local councils to obtain a comprehensive overview of issues (refer to Table 2). There were 21 interviews which took part in the analysis process. The other 3 interviews were excluded from the analysis process because it was discovered during the interview that these 3 IT managers did not come from an IT background and did not have any experience or knowledge related to cloud computing.

### 3.4 Analysis methods

The interview data were analysed using manual content analysis method (Miles and Huberman, 1984) and the visual text analytical software tool Leximancer (Smith, 2003; Smith and Humphreys, 2006). Manual content analysis was undertaken as a first step in the analysis which included three concurrent flows of activities: data reduction, data display and conclusion drawing/verification (Faust, 1982; Hsieh and Shannon, 2005; Miles and Huberman, 1984).

Data reduction refers to the process of focusing, transforming, selecting, abstracting, and simplifying the raw data collected through interviews (Miles and Huberman, 1984; Miles et al., 2014). After the completion of each interview session, the recorded interviews were immediately transcribed. The interview transcripts were reviewed to create summary sheets for every interview (Carson et al., 2001; Rao and Perry, 2007). A summary sheet is a single sheet consisting of a series of focusing or summarising questions about a particular field contact. These summary sheets included main themes, issues, problems and brief answers to each question, resulting in an overall summary of the main points in the research data (Patton, 2002; Schilling, 2006). Then the summary sheets were reviewed to develop a pattern code for the research data. Pattern codes are explanatory codes that identify an emergent theme, pattern or explanation suggested to the analyst. These codes convert various materials to meaningful and parsimonious units of analysis that is into a smaller number of overarching themes or constructs (Miles et al., 2014; Weber, 1990).

The next step of the analysis was to develop data display. Data display involves the organised assembly of information to permit the researcher to draw conclusions and take actions (Faust, 1982; Miles and Huberman, 1984; Miles et al., 2014). During this step, the researcher designs rows and columns of a matrix for qualitative data, after reviewing the previously created summary sheets and pattern codes.

The final step of the manual content analysis process is conclusion drawing and verification. During the process of data collection, the qualitative analyst decides on the ‘meaning’ of the different collected notes, patterns, explanations, possible configurations, causal flows and propositions (Bradley, 1993; Glaser and Strauss, 1967; Miles et al., 2014) so as to draw conclusions and to verify them. The summarising and coding of data in data reduction phase leads to new ideas on what should be entered into the matrix for data display. Entering data into the matrix requires further data reduction and as the matrix fills up, preliminary conclusion is drawn (Miles and Huberman, 1984; Miles et al., 2014). Qualitative content analysis is a challenge to adapt for the research; therefore, usually common quotations are used to draw conclusions (Schilling, 2006).

After the completion of manual coding, the data were re-evaluated using Leximancer for improving the results validity (Middleton et al., 2011; Smith and Humphreys, 2006). Leximancer is an instrument of conceptual analysis of collection contents which includes text documents and representation of drawn information visually (Smith, 2003; Smith and Humphreys, 2006). Occurrence and co-occurrence of statistics of word is utilised for the determination of important concepts in a text corpus (Cummings and Daellenbach, 2009). Thematic analysis by collecting similar concepts and semantic analysis to recognise the connections between the concepts were conducted. Concept map provides the text data ideas by examination of connections through visual summaries of the interviews and their co-occurrences to get the mind-gap (Cummings and Daellenbach, 2009). In order to profoundly give details of concepts, gathered dimensions and themes, both manual and software analytical approaches are consumed (Middleton et al., 2011; Smith and Humphreys, 2006).

### 4. Findings and discussion

#### 4.1 Systematic literature findings

The extant literature revealed five major categories of challenges and issues related to adopting cloud computing: security and privacy, trust, data management, cost, and infrastructure.
A brief discussion of the literature about these challenges and issues is provided next.

4.1.1 Security and privacy
Security issues are a central concern for private institutions, such banks, medical research centres, and more recently, public institutions (Behl, 2011; Jensen et al., 2009; Julisch and Hall, 2010; Pearson, 2009; Ramgovind et al., 2010; Wyld, 2010). Security and privacy relate to administrative and technical concerns in order to ensure that all cloud based services have the appropriate amount of protection and confidentiality of data (Paquette et al., 2010; Subashini and Kavitha, 2011). Issues of security include software security (verification and management of identity and access control), platform security (security relevant to framework, elements and interface) and infrastructure security (security related to the online habitat and any combined storage) (Krumm, 2009; Pearson, 2009; Pearson and Benameur, 2010).

For example, concerns, both internal and external to an enterprise (Behl, 2011), relating to security include verification (Verma and Kaushal, 2011), encryption (Hay et al., 2011), detection of malware, and side channel attacks (Ren et al., 2012). In turn, privacy issues in cloud computing relate to data privacy protection in situations of data transfer, usage, apportionment, archiving and elimination (Chen and Zhao, 2012; Krumm, 2009; Mahmood, 2011; Pearson, 2009; Pearson and Benameur, 2010). Security and privacy concerns have been noted as challenges and issues to cloud computing adoption because few rules and regulations exist for its adoption (Wang and Mu, 2011). Only Service Level Agreements (SLA) have been deemed necessary between Cloud Services Provider (CSP) and the end users to ensure privacy and security (Ramgovind et al., 2010; Verma and Kaushal, 2011; Weinhardt et al., 2009).

As cloud computing becomes prevalent in more industries, new security and privacy concerns arise and potential solutions suggested (Atanassov et al., 2012; Lagesse, 2011; Poolsappasit et al., 2011; Tan and Ai, 2011). For example, concerns about security and privacy when the cloud computing is integrated with universal systems (Lagesse, 2011), sensor networks (Poolsappasit et al., 2011) and grid computing (Atanassov et al., 2012) have been raised. In order for the cloud to be used for larger systems such as cloud networks (Schoo et al., 2011), the necessity for an efficient and fool-proof protection solution is paramount to conquer any security-related concerns which have already been emphasised immensely. According to Harauz et al. (2009), the CSP should apply encryption schema, rigid access control, and continuous and periodic data backups in order to prevent unverified access as well as ensure data integrity, concealment and availability.

4.1.2 Trust
The next category of concern identified in the literature is trust. It appears to be an essential factor in encouraging the acceptance of and dependence on cloud based services (Karaoglannonoglou and Karatza, 2011; Mathur and Nishchal, 2010). Disturbance between client and service providers (Abjadi, 2011) does arise during deployment of cloud based services (Tian et al., 2010). For example, clients are concerned that their data would be lost in the event that the cloud storage provider either goes bankrupt or is bought out (Yang and Chen, 2010). These types of concerns have shown that trust issues have prevented efficient solutions being provided for cyber-attacks in the cloud, even though control is provided over essential tasks (Dillon et al., 2010). Some researchers indicate that there was a lack of trust between the CSPs and the client (Khorsheed et al., 2011). Others believe that a trusted cloud can be achieved only through a properly protected system and environment (Zou and Zhang, 2011). Shen et al. (2010) speculated that a trustable cloud along with security components included availability, incorruptibility, protection and dependability.

4.1.3 Data management
The demand for cloud computing is increasing due to its efficiency and effectiveness, and its ability to run data-intensive applications on a wide format (Agrawal et al., 2010). However, this capability is accompanied by data management concerns. Data management concerns relate to data storage (Chang and Choi, 2010; Jaeger et al., 2009) from a single storage provider to data federation (multiple providers giving storage) (Forell et al., 2011); data segmentation and recovery (Mathur and Nishchal, 2010); data resiliency (Jadeja and Modi, 2012); data fragmentation and duplication (Goyal, 2012) and data backup (Hemant et al., 2011). Other issues include data processing (Khalid and Mujtaba, 2009), data provenance (Sakka et al., 2010), and data anonymisation (Qureshi et al., 2011).

4.1.4 Cost
The next category of the challenges and issues was financial issues. Hardware and associated administrative costs need to be accurately estimated by businesses to determine how they can remain economically viable, feasible and imperishable (Forell et al., 2011; Li et al., 2009). Such economic feasibility can be achieved through applying costing models (Dillon et al., 2010; Ramgovind et al., 2010) and/or by producing profitable pricing and licensing strategies, and optimisation of resources (Suleiman et al., 2012) that ensures a high service turnover (Raqué et al., 2011).

An organisation that wants to adopt cloud computing needs to compare the cost of transferring to the cloud as opposed to staying on local hardware systems (Cardoso and Simões, 2012; Greenberg et al., 2009). These costings should include cost items related to transferring the remote business aspects to the cloud, increasing bandwidth to increase efficiency and ensuring feasibility (Assuncao et al., 2009; Kim, 2009; Kondo et al., 2009). Costs are usually higher for data-intensive applications (Dey, 2012; Kondo et al., 2009).

4.1.5 Infrastructure
The final category of challenges and issues involve concerns about the hardware and software infrastructure for cloud based services (Mathur, 2010). Complications occur either in networking areas, including traffic management (Savu, 2011), network agility and cost (Zheng, 2011), or in resource planning, for example dynamic resource supplying (Goyal, 2012), scaling (Forell et al., 2011) and allocation (Endo et al., 2011). The most critical issues are related to server allocation optimisation (Kusaka et al., 2011) and load balancing (Radojevic and Zagar, 2011), both of which are elements of the broad dilemma of effectiveness.

An immense amount of energy is required for operating a large-scale infrastructure (Forell et al., 2011); concerns including...
infrastructure design (Goyal, 2012; Kim et al., 2009) and virtualisation (Elmroth et al., 2011; Min et al., 2011) have been emphasised. Infrastructure characteristics, including accessibility (Pham et al., 2012; Wei and Blake, 2012), dependability (Jadeja and Modi, 2012) and expandability (Patibandla et al., 2012), have been speculated.

Due to these factors, government agencies often do not want to store their data in the cloud due to a lack of trust and the risk of exposing their data in an untrusted environment. Government agencies are often bound by data sovereignty concerns to host their application or data within specific geographic boundaries. A key challenge is the provisioning of secure and trusted data storage that can be operated in such a cloud environment. Existing software systems typically consist of different parts and subsystems such as Web frontend, client application, business services, workflows, database layer or message queuing. Such systems often have rigid quality of service requirements in terms of performance, dependability, security and trust. Monitoring and enforcing those quality of service requirements is a key challenge to fulfil SLA between the cloud application owner and the customer (IT Industry Innovation Council, 2011; Department of Innovation Industry Science and Research, 2011).

4.2. In-depth interview findings

The researchers used in-depth interviews as a data collection method in order to investigate the most important challenges and issues that influence the adoption of cloud computing in Australian regional and municipal governments. Even though the adoption of cloud computing offers various benefits to performance, adoption is seen to have certain challenges and issues. The main important challenges and issues as identified by the participants based on their knowledge and experience as IT managers are presented in Fig. 2. Each of these challenges and issues will be discussed next.

4.2.1. Effective network

This research strongly confirmed the findings in the literature review that effective network is one of the significant issues that affect cloud computing adoption. Approximately 81 percent (17/21) of the sample population affirmed this issue. Not having a good Internet connection, which can result to latency, is a crucial obstruction for the adoption of cloud computing: “essentially, one of the top challenges that influence the adoption of cloud computing is the Internet connection. Without good Internet connection cloud computing is useless” (C7-RTS). Some participants noted that given their location, Internet connection was not readily available: “the first challenge would be the reliability and availability of Internet connection. Because we are in remote area, we have not got the physical NBN connections” (C11-RAV). Other participants noted that having an effective network goes hand-in-hand with higher costs and expenditures to obtain it: “the most important issue in rural and regional areas is the internet connectivity. The connectivity is stable and the cost effective, that what we found when looking to the existing internet connection and what we need to deliver some of our core systems through the cloud. The cost of getting sufficient Internet connection is quit high cost at this stage. I think this will be one of the big issues, the cost of the Internet connection” (C61-URM).

An efficient government cloud service system should be highly responsive, economical and user-friendly (Liu and Wassell, 2011). Any organisation planning to adopt cloud must ensure reliable and stable Internet connectivity (Myoung and Crespi, 2010; Tweneboah-Koduah, 2012).

4.2.2. Security and loss control over data

This research confirms that security and loss control over data is a crucial issue that emerged upon the adoption of cloud computing. Approximately 57 percent (12/21) of the sample population reported this as an issue. Participants explained that security could be considered a concern during the adoption as the loss of control over data can significantly bring greater problems to the organization: “security is a big thing it comes back to the control. If you are in control you know what security you have got, and who to trust. To push that at someone else as a service then you need to make sure you have a good relationship with the supplier so they can establish the level of trust. The security, that is just a technical sort of things that would come back to uses anyway that the lowest point of security” (C39-URM). Others described how data security is the biggest issue or concern for cloud computing especially in the regional area. Participants had apprehensions given how data security is the biggest issue or concern for cloud computing especially in the regional area. Participants had apprehensions given how data security can become immense issues once data control is lost and not properly managed by the providers and
organisations: “in relation to the security of cloud computing, do we trust the cloud provider to store that data? Yeah. Now, I suppose challenges, I suppose making sure that your provider is reputable” (C45-RAV).

A challenge is concerns over security and loss of control over data with processing or relocating potential databases into the cloud (Duffany, 2012; Gharehchopogh and Hashemi, 2012). A survey by IDC in 2008 rated security and loss of control over data as the top challenge of the adoption of cloud model (Kuyoro et al., 2011). The security challenges exist at the network, host and application levels (Pearson and Benameur, 2010). The main issues relate to defining which parties are responsible for which aspects of security. Such division of responsibility is hampered by the lack of standardisation of cloud APIs, loss control over data, unauthorised collection and usage of data, and the CSP not adequately protecting data (Chandrareddy et al., 2012; Hamlen et al., 2010).

4.2.3. Data storage location
Approximately 33 percent (7/21) of the sample population stated that the data storage location could potentially be an issue. This is because of the lack of clarity between the providers and vendors with the placement of data: “pointed to the data storage location, some of the users are concerned about that; they want to know where it is located and who has access to it” (C55-URS), also “looking at the location of the servers, where that information going to be holds under specific policy, we need to inform people if we are going to store information off-shore in servers outside the country” (C61-URM).

There is a wide range of policy issues related to data storage locations related to cloud computing (Ali et al., 2015b; Jaeger et al., 2008). There has been a lack of policy-making related to the storage data in cloud computing (Ali et al., 2015b; Jaeger et al., 2008). Cloud computing raises a range of important policy issues, which include issues of privacy, security, communications capacity, and government surveillance (Delaney and Vara, 2007; Ma, 2007). There are significant uncertainties about and tensions between public policy and technological capacity in the development and provision of cloud computing (Ali et al., 2015b; Jaeger et al., 2008).

4.2.4. Cost
This research found that while cost–benefits might ultimately flow from the adoption of cloud computing, the start-up cost hindered organisations from fully adopting it. This finding was especially related to the smaller and less exposed organisations. Approximately 33 percent (7/21) of the sample population indicated the total expense that organisations may get to move the risks and problem of staffing and resourcing out to your provider so they are the main benefits for small and regional organisations” (C68-URL). Some participants pointed that there were no figures that justify cloud computing as a cost effective: “the cost is one of the significant challenges and needs to be justified. Because we have not seen any figures that proved or justified cloud computing as cost effective” (C11-RAV).

According to the literature review, the best profits that cloud computing have in contrast with different innovations is that it offers low start-up expenses (Saeed et al., 2011; Saini et al., 2011); one of the major benefits that organisations are expecting from using cloud services is cost saving (Miller, 2008). For start-up organisations, using cloud services can help them to decrease their capital expenses and hurdles to entry into business (Grossman and Gu, 2009). Cloud computing provides almost direct access to shared computing resources, and small and start-up businesses can launch new operations quickly with little to no upfront capital investment; this will assist with a faster time to market in many businesses (Marston et al., 2011).

4.2.5. Availability of different providers
One new finding that was not covered in the literature was the issue of availability of different providers. This research found that availability of different providers is a new important issue that emerged upon the adoption of cloud computing. Approximately 29 percent (6/21) of the sample population described this issue as a hindrance into fully adopting the cloud model. There would be one provider that would be providing or coming out with their business grade data solutions and data network solutions.

The availability of different providers will give chance to the organisations to select the provider who will provide the high quality of services: “we have only got one vendor we can go to. We cannot — I know Noosa, for instance, being in South East Queensland there is a lot more resources available to them and they have got two different networking vendors they use to… they have got the redundancy built into their network. We cannot do that here, we need to be convinced that the network is solid” (C16-RAL). The IT managers discussed the difficulty of choosing the right provider for an organisation as trust is needed for quality service to be achieved. The availability of more than one provider will make more competitive, and hopefully these providers will provide high quality of services and reduce the cost of these services: “because there would be one vendor that would be providing the services. I think the service cost at the moment is fairly high” (C15-RAL).

4.2.6. Back-up of data
This research confirms that back-up has emerged as an important issue facing the adoption of cloud computing. Approximately 29 percent (6/21) of the sample population indicated back-up to be a problem when considering the adoption of cloud computing. The presence of a back-up is a concern for participants as back-ups ensure the organisations of protection and defence once unexpected events or incidents take place: “if they can guarantee that they have a back-up solution, they have got policies and procedures in place, so if there is a catastrophic failure, we will be back-up and running within a decent time frame and none of the data get lost. Because we would be losing hundred thousand dollars a year” (C74-RTM).

There is not any surety of back-up of data in cloud computing (Hemant et al., 2011). Recovery of data from cloud is critical for businesses in the case of failure. The CSPs in turn might rely on seamless back-ups to enforce resilience of their
infrastructure. Since these back-ups might be done without the customer’s active informed consent, it could lead to serious security issues and threats. One of the top threats identified by Cloud Security Alliance (2010) is ‘data loss or leakage’ where records may be deleted without a back-up of the original content. From a larger context, a record might be unlinked, or the data stored on an unreliable media could be effectively destroyed in the event of a key management failure.

4.2.7. Privacy
This research confirms that privacy of the data being uploaded and stored on the cloud model was an important issue that faced the adoption of cloud computing. Approximately 24 percent (5/21) of the sample population described how privacy can affect the adoption of cloud computing. Privacy is connected to the security issues. The danger of uploading all important and guarded data on the cloud can cause discomfort for organisations: “another challenge related to the privacy concern where the data will be stored and if have privacy role in those particular organization where the data been housed, some people worry about the security where the data housed and this comes as a risk” (C61-URM).

The risk to privacy is perceived in services that deal with different aspects of data (collecting, transferring, processing, sharing or storing) relating to personal information. It warrants adequate measurement for protecting privacy with regard to those services dealing with highly sensitive information, especially information relating to location, preferences, social networks of individuals and personal health data (Alshomrani and Qamar, 2013; Alvi et al., 2011; Yadav and Singh, 2012). Although public cloud is the most preferred economically viable architecture, it poses a threat to privacy because customers’ data are handled and managed by the CSP (Pearson and Benameur, 2010). According to previous studies, there are a number of aspects that illustrate the best privacy issues in public cloud such as lack of user control; unauthorised secondary usage; and trans-border data flow and data proliferation (Ali and Soar, 2014; Alshomrani and Qamar, 2013; Alvi et al., 2011; Pearson and Benameur, 2010; Yadav and Singh, 2012).

4.2.8. Integration
This research finds integration of data and software as one of the major issues that faced the adoption of cloud computing, as seen by 19 percent (4/21) of the sample population. The risk of the data programs and software not being able to work properly and match, as the cloud model requires, is a potential cause of failure of the adoption: “one of the major challenges is integration. Integration is to some extent easier when you are hosting all of your main systems within your own data centre but if you move to a software service model and they are being host to 4 different continents then some of your application integration and application performance complexities might change” (C68-URL).

Lack of integration between networks makes it difficult for organisations to combine their IT systems with the cloud computing and realise the gains from the technology (Tripathi and Parihar, 2011; Tweneboah-Koduah, 2012). Organisations need to automatically provision services, manage virtual machine instances, and work with both cloud-based and enterprise-based applications using a single tool set that can function across existing programs and multiple cloud service providers (Brohi and Bamiah, 2011).

4.2.9. Policy makers
Another new finding that was not covered in the literature was the influence of policy makers. This research found that policy makers is a new important issue that emerged upon the adoption of cloud computing. Approximately 19 percent (4/21) of the sample population described this issue as a barrier to the adoption of the cloud model. A participant explained how the policy makers could become hindrances in the adoption of cloud computing especially by having wrong perceptions and lack of proper understanding of the new technology: “policy makers are going to get caught up in the hype of cloud computing rather than being analytical about cloud computing and yeah, determining what is best and what is not best, so the policy makers will dictate to the ICT infrastructure caretakers about direction I think that is a risk because you know every other council is doing it so it must be good so we should do it too rather than analysing our maybe unique and particular circumstances and making a proper assessment” (C42-URL).

4.2.10. Lack of real understanding of the cloud
Another new finding that was not covered in the literature was the lack of real understanding of the cloud. This research found that lack of real understanding of the cloud is a new important issue that emerged upon the adoption of cloud computing. Approximately 19 percent (4/21) of the sample population highlighted how the lack of proper orientation and awareness of the new technology could lead to the failure of the adoption: “the biggest risk is understanding and clarity of what the actual concepts are in cloud computing” (C53-RTL). Other participants indicate that the top management who made the decision to adopt cloud had a limited knowledge: “senior management get a lot of information from external sources which I do not think they understand” (C15-RAL) and “they suggest that the cloud is a great thing and there should not be any fears of moving there and it is very cost effective. But they do not really have an understanding of the factors. They do not understand what it is” (C15-RAL). Many in top management did not come from an IT background and did have not any experience or knowledge in relation to cloud computing: “top management do not know what to do and so they do not do anything to improve the adoption of any new technology” (C15-RAL).

4.2.11. Trust
This research confirmed that the concept of trust emerged as an important issue for the adoption of cloud computing. This concept has continually and constantly appeared throughout the analysis of the whole data. Approximately 10 percent (2/21) of the sample population explained that trust is needed given the amount of crucial and significant information uploaded on the cloud by organisations: “related to the trust issue, I think in regard to if you are going to be adopting a cloud provider and you are going to put all of your capsule data in there. I am sure that cloud provider is going to be utilizing their data centres for other organizations and storing data for not just local or state governments. They probably storing it for commercial companies as well so there is definitely a risk there in regard to security of that data or whether or not that cloud provider is secure enough from possible attacks and hacks and that sort of thing so I guess by keeping
our data in house then we take that responsibility and we take our own issue for our data” (C28-URS). Organisation’s data being under the control of CSP created a risk of data leakage that posed a barrier against trusting of this type of technology.

One of the major key concerns, particularly with regard to financial and health data, is the higher risk for data privacy and security attached to the vendor offerings which actually aim to assist business and encourage them to use cloud computing (Pearson and Bennameur, 2010). Both the financial and health sectors deal with confidential and sensitive information. The associated vulnerability of the cloud computing system is the key business inhibitor in such sectors. These domains need control against unauthorised or secondary access or any kind of misuse, and cloud computing systems do not allow such customer control. Some sectors such as finance and health rely on mechanisms, such as insurance, court action, or penalties, which provide compensation in case of breach of SLAs.

4.2.12. Business transformation
Based on the literature review, there appears to be a lack of studies that have been conducted to assess business transformation with the challenges and issues that faced the adoption of cloud computing. This research found that business transformation was one of the important issues that faced the adoption of cloud computing. Business transformation as a risk pertains to the willingness of the stakeholders to accept the new way of doing things. This challenge was posed as business transformation is not always readily and easily accepted by the government and society especially the traditional ones: “Business transformation is another one that I would see a bigger issue if how do you actually change the business to accept this new way of doing business” (C40-UDV).

4.3. Comparative analysis of challenges and issues of cloud adoption
As stated in the methodology, the interview data were reanalysed using Leximancer to enhance the reliability of the findings from the manual content analysis (Middleton et al., 2011; Smith and Humphreys, 2006). The first step of this process focused on the wide range of business-related words used by the respondents and identified from the exploratory Leximancer analysis. The second step for analysing the data was to examine the thematic groupings. Leximancer uses a natural language processing algorithm, so the theme is titled by the concept with highest prominence in the thematic aggregation. In this analysis, Leximancer clustered the concepts into six themes (security, cloud, data, connection, network, access), each theme aggregating two or more concepts and represented by labelled circles. Fig. 3 illustrates the IT managers’ views about challenges and issues that influence the adoption of cloud computing in Australian regional municipal governments. This figure depicts that the central theme within the map was ‘security’, and being strongly linked to the themes cloud, and data. The dominate theme security has strong associations with most other concepts on the map. Security is multifaceted in its use: relating to provider, service, level, issue, and risk. The concepts privacy, level, people, provider, issue, and risk are shown to be
frequently occurring and strongly connected to the theme security. Other themes illustrated but not connected to the theme ‘security’ include ‘network’, ‘connection’ and ‘access’. The centrality of this theme provides a starting point for the research analysis.

Because this research concentrated to find out the challenges and issues that influence the adoption of cloud computing in Australian regional municipal governments, the theme ‘data’ which contains the concept ‘challenge’ and the theme ‘security’ which contains the concept ‘issue’ link strongly to the findings of the manual content analysis that suggested that IT managers saw as challenges and issues of cloud computing technology on their organisational unit, as shown in Fig. 4.

The concepts ‘challenge’ and ‘issue’ and their linkages on the concept map, through the analysis, have been illustrated through Fig. 4. These concepts are linked to the most concepts on the map. These linkages are to be expected, with ‘challenge’ and ‘issue’ being the top ranking concepts. The strongest linkages shown in Fig. 4 are: (a) between challenge and service, (b) between challenge and control, (c) between challenge and speed, (d) between challenge and access. Also, the strongest linkages shown in Fig. 4 are: (a) between issue and provider, (b) between issue and security, (c) between issue and network, (d) between issue and privacy.

All these strengths are expected due to the focus of the research and the qualitative questions asked, which were related to the challenges and issues that influence the adoption of cloud computing.

When discussing the concepts ‘challenge’ and ‘issue’, the IT managers were referring to the impact of security, provider, network, speed, data, connection, cloud, control, and regional. In relation to the mentioned concepts, Table 3 illustrates the representative quotes of each concept.

Through the analysis of the data, it is clear that in the discussion of challenges and issues a number of aspects are addressed by IT managers. These aspects include challenge and issue of provider, security, network, privacy, service, control, speed, and access. After having a comparison between the results from Leximancer and the manual analysis, it was found that both the methods gave the same result in a relation to challenges and issues that influence the adoption of cloud computing in Australian regional municipal governments.

5. Contributions

In this research, Table 4 represents the local council’s cloud adoption stages. The table indicates that 13 of the participating local councils (62 percent) did not adopt cloud computing at their local councils, 5 of the participant local councils (24 percent) have some cloud adoption, 3 of the participating local councils (14 percent) have full adoption to some of the cloud services. This indicated that most of the participating local councils were affected by the challenges and issues presented in the previous section.

As a result, this research contributes to the ICT technology adoption literature by studying challenges and issues that influence the adoption of cloud computing in local councils. Looking at local council’s adoption of new IS innovations can help to enrich knowledge and understanding of the innovation
adoption process in this era of rapid development of new technologies. This research also leads to important practical implications for technology consultants. Local councils represent as organisations that provide services to the local citizen and the businesses in most economies, and consequently represent an important market segment for software vendors or service providers. Cloud computing providers may need to improve their interaction with local councils who are involved in the cloud computing experience, in an effort to create a healthy environment for cloud computing adoption, and to remove any vagueness surrounding this technology. A rapidly developing and uncertain environment represents a key challenge within which business leaders make decisions. Recent studies can be used by managers to improve their decision making process in such an environment. The findings of this research may help managers to evaluate possible adoption and increase their awareness about challenges and issues that influence the adoption of cloud when planning to adopt cloud computing. Taking all the above into account, this research presents some useful information for organisations, technology consultants, and vendors. This research is viewed as being relevant to the current era of rapid developments of cloud computing technologies.

### 6. Limitations and future research

This research expands our knowledge about the challenges and issues that influence the adoption of cloud computing in regional municipal governments. There has not been much research done on cloud computing in reference to Australia and much more can be discovered. Future research could build on this research by examining challenges and issues that influence the cloud computing adoption in different sectors and industries. On a geographical dimension, this research was primarily limited to the Queensland State. For this reason, empirical investigations in different regional municipal governments might be needed.

### 7. Conclusion

Recent developments have ensured the increasing fame of cloud computing as it is an online shared computing resource. Based on the above arguments, it can be deduced that even though it is economical and ensures an increase in performance, productivity and competency, there are a lot of challenges and issues relating to the acceptance of cloud computing. In this research, the analysis has proved that some of the challenges and issues such as security, privacy, trust, management of data, cost, and infrastructure were part of the systematic literature, and there were concerns regarding effective network, data storage location, availability of different providers, policy makers, lack of real understanding of the cloud, and business transformation with the incorporation of cloud computing,

### Table 3 – Challenges and issues concepts and themes.

<table>
<thead>
<tr>
<th>Leximancer-derived concepts</th>
<th>Representative quotes</th>
<th>Themes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Security</td>
<td>'The other big issue of course is the risk of a security exposure. By having your information up in a third party provider'.</td>
<td>Security</td>
</tr>
<tr>
<td>Provider</td>
<td>'We have only got one vendor we can go to. We cannot — I know Noosa, for instance, being in South east Queensland there is a lot more resources available to them and they have got two different networking vendors they use to... they have got the redundancy built into their network. We cannot do that here. We need to be convinced that the network is solid'.</td>
<td>Security</td>
</tr>
<tr>
<td>Network Speed</td>
<td>'The other big issue is the latency. So with the network you have bandwidth and latency'.</td>
<td>Network</td>
</tr>
<tr>
<td>Connection</td>
<td>'You got to qualify or assess which applications are best suited for the cloud. And in doing that assessment, you got to take in consideration the speed of the Internet because the Internet speed is one issue because you are using the Internet to get to the cloud, you are not using your own private network anymore'.</td>
<td>Connection</td>
</tr>
<tr>
<td>Data</td>
<td>'It depends on the type and the importance of data we are talking about and the level of privacy requirement for it'</td>
<td>Data</td>
</tr>
<tr>
<td>Cloud Control</td>
<td>'The top challenge is that, the change in how we do business. It is an in control of certain data and never format that private to someone else as a service provider so losing control of your data is a risk and it is a challenge to accept that in some regard'.</td>
<td>Data</td>
</tr>
<tr>
<td>Regional</td>
<td>Major challenge is the provision of competitive network data access in rural and regional areas. Cost of network access and data is prohibitive</td>
<td>Cloud</td>
</tr>
</tbody>
</table>

### Table 4 – Councils cloud adoption stages.

<table>
<thead>
<tr>
<th>Segments</th>
<th>Councils cloud adoption stages</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Not adopted</td>
</tr>
<tr>
<td>Coastal</td>
<td>3</td>
</tr>
<tr>
<td>Resource</td>
<td>1</td>
</tr>
<tr>
<td>Indigenous</td>
<td>4</td>
</tr>
<tr>
<td>Rural/Remote</td>
<td>5</td>
</tr>
<tr>
<td>South East Queensland</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>13</td>
</tr>
<tr>
<td>Percent</td>
<td>62%</td>
</tr>
</tbody>
</table>
which were raised by the IT managers. Despite the significant overlap between the challenges and issues being discussed in the systematic literature and the challenges and issues raised by the IT managers, there clearly is a gap between the two camps. The findings of this research were expected to assist managers to evaluate possible adoption and increase their awareness about challenges and issues that influence the cloud adoption when planning to adopt it.
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