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A B S T R A C T   

This study aims to derive valuable insights for utilizing computational fluid dynamics (CFD) based on reynolds- 
averaged navier–stokes (RANS) and detached eddy simulation (DES) turbulence models (TMs) to analyze a 
specific radial ejector configuration known as the variable geometry radial ejector (VGRE). The VGRE features 
the primary nozzle and ejector duct plates with adjustable disk-like surfaces, allowing for changes in the nozzle 
and ejector throat areas within a single ejector. Extensive numerical investigations of the VGRE are conducted by 
systematically validating CFD models with experimental datasets and subsequently using the most appropriate 
TM to design a new radial ejector. The study reveals that the DES SST k-ω turbulence model achieves the closest 
agreement with experimental data, with an average entrainment ratio (ω) discrepancy of only 5 %. However, 
there are challenges in accurately predicting the critical compression ratio (r∗c ), especially under varying con-
ditions. Based on the CFD results, the original VGRE exhibited ω values ranging from 0.16 to 0.61, r∗c values 
between 1.5 and 3.1, and ejector efficiency (η) values between 7 % and 17 % at expansion ratio (re) values 
ranging from 89 to 150 for different nozzle throat separations (d) and different duct throat separations (D). 
Furthermore, this study presents a comprehensive investigation into predicting and optimizing ω, r∗c , and η pa-
rameters using a multi-output gaussian process regression (GPR) model and a marine predators algorithm (MPA) 
approach. The multi-output GPR model was constructed to predict the relationships between boundary condi-
tions (primary pressure (Pprimary)and secondary pressure (Psecondary)), geometric parameters (d and D), and the 
response variables (ω, r∗c , and η). The model evaluation employed a 5-fold cross-validation technique to assess 
predictive performance, demonstrating strong predictive accuracy with low root mean square error (RMSE) and 
high coefficient of determination (R2) values. The optimization results revealed that the highest achieved values 
were ω = 0.303, r∗c = 2.678, and η = 0.156, corresponding to specific parameter settings (Pprimary= 160 kPa, 
Psecondary= 1.8 kPa, d = 0.6 mm, and D = 2.3 mm). This study demonstrates the effectiveness of the multi-output 
GPR model for accurate prediction and the multi-objective MPA optimization approach for identifying optimal 
input parameters to maximize entrainment ratio, critical compression ratio, and ejector efficiency in fluid dy-
namics systems.   

1. Introduction 

Ejectors, a technology gaining significant attention, exhibit promise 
in harnessing energy from low-grade sources like solar energy and waste 
heat for power generation [1–6]. Distinguished by their elegant 

simplicity, ejectors utilize a high-energy primary flow to induce move-
ment in a low-pressure secondary flow, essentially functioning as com-
pressors without moving parts [7,8]. The challenge in solar-powered 
ejector cooling systems lies in fixed-geometry ejectors struggling under 
conditions deviating from design parameters. In contrast, a variable 
geometry ejector offers an expanded operational range, accommodating 
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variations in solar insolation and enhancing overall performance [9,10]. 
This adaptability is demonstrated by the ability to adjust the nozzle 
throat size to vary primary and secondary flows, allowing the ejector to 
cope with changing heat inputs [11]. The introduction of a rotary radial 
ejector by Garris Jr et al. [12] aimed to improve the coefficient of 

performance (COP) by eliminating shocks in the compression process, 
although practical confirmation faced challenges due to high rotary 
speeds. The variable geometry radial ejector (VGRE) configuration 
stands out for its praised adaptability, enabling easy adjustments 
without altering the ejector’s surface profiles, thus presenting a versatile 

Nomenclature 

Symbols 
A Constant 
d Nozzle throat separation (mm) 
d Number of dimensions, (Section 5) 
D Duct throat separation (mm) 
EXP Experiments 
lmin Lower bounds 
lmax Upper bounds 

l
→

Top predator vector 
Ma Mach number 
ṁ Mass flow rate (g/s) 
ṁprimary Primary mass flow rate (g/s) 
ṁsecondary Secondary mass flow rate (g/s) 
N Number of search agents 
P∗

out Critical outlet pressure 
Pout Outlet pressure 
Pprimary Primary flow pressure 
Psecondary Secondary flow pressure 
Pstatic Static pressure 
R Vector of uniformly distributed random values 
RL Vector of random values corresponding to the Lévy 

movement 
RB Vector signifying the Brownian motion 
R Random number 
r1, r2 Random indexes 
R2 Coefficient of determination 
r∗c Critical compression ratio 
re Expansion ratio 
U→ Binary vector 
X Input of the training set 
x’ Input of the testing set 

Y Output of the training set 
y’ Prediction of the testing set 

Greek symbols 
η Ejector efficiency 
ω Entrainment ratio 
μ(x) Mean function 
σ Covariance function of the Gaussian Process 
μ′ Predicted mean 
σ′ Predicted covariance 
εt Gaussian noise 
yt Multi-output function 
⊗ Entry-wise multiplications 

Abbreviations 
AFA Available flow area 
BCs Boundary conditions 
BSL Baseline reynolds model 
CF Convergence factor 
CFD Computational fluid dynamics 
DES Detached eddy simulation 
EM Elite matrix 
FADs Fish aggregating devices 
GPR Gaussian process regression 
LES Large eddy simulation 
ML Machine learning 
MPA Marine predators algorithm 
PM Prey matrix 
Rand uniform random vector 
RANS Reynolds-Averaged Navier–Stokes 
RMSE root mean square error 
SST Shear stress transport 
TM Turbulence model 
VGRE Variable geometry radial ejector  

Fig. 1. Illustration of the VGRE configuration depicting the relevant flow paths [53].  
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and efficient solution. 
Studies utilizing computational fluid dynamics (CFD) to explore 

radial ejectors have been limited. Gheorghiu and Oprisa-Stanescu [13] 
developed a 2-dimensional CFD model for a supersonic radial ejector, 
emphasizing the Realizable k-ε turbulence model’s selection. Their 
findings highlighted the significance of cross-sectional area over pri-
mary nozzle shape in influencing ejector performance, ultimately 
concluding that radial ejectors surpass conventional axial ejectors. 
Ababaneh et al. [14] performed numerical assessments on an unsteady 
radial flow ejector equipped with a radial flow diffuser, validating their 
CFD results by comparing them with an analytical solution. Employing 
two-dimensional simulations with SST k-ω and k-ε standard turbulence 
models, they found that the k-ε standard model closely aligned with 
experimental data, especially regarding critical parameters such as 
entrainment ratio and critical compression ratio. Rahimi [15] proposed 
2D CFD models to optimize a new Variable Geometry Radial Ejector 
(VGRE) configuration, using the SST k-ω turbulence model. Comparative 

analysis under identical operating conditions revealed slight differences 
in entrainment ratios between radial and axial ejectors, with further 
investigations on ejector throat separation demonstrating substantial 
impacts on entrainment ratio and outlet pressure. Comparisons between 
experiments and simulations preferred the k-ε standard turbulence 
model, showing good agreement across different operating conditions 
with an average discrepancy of less than 16 % in entrainment ratio and 
critical outlet pressure. 

Computational fluid dynamics (CFD) simulations have become an 
integral tool for designing novel ejector configurations and evaluating 
their performance, consistently exhibiting commendable accuracy when 
compared to experimental data. Extensive research has been devoted to 
selecting appropriate turbulence models (TMs) for CFD simulations 
[16–22], with a growing emphasis on the efficiency of transient simu-
lations over steady-state ones, as they provide more robust and 
convergent solutions that align more effectively with experimental data 
[23]. Unsteady CFD simulations, notably, have shown superior accuracy 
in predicting the behavior of free jet flow [24]. Despite these advance-
ments, challenges persist in establishing a consensus on the most suit-
able TMs for accurately simulating ejector flows [25]. Various studies 
indicate that disparities between experimental data and CFD simulations 
are significantly influenced by operating conditions [26] and working 
fluid [27]. Reported relative errors in axial ejectors between experi-
mental results and computational simulations using different 
Reynolds-Averaged Navier–Stokes (RANS)-TMs vary significantly 
[28–30], ranging from approximately 25 % [31] to over 100 % in certain 
operating conditions [32]. 

Bartosiewicz et al. [33] thoroughly evaluated the performance of a 
supersonic ejector using a range of Reynolds-Averaged Navier–Stokes 
turbulence models (RANS-TMs). The SST k-ω model stood out as the 
preferred choice due to its superior stream mixing capabilities, partic-
ularly in predicting boundary layer separation and shock wave behavior 
in supersonic air ejectors. Despite a tendency to slightly overestimate 
shear stress between streams, the SST k-ω model consistently demon-
strated prowess in various investigations [34,35]. Similarly, Besagni and 

Table 1 
Parameters for CFD simulations of both RANS-TMs and DES-TMs.  

Parameter RANS-TMs and DES-TMs 

Type of solver Density-based 
Two-Dimensional space Axisymmetric 
Temporal dimension Transient 
Equation of energy On 
Turbulence model DES SST k-ω 
Material Air (Density: Ideal gas) 
Primary and secondary flow Pressure inlet 
Ejector outlet Pressure outlet 
Formulation Implicit 
Spatial discretization Second order 
Courant number 1.0 
Residuals 10− 7 

Initialization method Hybrid Hybrid 
Time step size (s) 5 × 10− 6 

Number of time steps 10,000 
Maximum iterations per time step 150  

Fig. 2. Mesh grid detail for the original VGRE simulations - 70,123 Cells.  
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Inzoli [25] conducted a two-dimensional steady-state analysis of a su-
personic axial ejector, employing seven distinct RANS-TMs. Their find-
ings identified the SST k-ω model as achieving the closest alignment with 
experimental data across different ejector geometries and working 
conditions, with a maximum relative error of only 10 %. The recom-
mendation to employ the SST k-ω model for simulating supersonic 
ejectors is supported by its tailored customization for accuracy in 
free-stream and near-wall regions, structural advantages, specific design 
for transonic to supersonic performance, and a proven track record. This 
recommendation is further reinforced by recent research from other 
investigators, highlighting the SST k-ω model’s merit in simulating su-
personic ejectors [36,37]. Despite the prevalence of RANS-TMs in prior 
numerical investigations of supersonic axil ejectors, there is a surprising 
lack of studies employing CFD analyses with Large Eddy Simulation 
(LES) or comparing RANS models against experimental data in both 
steady and transient states for radial ejectors. 

The exploration of variable geometry radial ejectors (VGREs) and 
their performance involves the integration of machine learning (ML) and 
optimization techniques to compare CFD simulation results with 
experimental data. ML algorithms, rooted in regression analysis and 
neural networks, facilitate the development of predictive models 
capable of discerning intricate relationships among design parameters, 
flow conditions, and ejector performance metrics. Trained on experi-
mental data, these models serve as potent tools for fine-tuning CFD 

simulation inputs, achieving closer alignment with real-world experi-
mental results [38]. Additionally, optimization techniques such as ge-
netic algorithms and particle swarm optimization iteratively adjust 
simulation parameters to maximize agreement between CFD predictions 
and experimental observations [39,40]. This fusion of ML and optimi-
zation not only enhances the accuracy of CFD simulations but also ex-
pedites the design and optimization of VGRE configurations, advancing 
understanding of these complex systems. ML’s benefit lies in its ability to 
construct models without awareness of the underlying physical princi-
ples, simplifying their construction compared to physics-based models 
[41]. Previous research using ML techniques has successfully charac-
terized mathematical connections between input and output variables, 
improving analysis accuracy [42–46]. In ejector applications, where 
performance indicators may exhibit an inverse relationship, 
multi-objective optimization techniques might be employed to navigate 
the trade-off between these indicators, allowing for a more compre-
hensive understanding of ejector system performance under diverse 
conditions. Various ML techniques have been utilized to forecast ejector 
performance, encompassing decision trees [47,48], artificial neural 
networks [49,50], Gaussian process regression [51], and support vector 
machines [52]. These models serve as resilient alternatives for exploring 
intricate fluid processes within devices such as ejectors. The application 
of ML techniques in ejectors facilitates accurate predictions of both local 
and global performances, leveraging available experimental or numer-
ical datasets. 

The primary aim of this study is to enhance the design of a radial 
ejector, shifting away from a traditional reliance on extensive experi-
mental investigations toward a more efficient and cost-effective 
approach that involves testing the new design using CFD software. 
Notably, within the literature, a consensus appears to exist regarding the 
effectiveness of the SST k-ω model in modeling axial ejectors. Yet, there 
is a conspicuous lack of consensus on the optimal CFD model for simu-
lating radial ejectors. This knowledge gap regarding validation studies 

Fig. 3. Variation of ω with number of mesh cells using DES SST k-ω TM.  

Table 2 
Grid quality criteria.  

Maximum aspect ratio 1.55 

Y-plus value < 0.60 
Maximum skewness 0.41 
Cell quality > 0.90 
Orthogonal quality > 0.88  
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for VGREs utilizing either RANS or detached eddy simulation (DES)-TMs 
serves as the driving force behind this research endeavor focused on the 
novel design of adjustable radial ejectors. 

As a result, this study introduces innovative simulations of the 
original VGRE configuration, harnessing the capabilities of DES-TMs 
within the ANSYS FLUENT software platform. Subsequently, these 
simulations are thoroughly compared against available experimental 
data [15], all with the overarching objective of identifying the most 
suitable TM. This comparative analysis is conducted carefully to main-
tain consistency in geometry, working fluid, and operating conditions. 
The CFD simulations are carried out using ANSYS FLUENT 19.1 to assess 
the global ejector performance indicators, such as the entrainment ratio 
(ω), critical outlet pressure (P∗

out), critical compression ratio (r∗c ), and 
ejector efficiency (η) as the overall ejector performance. Meshing is 
fine-tuned to represent velocity gradients in critical regions accurately. 
Convergence criteria ensure solution accuracy. CFD investigations also 
emphasize capturing the boundary layer and mixing areas to evaluate 
the local ejector performance indicators based on Mach number (Ma) 
and wall static pressure (Pstatic). Another significant contribution to this 
study is employing the Gaussian Process Regression (GPR) approach as a 
supervised machine-learning technique and the Marine Predators Al-
gorithm (MPA) approach as an optimization tool. In this turn, the 

available datasets are initially utilized in a multi-output GPR model to 
predict the relationship between various factors and the corresponding 
responses. The next stage is carried out based on a multi-objective MPA 
optimization approach to maximize leading ejector performance in-
dicators: (i) entrainment ratio (ω), (ii) critical compression ratio (r∗c ), 
and (iii) ejector efficiency (η). 

2. Ejector performance 

Critical outlet pressure (P∗
out) and entrainment ratio (ω) are 

commonly utilized performance indicators for evaluating ejector per-
formance. The ω represents the ratio of secondary mass flow rate 
(ṁsecondary) to primary mass flow rate (ṁprimary), while the P∗

out is the 
pressure at which the ω begins to decline as the outlet pressure (Pout) 
increases. Higher values of ω and P∗

out typically indicate improved ejector 
performance. Additionally, ejector performance can also be character-
ized by the expansion ratio (re), which quantifies the ratio of primary 
flow pressure (Pprimary) to secondary flow pressure (Psecondary), and the 
critical compression ratio (r∗c ), which represents the ratio of P∗

out to Pse-

condary. The ejector efficiency (η) is an important indicator that is often 
used for assessing the performance of ejectors. The overall performance, 
as evaluated by ejector efficiency, is a comprehensive indicator of 
ejector performance. This is because the ejector efficiency considers the 
values of the secondary and primary mass flow rates as well as the outlet, 
secondary, and primary pressures. 

In this study, the primary nozzle and ejector duct plates were 
designed with disk-like surfaces that could be adjusted to modify the 
nozzle and ejector throat areas within a single ejector. The study aimed 
to investigate the impact of different nozzle throat separations (d) and 
duct throat separations (D), as shown in Fig. 1, across a broad range of 
operating conditions. The VGRE’s operating principle and the main 

Fig. 4. Profiles of Ma along center-plane of improved VGRE for different number of mesh cells using DES SST k-ω TM.  

Table 3 
Original VGRE operation conditions specified in the simulations and 
experiments.  

Boundary conditions Pressure (kPa) Temperature (K) 

Primary stream 160, 200, 250, 270 300 
Secondary stream 1.8, 2.5, 3.2 300 
Outlet stream 2 to 7 300  
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equations representing the VGRE’s performance have been stated and 
discussed in more detail in Ref. [53]. 

3. Configuration of CFD simulations 

3.1. Detached eddy simulation (DES) 

One of the primary challenges in effectively implementing the DES 
approach lies in determining the interface between the RANS and LES 
regions, which is contingent upon the grid spacing. To achieve a smooth 
transition from RANS to LES within the boundary layer, it is necessary to 
employ a fine mesh with significantly smaller grid spacing compared to 
the thickness of the boundary layer. The positive aspects of utilizing DES 
instead of RANS can be observed in two main aspects: (i) RANS models 
are proficient at handling boundary layers and their separation but 
struggle with large separation regimes; and (ii) time-resolved simula-
tions, often advantageous for engineering analysis, particularly in areas 
such as noise and vibration. ANSYS FLUENT software offers several 
options for the DES-TMs: DES SST k-ω, DES Realizable k-ε, DES Tran-
sition SST, DES Spalart-Allmaras, and DES BSL k-ω [54]. These options 
offer flexibility and diverse capabilities for simulating turbulent flows 
using the DES approach. Hybrid RANS/LES methodologies offer prom-
ising possibilities to enhance the accuracy of predicting separated flows 
while maintaining reasonable computational time costs. DES models, 
specifically designed for handling separated flows and high Reynolds 
number wall-bounded flows, serve as an alternative when the compu-
tational time required for a near-wall resolving LES is prohibitive. In 
contrast to the LES model, DES relies solely on the necessary RANS 
resolution within the boundary layers. Although DES models have lower 
computational time costs compared to LES models, they still incur 

higher costs than RANS models [55]. 

3.2. CFD configuration 

The effectiveness analysis of the VGRE was conducted using ANSYS 
FLUENT 19.1. The CFD simulations utilized compressible axisymmetric 
2-D models with air as the working fluid. 

The density-based implicit solver method was utilized to solve the 
conservation equations, which included mass, momentum, and energy 
conservation, in an unsteady formulation. To ensure stability, a time 
step size of 5 × 10− 6 s was selected after multiple iterations. The sim-
ulations were conducted over a duration of 10,000-time steps, with 150 
iterations per time step reporting interval. This allowed for the collec-
tion of unsteady statistics for all the models [56]. Table 1 provides a 
comprehensive overview of the parameter settings utilized in the CFD 
FLUENT model for the RANS-TMs and DES-TMs. 

3.3. Meshing approach 

To capture significant gradients in regions such as the primary 
nozzle, mixing area, and near-wall regions, a fine mesh density was 
utilized by setting the mesh face sizing. In particular, the mixing regime 
and shock regimes required a fine mesh due to their substantial velocity 
gradient variations. The boundary layer was characterized with three 
layers of mesh inflation to ensure a Y-plus value below 0.6, as illustrated 
in Fig. 2. This meshing approach has been previously reported in several 
studies [25,56,57]. In the current simulations, a fine mesh was utilized, 
ensuring a minimum of 20 cells/mm in the transverse direction, with a 
maximum face size of 0.08 mm. This high-resolution mesh enabled an 
effective representation of the mixing regime, particularly in the free 

Fig. 5. Variation of ω with Poutfor RANS-TMs.  
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shear layer. In contrast, a previous CFD study conducted by Ariafar et al. 
[58] utilized a minimum of four cells per mm in the transverse direction. 

To guarantee accurate solution results, the following convergence 
criteria were implemented: (a) the relative residuals were maintained at 
a stable level below 10− 4; (b) the discrepancy in ṁ between the inlet and 
outlet was controlled to ensure it remained below a certain threshold of 
10− 6 kg/s; (c) the area-weighted average values for the Pprimary and 
Psecondary remained constant, as recommended by Besagni et al. [59]. 
These convergence criteria were rigorously applied to guarantee the 
reliability and accuracy of the obtained solution. 

3.4. Mesh independence 

The outcomes of a mesh sensitivity analysis for the original VGRE 

using DES SST k-ω are depicted in Fig. 3. The test was conducted under 
specific pressure conditions, with Pprimary, Psecondary, and Pout of 200, 1.8, 
and 2.84 kPa, respectively. The simulations were performed with 
different mesh sizes ranging from 8000 to 150,000 cells, corresponding 
to cell sizes ranging from 0.50 to 0.03 mm. As depicted in Fig. 3, a 
distinct variation in ω can be observed with an increasing number of 
cells in the mesh, up to approximately 70,000 cells. Beyond this point, 
the variation in ṁprimary, ṁsecondary, and ω was less than 1 % with further 
increases in mesh size. Therefore, to optimize computational efficiency 
while preserving accuracy, the simulations were conducted utilizing a 
mesh consisting of approximately 70,000 to 85,000 cells, with each cell 
having a size of 0.06 mm. The discrepancy in the number of cells 
employed for the original VGRE arose due to variations in nozzle and 
duct throat separations. Table 2 provides the grid quality criterion for 

Fig. 6. Variation of ω with Poutfor DES-TMs.  

Table 4 
Experimental and simulation results for the original VGRE from Fig. 5 and Fig. 6.  

Model ω - EXP ω - CFD Error P∗
out (kPa) - EXP P∗

out (kPa) - CFD Error 

RANS models 
SST k-ω 0.29 0.376 29.7 % 2.84 5.00 76.1 % 
Realizable k-ε 0.29 0.420 44.8 % 2.84 5.32 87.3 % 
Spalart-Allmaras 0.29 0.392 35.2 % 2.84 5.22 83.8 % 
Transition SST 0.29 0.428 47.6 % 2.84 5.51 94.0 % 
BSL k-ω 0.29 0.383 32.1 % 2.84 5.10 79.6 % 
DES models 
DES SST k-ω 0.29 0.289 0.3 % 2.84 4.45 56.7 % 
DES Realizable k-ε 0.29 0.424 46.2 % 2.84 5.05 77.8 % 
DES Spalart-Allmaras 0.29 0.281 3.1 % 2.84 3.80 33.8 % 
DES Transition SST 0.29 0.286 1.4 % 2.84 3.90 37.3 % 
DES BSL k-ω 0.29 0.289 0.3 % 2.84 4.70 65.5 %  
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the selected mesh cells ranging from 70,000 to 85,000. 
The assessment of Mach number (Ma) distribution along the radial 

direction of the center-plane of the original VGRE was conducted in 
relation to the number of mesh cells, as displayed in Fig. 4. The Ma 
distribution was computed using DES SST k-ω for Pprimary of 200 kPa, 
Psecondary of 200 kPa, and Pout of 2.84 kPa. The simulations revealed a 
consistent amplitude of Ma variations in the mixing regime of the ejector 
for the number of mesh cells exceeding 70,000. Most of the diffuser 
section exhibited Ma greater than 1.0. As a result, the simulation out-
comes may potentially lead to an overestimation of the P∗

out . 

3.5. Assumptions and boundary conditions (BCs) 

The current numerical simulations incorporate the following 
presumptions:  

• The fluid flow within the ejector was treated as unsteady (transient 
flow).  

• The walls of the ejector were considered to have a smooth surface, 
subject to no-slip BCs.  

• The ejector walls were assumed to be adiabatic.  
• The CFD simulations utilized compressible axisymmetric 2-D models 

with air as the working fluid (single-phase results).  
• The BCs at the inlet and outlet were specified based on the stagnation 

state.  
• The ejector wall’s (wall thickness) domain was neglected.  
• Equilibrium thermodynamics was postulated. 

The numerical evaluation of the original VGRE was conducted in the 
current CFD investigation, considering various Pprimaryranging from 160 

to 270 kPa, Psecondary ranging from 1.8 to 3.2 kPa, and Pout ranging from 
2 to 7 kPa. The primary and secondary flow inlets were defined as 
"pressure inlet," while the mixed flow outlet was set as a "pressure 
outlet". The BCs at the inlet and outlet were specified based on the 
stagnation state, using values listed in Table 3. The BCs used in the CFD 
simulations were derived from the experimental tests conducted by 
Rahimi [15]. A comparison between the simulations and experiments 
was performed for the original VGRE, where air was utilized as the 
designated working fluid in the system, and the same geometry and 
operating conditions were applied in each scenario. 

4. CFD models and validation 

4.1. Validation of entrainment ratio (ω) and outlet pressure (Pout) 

The performance of radial ejectors was assessed by comparing RANS- 
TMs and DES-TMs. Fig. 5 illustrates the comparison between the 
experimental ω and the calculated ω obtained from the CFD model using 
different RANS-TMs. The CFD results revealed significant relative errors 
for the ω when employing RANS-TMs, ranging from approximately 30 % 
to 48 %. The lowest relative error, approximately 30 %, was observed 
with the SST k-ω model. The CFD results obtained using RANS-TMs 
exhibited inconsistency with the experimental data for choked flow 
(on-design operation) and unchoked flow (off-design operation) condi-
tions across a variety of ejector operating conditions. This discrepancy 
could be attributed to the limited capability of RANS models in accu-
rately simulating large separation regimes, despite their effectiveness in 
handling boundary layers and small areas of boundary layer separation. 
The surface quality at such small nozzle and duct throat separations may 
also contribute to differences between simulation results and 

Fig. 7. Validation of ṁ with experimental results using RANS-TMs and DES-TMs.  
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experiments. These factors highlight the importance of conducting ge-
ometry sensitivity assessments. 

Fig. 6 showcases the comparison between the experimental ω and the 
corresponding values obtained from the CFD model utilizing different 
DES-TMs. The findings demonstrate the effectiveness of DES-TMs in 
accurately simulating the performance of the ejector with regard to ω 
during choked ejector operation, with acceptable errors consistent with 
those reported in the literature [25,32,60,61]. Among the DES-TMs, the 
maximum relative error for the ω was approximately 3 % for all models, 
except for DES Realizable k-ε, which had a relative error of about 46 %. 
For the specified conditions, the ω obtained from the CFD results closely 
matched the experimental results, showing a relative error of less than 1 
% for DES SST k-ω. Consequently, the performance of radial ejectors was 
evaluated using the DES SST k-ω TM. However, in off-design conditions, 
the complexity increases as the entrainment of the secondary stream 
becomes highly dependent on the accuracy of the mixing simulations 
[29,32,57,61]. Consequently, larger discrepancies between the simu-
lated and experimental results were observed during off-design opera-
tion. The proposed numerical approach employing DES models still 
struggles to accurately model the boundaries of the off-design model, 
which may be attributed to the design of the mixing section. Beyond the 
critical point (off-design condition), a 3-D model may yield more precise 
simulations of ejector performance relative to experimental data, as 
suggested by Mazzelli [32]. In Mazzelli’s study, the 3-D simulations 
outperformed the 2-D simulations for off-design operation, with an 
average discrepancy of 13.9 % between 3-D simulations and experi-
mental data, compared to an average discrepancy of 41.7 % between 2-D 
simulations and experimental data. 

Table 4 provides an overview of the tested cases for the original 
VGRE, along with the corresponding models used and the related errors 
compared to the experimental data from Fig. 5 and Fig. 6. The evalua-
tion of numerical results in this study was conducted by assessing the 

relative error, which is defined according to Eq. (1). 

Error (X) =
⃒
⃒
⃒
⃒
XEXP − XCFD

XEXP

⃒
⃒
⃒
⃒ × 100 (1)  

where X represents the variable being evaluated, XEXP denotes the 
experimental measurement, and XCFD represents the estimates obtained 
from the CFD model. 

The simulation results based on CFD work by [15] indicated that the 
best RANS-TM for simulating the original VGRE performance was k-ε 
standard TM. The average discrepancy between the simulations and 
experimental results for the ω and P∗

out was found to be less than 16 % 
under on and off designs conditions [15]. However, in the present work, 
it should be noted that the SST k-ω TM demonstrated the best perfor-
mance among the RANS-TMs used in simulating the original VGRE. At 
on-design conditions, the average discrepancy in terms of ω was 
approximately 30 %, indicating a relatively reasonable consistency. 
However, the SST k-ω TM showed poor performance in simulating the 
original VGRE at off-design operation. This discrepancy could be 
attributed to geometry differences between the experimental data from 
Rahimi [15] and the simulations. The components of the original VGRE 
were manufactured using 3-D printing, which introduces the possibility 
of deformation and deflection caused by mechanical loading or thermal 
effects. These factors can impact the tolerance and surface quality of the 
original VGRE, leading to variations between the simulated and exper-
imental results. 

4.2. Validation of mass flow rates (ṁ) 

Fig. 7 illustrates the comparison between the simulated and the 
experimental ṁ for both RANS-TMs and DES-TMs. A unity slope refer-
ence line is included to illustrate the deviation of the simulated results 

Fig. 8. Comparison of ω: CFD results vs. experimental data.  
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from the experimental data. The outcomes show that the simulated 
ṁprimary closely matched the experimental data for both models. The 
average discrepancy between the experiments and the simulated 
ṁprimary was less than 1 % for both models. Consequently, the observed 
differences in the ω between the experiments and simulations in sub-
sequent sections can be attributed to variations in the secondary flow 
rate. It is important to note that the experimental results for the SST k-ω 
TM exhibited an overestimation of the secondary flow rates, whereas the 
DES SST k-ω TM yielded improved consistent with the experimental data 
in predicting the secondary flow rates. The deviation between the 
experimental and simulated secondary flow rates was approximately 28 
% when the SST k-ω model was utilized, while it reduced to around 5 % 
when the DES SST k-ω model was employed. 

4.3. Validation of entrainment ratio 

Fig. 8 presents a comparison between the experimental ω and the ω 
obtained from the CFD simulations using the SST k-ω and DES SST k-ω 
models. The CFD outcomes reveal that the errors in the simulated ω 
relative to the experimental data varied depending on the expansion 
ratio, ranging from 50 to 139. For the SST k-ω model, the errors were 
approximately 29 %, while for the DES SST k-ω model, the errors were 
reduced to around 5 %. 

4.4. Validation of wall static pressure (Pstatic) 

Fig. 9 illustrates the profile of Pstatic along the walls of the ejector 
duct, showcasing the variations under both choked and unchoked flow 
conditions. The simulations were conducted utilizing the SST k-ω and 
DES SST k-ω TMs. The Pprimary was set to 200 kPa, the Psecondary to 1.8 
kPa, and two different Pout values were considered: 2.5 kPa (repre-
senting on-design operation) and 3.1 kPa (representing off-design 
operation). The results clearly demonstrate that the DES SST k-ω TM 

yields more consistent results when compared to the experimental data 
for both choked and unchoked conditions in the mixing section. In 
contrast, the SST k-ω TM shows some deviations from the experimental 
data. However, the deviation from experimental data was observed for 
both TMs in both choked and unchoked conditions within the diffuser 
section. Particularly, the consistency between the simulation outcomes 
and experimental data was poor for the unchoked condition in the 
diffuser section. In this scenario, both TMs underestimated the experi-
mental wall Pstatic. 

The reduced entrainment of secondary flow into the mixing regime 
in the unchoked condition likely contributed to this discrepancy, leading 
to a decrease in the ω. The average discrepancy between the experi-
mental and simulated wall Pstatic was approximately 9 % for on-design 
operation and about 10 % for off-design operation using the SST k-ω 
TM. Similarly, for the DES SST k-ω model, the average discrepancy was 
approximately 9 % for on-design operation and about 12 % for off- 
design operation. 

The steady-state simulations, although providing valuable insights, 
may not capture asymmetries in the flow that could potentially 
contribute to the reduced secondary flow. Both TMs exhibit poor per-
formance in simulating the experimental Pstatic at off-design operation. 
These discrepancies could be attributed to the presence of shock phe-
nomena, which introduce complex flow behaviours in the unchoked 
state, leading to unexpected experimental outcomes. Additionally, it is 
noteworthy that the Pstatic measurements were only taken on the upper 
ejector duct plate. It is possible that the mixing between the primary and 
secondary streams was less complete during the experiments. Unfortu-
nately, no additional data was available to support further analysis in 
this regard. Considering the available information from Rahimi’s [15] 
experiments, the current simulations demonstrate that DES SST k-ω 
outperforms SST k-ω in both on and off design configurations. 

While none of the CFD-TMs in the RANS and DES categories 
demonstrated satisfactory consistent with Rahimi’s experimental data at 

Fig. 9. Comparison of Pstatic distribution: SST k-ω vs. DES SST k-ω TMs.  
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off-design conditions, the DES SST k-ω TM displayed improved consis-
tency with the experimental data in both choked and unchoked condi-
tions within the mixing section, compared to the SST k-ω TM. Moreover, 
as previously mentioned, the DES SST k-ω TM exhibited the closest 
alignment with the experimental data for the overall performance pa-
rameters. These findings reinforce the selection of the DES SST k-ω TM 
for future simulations of radial ejectors. 

5. Machine learning (ML) approach and optimization algorithm 

5.1. Machine learning (ML) approach: gaussian process regression (GPR) 

The Gaussian process regression (GPR) model is a machine learning 
(ML) approach that operates within the Bayesian framework [62]. 
Depending on the number of model outputs, GPR models can be cate-
gorized as either single-output GPR or multiple-output GPR. A 
single-output GPR model comprises a finite set of independent variables, 
all variables drawn from a common Gaussian distribution. These vari-
ables are entirely determined by their means and covariance functions, 
as exemplified by Eq. (2) depicting the GPR definition. 

f (x) ∼ GPR(μ(x), σ(x, x′)) (2)  

Where x and x’ represent two separate input samples, μ(x) is the mean 
function, typically assumed to be zero (without affecting the general-
ization and learning capabilities of the Gaussian Process). Additionally, 
σ(x, x′) stands for the covariance function of the Gaussian Process, which 
characterizes the correlation between independent variables. 

The posterior distribution for the expected value y’ can be computed 

through the application of Bayesian theory, as demonstrated in Eq. (3): 

p(y′|x, y, x′) = N
(
μ′, σ′2) (3) 

Where the input and output of the training set are denoted by x and y, 
while the input and prediction of the testing set are represented by x’ 
and y’, respectively. The predicted mean is expressed as μ′, and the 
predicted covariance is indicated as σ′2. 

The multi-output GPR model is formed by expanding upon the 
single-output GPR model. It addresses the limitation of the single-output 
GPR model, which cannot account for potential correlations among 
multiple outputs and necessitates the independent representation of 
each output. The multi-output GPR constructs a covariance matrix for 
each output to assess the correlations between individual outputs. It 
operates under the assumption that the various outputs are inter-
connected to some extent and leverages mutual information to generate 
more accurate predictions than those produced by the single-output GPR 
model [63]. 

The multi-output GPR suggests that any function within the set of T 
functions, {ft(x)}T

t=1, can be expressed as the convolution of the under-
lying function μ(x) with the smooth kernel function {Gt(x)}T

t=1 {Gt(x)} 
Tt=1, as illustrated in Eq. (4): 

ft(x) =
∫

x

Gt(x − z)μ(z)tz (4) 

Eq. (5) establishes the framework for the multiple-output regression 
problem: 

yt(x) = ft(x) + εt (5)  

Where εt represents Gaussian noise, and yt denotes multi-output func-
tion. Eq. (6) is employed to articulate the posterior distribution of the 
forecasted values y′

t in the framework of the multi-output GPR, fol-
lowging Bayesian principles. 

p
(
y′

t

⃒
⃒x, y, x′) = N

(
μ′

t, σ2
t′
)

(6) 

A flowchart of the multi-output GPR model is illustrated in Fig. 10. 

5.2. Optimization algorithm: marine predators algorithm (MPA) 

A recent, simple, and highly effective metaheuristic optimization 
technique is known as MPA [64]. In a manner consistent with most other 
optimization techniques, MPA is a population-based metaheuristic 
method, generating the initial random solution using Eq. (7): 

l0 = lmin + rand(lmax − lmin) (7)  

Where “rand” refers to a uniform random vector sampled within the 
range of 0 to 1, while lmin and lmax represent the lower and upper bounds 
of the variables, respectively. 

Following the principle of natural selection, which favors the fittest 
individuals, there is a common belief that apex predators in the natural 
world exhibit superior foraging skills. Consequently, the most proficient 
solution is referred to as the "apex predator" and is responsible for 
constructing a matrix referred to as "Elite," as demonstrated in Eq. (8). 
The arrays within this matrix are dedicated to monitoring and locating 
prey by utilizing information about their positions. 

Elite Matrix =

⎡

⎢
⎢
⎣

l1
1,1 … l1

1,d

⋮ ⋱ ⋮
l1
n,1 … l1

n,d

⎤

⎥
⎥
⎦

n×d

(8) 

The Elite matrix (EM) is established by replicating the top predator 

vector ( l
→

) n times, where n corresponds to the number of search agents, 
and d represents the number of dimensions involved. Both predators and 
prey are classified as search agents because predators pursue their prey 

Fig. 10. Multi-output GPR model structure.  
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Fig. 11. MPA optimizer flowchart.  
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Fig. 12. Contours of Ma for DES-TMs.  
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while the prey simultaneously searches for sustenance. Following each 
iteration, the EM undergoes updates if a superior predator displaces the 
current top predator. Another matrix, with the same dimensions as the 
EM, is known as the "prey matrix" (PM). Predators adjust their positions 
based on information from the PM. In simpler terms, the initialization 

process begins by generating the initial PM, from which the most 
capable predator forms the EM. These EM and PM matrices play a 
pivotal role in the entire optimization process. 

The optimization process of MPA is divided into three main stages, 
each considering different velocity ratios and simultaneously mimicking 

Fig. 13. Contours of Ma for the SST k-ω and DES SST k-ω TMs.  

Fig. 14. Profiles of Ma along the center-plane of the original VGRE for the different TMs.  
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Fig. 15. center-plane pressure from CFD simulations for different TMs.  

Fig. 16. Effect of d on ejector performance.  
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the complete lifecycle of both predators and prey. These stages are 
outlined as follows [64,65]: 

Stage 1 (The first third of the iteration) commences when a high 
velocity ratio exists, indicating that the predator is moving faster than 
the prey. This phase predominantly occurs during the early iterations of 
the optimization process, focusing on exploration. In this phase, the 
optimal strategy for a predator is to remain stationary. This scenario can 
be mathematically expressed in Eq. (9): 

Where RB is a vector signifying the Brownian motion and comprises 
randomly generated values from a normal distribution. The symbol ⊗
denotes entry-wise multiplications. The multiplication of RB by PM 
simulates the movement of prey. R represents a vector of uniformly 
distributed random values within the range [0, 1], while a is a constant 

with a value of 0.5. 
Stage 2 (The second third of the iteration) starts when both the 

predator and prey are moving at the same speed, indicating a unit ve-
locity ratio. This stage simulates the hunt of prey by both predators and 
prey. It takes place during the middle of the optimization process, where 
there is a brief transition from exploration to exploitation. This phase 
emphasizes the significance of both exploration and exploitation. The 
population is then divided into two halves for exploration and exploi-
tation purposes, as delineated in Eq. (10) and (11) respectively. Preda-
tors assume the role of exploration, while prey concentrates on 
exploitation. According to the established rule, prey and predator are 
assigned Lévy and Brownian movements during this phase, respectively.  

Where RL represents a vector of random values that corresponds to the 

Lévy movement, derived from the Lévy distribution. Prey movement is 
simulated using a Lévy approach through the multiplication of RL and 
PM, while prey movement involves adding the step size to the prey 

location. This part contributes to exploitation since most of the Lévy 
distribution step sizes are associated with small steps. While the 
convergence factor (CF) serves as an adaptive parameter controlling the 
step size of predator movement. Prey adjusts its position based on 
predator movement using Brownian motion, where RB and EM are 
multiplied together to replicate the predator’s movement in Brownian 
motion. 

Stage 3 (The last third of the iteration) commences when a predator 

moves faster than a prey or when a low velocity ratio is observed. This 
situation occurs during the concluding phase of optimization, often 
associated with a heightened exploitation capacity. In this stage, the 
optimal strategy for a predator is to engage in the Lévy movement to 
ensure enhanced exploitation capability. Eq. (12) exemplifies this stage: 

In the Lévy method, the movement of the predator is mimicked by 
multiplying RL and EM. Additionally, enhancing the Elite position with 
the step size facilitates the predator’s motion, contributing to updating 
the prey’s position. 

Environmental factors, such as the formation of eddies or the pres-
ence of Fish Aggregating Devices (FADs), can influence the behavior of 
marine predators. As indicated by Filmalter et al. [66], sharks allocate 
over 80 % of their time in the proximity of FADs, reserving the 
remaining 20 % for exploring other potential prey distributions, often 
accomplished through longer leaps. FADs are perceived as traps repre-
senting local optimal solutions. These extended leaps serve to prevent 
entrapment in local stagnation. Consequently, the mathematical repre-

sentation of the impact of FADs is encapsulated in Eq. (13).  

Where the likelihood of FADs influencing the optimization process is 
0.2. The vector U→ is a binary, comprising arrays of zero and one. This is 
achieved by generating a random vector within the range [0, 1] and 

PMi
̅̅→

= PMi
̅̅→

+ a.R→⊗ stepsizei
̅̅̅̅̅→ where stepsizei

̅̅̅̅̅→
= R→B ⊗

(
EMi
̅̅→

− R→B ⊗ PMi
̅̅→

)
i = 1,….n (9)   

PMi
̅̅→

= PMi
̅̅→

+ a.R→⊗ stepsizei
̅̅̅̅̅→ where stepsizei

̅̅̅̅̅→
= R→L ⊗

(
EMi
̅̅→

− R→L ⊗ PMi
̅̅→

)
i = 1, ..,

n
2

(10)  

PMi
̅̅→

= EMi
̅̅→

+ a.CF ⊗ stepsizei
̅̅̅̅̅→ where stepsizei

̅̅̅̅̅→
= R→B ⊗

(
R→B ⊗ EMi

̅̅→
− PMi
̅̅→

)
i =

n
2
, .., n (11)   

PMi
̅̅→

= EMi
̅̅→

+ a.CF ⊗ stepsizei
̅̅̅̅̅→ where stepsizei

̅̅̅̅̅→
= R→L ⊗

(
R→L ⊗ EMi

̅̅→
− PMi
̅̅→

)
i = 1,….n (12)   

PMi
̅̅→

= EMi
̅̅→

+ a.CF ⊗ stepsizei
̅̅̅̅̅→ where stepsizei

̅̅̅̅̅→
= R→L ⊗

(
R→L ⊗ EMi

̅̅→
− PMi
̅̅→

)
i = 1,….n (13)   
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assigning zero to its element if it is less than 0.2, or one if it is greater 
than 0.2. The random number between 0 and 1 is represented as ’r’. The 
vectors lmin and lmax encompass the lower and upper boundaries of the 
dimensions. The subscripts r1 and r2 denote the random indexes for the 
PM. 

The PMA exhibit an impressive ability for remembering locations 
where they have previously found food successfully. In the MPA 
approach, this capability is replicated through a memory-saving mech-
anism. After updating the prey distribution and considering the influ-
ence of FADs, the matrix representing these experiences is assessed for 
its effectiveness in updating the EM. The fitness of each solution in the 
current iteration is compared to its counterpart from the previous iter-
ation. If the current solution proves superior, it replaces the previous 
one. This iterative process not only improves the quality of solutions 
over time but also encourages predators to revisit areas where successful 
hunting occurred. The flowchart of MAP step-by-step procedure is 
shown in Fig. 11. 

6. Results and discussion 

6.1. Mach number (Ma) and static pressure (Pstatic) 

Fig. 12 demonstrates the Ma contours of the original VGRE obtained 
using various DES-TMs: DES SST k-ω, DES Realizable k-ε, DES Spalart- 
Allmaras, DES Transition SST, and DES BSL k-ω. The simulations 
revealed that the maximum Ma ranged from approximately 4.25 to 4.40 
for the different models, with DES Realizable k-ε exhibiting a slightly 

lower maximum Ma. However, upon comparing the Ma contours of the 
different models, notable differences in shock and expansion structures 
within the free jet regime can be observed. These variations in shock 
phenomena and mixing processes could contribute to the higher Ma at 
the exit section of the mixing chamber in the DES-TMs, potentially 
explaining the higher simulated P∗

out compared to the experimental data. 
Additionally, the Ma contours indicate that the shock and expansion 
structures shifted upstream in the DES Realizable k-ε model due to a 
slight decrease in Ma relative to the other DES-TMs. However, it is worth 
noting that DES Realizable k-ε consistently yielded higher ω and 
P∗

out compared to the other DES-TMs. These observed differences could 
be attributed to the relatively lower intensity of waves evident in the 
DES Realizable k-ε model in comparison to the other DES-TMs. 

Regarding the ω, the simulation results indicated that the SST k-ω 
model demonstrated the highest level of matching among the RANS- 
TMs, while the DES SST k-ω model exhibited the best performance 
among the DES-TMs when compared to the experimental data. Fig. 13 
presents the Ma contours of the original VGRE derived using the RANS 
and DES models with the SST k-ω TM. The maximum Ma observed was 
around 4.4 for both models. However, significant differences were 
observed in the shock and expansion structures between the DES SST k-ω 
simulations and the SST k-ω simulations. The relative errors for the ω, 
when compared to the experimental data, were approximately 30 % for 
the SST k-ω model and 1 % for the DES SST k-ω model. The DES SST k-ω 
model exhibited less symmetric flow behavior along the center-plane of 
the ejector contrast with the SST k-ω model. This asymmetry could be 

Fig. 17. Contours of Ma for different d values at an Pout of 2.84 kPa.  
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Fig. 18. Contours of Ma for different d values at an Pout of 4.5 kPa.  
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attributed to geometric asymmetries upstream of the throat in the CFD 
simulations or local meshing asymmetries, combined with the sensi-
tivity of separated flow to small differences in the flow configurations on 
each side of the duct center plane. The DES SST k-ω model demonstrated 
higher accuracy in simulating the ejector performance, specifically in 
capturing the mixing occurring in the free shear layer, when compared 
to the SST k-ω model. This enhanced simulation of separated flow using 
the DES approach aligns with the results reported in previous studies 
[54–56,67]. 

Fig. 14 illustrates the Ma variation along the center-plane of the 
original VGRE using the two TMs at Pprimary of 200 kPa, Psecondary of 1.8 
kPa, and Pout of 2.84 kPa. The simulation results displayed that the SST 
k-ω TM overestimated the experimental results for the maximum ω, 
while the DES SST k-ω TM provided a more reasonable estimation. In 
terms of the shock expansion structures, the DES SST k-ω model 
exhibited longer downstream extensions compared to the SST k-ω 
model. Moreover, a higher Ma was observed around the ejector throat 
for the DES SST k-ω model compared to the SST k-ω model. As a result, 
the DES SST k-ω model drew less secondary flow into the mixing regime, 
leading to a reduction in the ω that was more consistent with the 
experimental data compared to the SST k-ω model. However, both TMs 
overestimated the experimental results for the r∗c . 

The variations in the Pstatic along the center-plane of the original 
VGRE are evident in Fig. 15, highlighting the distinct shock and 
expansion structures produced by the SST k-ω and DES SST k-ω TMs. 
Particularly, the DES SST k-ω TM generates longer shock and expansion 
structures along the center-plane of the ejector as indicated by distance 
(b) in Fig. 15 compared to the SST k-ω model as indicated by distance (a) 

in Fig. 15. Both TMs exhibit a series of shock waves in the mixing regime, 
observed when the ejector operates under choked conditions with Ppri-

mary of 200 kPa, Psecondary of 1.8 kPa, and Pout of 2.84 kPa, respectively. It 
is worth noting that axial ejectors commonly exhibit two series of shock 
waves [68–71]: one at the exit of the primary nozzle and the other in the 
constant throat area of the ejector. However, in the radial ejector ge-
ometry, there is no constant throat area, which may explain the absence 
of a second series of shocks. 

The DES SST k-ω TM exhibited superior consistent with experimental 
data for the ω, while the SST k-ω model showed a tendency to over-
estimate the results. These discrepancies can be attributed to the lower 
intensity of waves observed in the SST k-ω model compared to the DES 
SST k-ω model. As a result, the DES SST k-ω TM was selected for sub-
sequent simulations. 

6.2. Nozzle throat separation (d) effect 

Fig. 16 demonstrates the impact of d values (d = 0.4, 0.5, and 0.6 
mm) on the effectiveness of the ejector, with a fixed ejector D of 2.3 mm. 
The Pprimary was set at 200 kPa, and the Psecondarywas 1.8 kPa. Decreasing 
the d from 0.6 mm to 0.4 mm resulted in a 62 % increase in ω, while P∗

out 
decreased by 24 %. The original VGRE exhibited higher ω values with 
reduced d, but this yielded lower P∗

out values. The nozzle and ejector 
area ratios increased as the d decreased. 

The changes in the ω and P∗
out correspond approximately to the 

relative change in the nozzle and ejector throat areas. The ω is influ-
enced by the available flow area (AFA), while the P∗

out is influenced by 
the relative momentum flux. When the d increases, there is a 

Fig. 19. Effect of D on ejector performance.  
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corresponding increase in the momentum flux of the primary stream 
relative to the secondary stream. This reduces the AFA for the secondary 
stream when the ejector D is held constant. As a result, increasing the 
d results in a higher P∗

out but a lower ω. 
Fig. 17 illustrates the Ma contours for three different d values. The 

simulations were conducted at a Pprimary of 200 kPa, Psecondary of 1.8 kPa, 
and Pout of 2.84 kPa. According to the CFD simulations, a smaller d of 
0.4 mm yielded a higher ω but a lower P∗

out . It is important to note that 
the ejector operated in the choked condition for all three d values. The 
ṁprimary at a Pprimary of 200 kPa were 3.81, 4.76, and 5.67 g/s for d of 0.4, 
0.5, and 0.6 mm, respectively. The AFA of the primary nozzleincreased 
by 50 % when the d increased from 0.4 to 0.6 mm, resulting in a cor-
responding rise in the ṁprimary of about 49 %. 

Fig. 18 depicts the Ma contours for different d values. The simula-
tions were conducted at a Pprimary of 200 kPa, Psecondary of 1.8 kPa, and 
Pout of 4.5 kPa. Similar trends in the ṁprimary were observed compared to 
the previous d analysis. The ejector operated in the unchoked condition 
for d of 0.4 and 0.5 mm, while it operated in the choked condition for a 
d of 0.6 mm. A noticeable increase in asymmetric flow patterns was 
observed when the d decreased from 0.6 to 0.4 mm, particularly at a Pout 
of 4.5 kPa. This suggests that the ejector is operating closer to the 
malfunction condition. The size of the primary jet core is directly pro-
portional to the d, resulting in a decrease in the effective entrainment 
area available for the secondary stream. The maximum Ma decreased 
from approximately 4.44 to 4.30 when the d increased from 0.4 to 0.6 
mm. By comparing the Ma contours for Pout of 2.84 kPa (Fig. 18) and 4.5 
kPa (Fig. 17), it is evident that an increase in the Pout causes a shift of the 
shock structures upstream. This phenomenon has been observed and 
reported in other studies [26,68,72]. 

6.3. Duct throat separation (D) effect 

The impact of D on ejector performance at a Pprimaryof 200 kPa and a 
Psecondaryof 1.8 kPa is depicted in Fig. 19. The ṁprimary value was kept 
constant at 4.76 g/s for all D values, with the d fixed at 0.5 mm. 
Increasing the D results in an increase in the ejector area ratio. This, in 
turn, leads to an increase in the AFA for the secondary flow. However, 
the ṁprimary value remains constant as the nozzle remains choked. As a 
result, the ω increases by 39 % when the D is increased from 2.3 mm to 
3.0 mm, while the P∗

out decreases by 36 %. Therefore, by altering the D, 
changes can be performed to the secondary flow rate in both on and off 
designs operations. It should be noted that increasing the D allows for 
higher ω in the original VGRE, but it leads to a lower P∗

out. 
The Ma contours for three different D values are shown in Fig. 20. 

These simulations were performed at a Pprimary of 200 kPa, Psecondary of 
1.8 kPa, and Pout of 2.84 kPa. The results indicate that a larger D of 3.0 
mm resulted in a higher ω but a lower P∗

out . The ejector operated in a 
choked condition for all three D values. While the ṁprimary value was kept 
constant at 4.76 g/s for a d of 0.5 mm, the ṁsecondary increased from 1.38 
to 1.91 g/s as the D increased from 2.3 to 3.0 mm. The AFA for the 
secondary stream increased by approximately 30 % when the D was 
increased from 2.3 to 3.0 mm, resulting in a corresponding increase in 
the ṁsecondary of about 38 %. 

The Ma contours for three different D values are depicted in Fig. 21. 
These simulations were conducted at a Pprimary of 200 kPa, Psecondary of 
1.8 kPa, and Pout of 4.0 kPa. The ejector operated in a choked condition 
for the 2.3 mm D, while it operated in an unchoked condition for the 2.6 
and 3.0 mm D. In the case of the 3.0 mm D, the ejector operated with a 

Fig. 20. Contours of Ma for different D values at an Pout of 2.84 kPa.  
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Fig. 21. Contours of Ma for different D values at an Pout of 4.0 kPa.  
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low P∗
out of 2.85 kPa. The maximum Ma remained consistent at 

approximately 4.39 for all three D values. Comparing the Ma contours 
for Pout of 2.84 kPa as displayed in Fig. 20 and 4.0kPa as depicted in 
Fig. 21, similar observations can be made regarding the Poutt, asym-
metric flow, and the position of the shock structures, as discussed in 
Section 6.2. 

6.4. Primary and secondary pressure (PprimaryandPsecondary) effects 

The impact of varying primary and secondary flow pressures while 
maintaining fixed d and D has been examined and is depicted in Fig. 22 
and Fig. 23, respectively. Fig. 22 specifically focuses on the effect of 
different Pprimary values with a fixed Psecondary of 1.8 kPa and an Poutof 
2.84 kPa. The simulations were conducted using fixed d and D of 0.5 and 
2.3 mm, respectively. The CFD results revealed that as the Pprimary de-
creases, the ω increases, while the P∗

out decreases. For instance, the ω 
increased by approximately 66 % when Pprimarydecreased from 250 to 
160 kPa, resulting in a decrease in P∗

out by approximately 23 %. This 
observed behavior can be attributed to the primary jet leaving the nozzle 
exit becoming under-expanded when the Pprimaryincreases. As a result, 
the effective area available for entraining the secondary stream de-
creases. Consequently, the ṁ of the secondary stream decreases, while 
the ṁprimary increases due to the higher Pprimary. As a result, the ω de-
creases. However, the momentum of the mixed stream increases as the 
ṁprimary increases, in an elevation of the in the P∗

out . This finding 

validates the notion that higher Pprimaryresult in lower ω and higher P∗
out . 

The impact of different Psecondary values, while maintaining a fixed 
Pprimaryof 200 kPa and Poutof 2.84 kPa, has been investigated and is 
presented in Fig. 23. The CFD simulations considered three Psecondary: 
1.8, 2.5, and 3.2 kPa. The results demonstrated that the ejector perfor-
mance, as indicated by the ω and the P∗

out , increased as the Psecondar-

yincreased. Specifically, the ω exhibited a 54 % increase when the 
Psecondaryincreased from 1.8 to 2.5 kPa. Similarly, the ω showed a sig-
nificant increase of approximately 113 % when the Psecondaryincreased 
from 1.8 to 3.2 kPa. In contrast, the P∗

out displayed a more modest in-
crease of around 10 % and 21 % for the respective Psecondaryincrements. 
The observed behavior can be attributed to the increase in the effective 
area available for the entrainment of the secondary stream as the Pse-

condaryrises. This results in an increased ṁsecondary, which possesses a 
higher momentum flux. Conversely, the ṁprimary remains relatively 
constant. Consequently, higher ω and P∗

out are achieved in each case. 
These findings affirm that higher Psecondaryconsistently lead to increased 
ω and P∗

out . 

6.5. Variation of entrainment ratio (ω) with expansion ratio (re) 

The relationship between the ω and the expansion ratio (re) has been 
investigated for various d and D, as well as different Pprimaryranging from 
160 to 270 kPa, with a constant Psecondaryof 1.8 kPa. The results are 
presented in Figs. 24 and 25. Polynomial curves of second-order best-fit 

Fig. 22. Variation of ω with Poutat different Pprimary values.  
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were generated to represent the simulation data in both figures. Fig. 24 
illustrates the ω as a function of the re for three different d values: 0.4, 
0.5, and 0.6 mm, at various operating conditions. Based on the CFD 
simulations, it was observed that smaller d generally result in higher ω 
for different re. This trend aligns with findings reported for axial ejectors 
in other studies [30,73,74]. Specifically, at a low expansion ratio of 89, 
the ω increased by 68 % when the d decreased from 0.6 to 0.4 mm. 
Furthermore, for a d of 0.4 mm, the ω increased by 90 % when the re 
decreased from 150 to 89. It is worth noting that decreasing the d leads 
to an increase in the ejector area ratio. Consequently, optimizing the 
entrainment performance requires reducing the d as the re increases. In 
summary, achieving a higher ω can be accomplished by reducing the re 
and decreasing the d. The value ofrecan be modified by either increasing 
the Psecondaryor decreasing the Pprimary. It is important to recognize that re 
varies with changes in the operating conditions. 

Fig. 25 depicts the relationship between the ω and the re for three 
different D values (2.3, 2.6, and 3.0 mm) under various operating con-
ditions. The CFD simulations indicate that larger D result in higher ω 
values compared to smaller throat separations for different re values. 
Furthermore, as the redecreases, the expected ω increases. For instance, 
at a low revalue of 89, increasing the D from 2.3 to 3.0 mm leads to a 29 
% increase in ω. Similarly, when the redecreases from 150 to 89 for a D of 
2.3 mm, the ω value rises by 86 %. These results align with the trend 
observed in the ejector area ratio, which increases with increasing D. 
This increase in available flow area for the secondary flow contributes to 

higher entrainment ratios. Consequently, adjusting the D can optimize 
the entrainment performance, achieving higher ω values by decreasing 
the reand increasing the D. 

6.6. Variation of critical compression ratio (r∗c ) with expansion ratio (re) 

The relationship between the r∗c and the rehas been explored for 
different d and D, as depicted in Fig. 26 and Fig. 27. The revalues and the 
approximating functions used in the simulations are consistent with 
those detailed in Section 6.5. Fig. 26 illustrates the r∗c as a function of re 
for three d values of 0.4, 0.5, and 0.6 mm under various operating 
conditions. Based on the CFD simulations, larger d yield higher r∗c values 
compared to smaller throat separations for different revalues. Further-
more, increasing the releads to an increase in the expected r∗c . This 
finding aligns with previous studies conducted by several researchers 
[68,75–78]. For instance, at a low re value of 89, increasing the d from 
0.4 mm to 0.6 mm results in a 34 % increase in r∗c . Similarly, when the 
revalue increases from 89 to 150 for a d of 0.4 mm, the r∗c value increases 
by 19 %. The increase in r∗c is attributed to the increase in momentum 
flux of the primary stream relative to that of the secondary stream when 
the d decreases. Consequently, to optimize the r∗c , the d should be 
increased when the redecreases. In summary, higher r∗c values can be 
achieved by increasing the reand increasing the d [68,75–78]. 

Fig. 27 illustrates the relationship between the r∗c and the re for three 
different duct throat separations (2.3, 2.6, and 3.0 mm) under various 

Fig. 23. Variation of ω with Poutat different Psecondary values.  
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operating conditions. The CFD simulations indicate that smaller D result 
in higher r∗c values compared to larger separations for different re values. 
For instance, at a low re value of 89, reducing the D from 3.0 to 2.3 mm 
led to a 52 % increase in r∗c . Similarly, when the re value increased from 
89 to 150 for a D of 2.3 mm, the r∗c value increased by 26 %. This 
observation can be attributed to the increased momentum flux of the 
primary stream relative to the secondary stream when the D decreases. 
Consequently, decreasing the D is recommended to enhance the r∗c for a 
given set of operating conditions and geometry parameters, particularly 
when the re value decreases. In summary, achieving a higher r∗c can be 
accomplished by increasing the re value and decreasing the D value. 

6.7. Executive summary for CFD results 

The impact of both d and D on the performance of the original VGRE 
was investigated across a range of working conditions. The study 
involved numerical evaluations of the original VGRE at Pprimaryof 160, 
200, 250, and 270 kPa, as well as Psecondaryof 1.8, 2.5, and 3.2 kPa, with 
Pout approximately ranging from 2 kPa to 7 kPa. Based on the CFD re-
sults, the original VGRE exhibited ω values ranging from 0.16 to 0.61, 
P∗

out values between 2.64 and 5.53 kPa, r∗c values between 1.5 and 3.1, 
and η values between 7 % and 17 % at re values ranging from 89 to 150 
for different d and D. The ejector area ratio increased with decreasing 
d or increasing D. To achieve higher ω values, it was found beneficial to 
decrease the re, decrease the d, and increase the D. Conversely, to attain 
higher r∗c values, it was advantageous to increase the re value, increase 

the d, and decrease the D. However, increasing the re value, increasing 
the d, and decreasing the D resulted in higher r∗c . Table 5 provides a 
summary of the key simulated results for the different operating con-
ditions and ejector parameters of the original VGRE. 

Based on the available information from Rahimi’s [15] experiments, 
the simulations conducted in this study demonstrated that both the DES 
SST k-ω and SST k-ω TMs exhibited similar levels of consistent with the 
experimental data for the wall Pstaticin both on-design and off-design 
operations. The average errors in the simulated Pstatic, compared to 
the experimental data, were approximately 10 % for both models in both 
operating conditions. However, neither CFD-TM achieved a high level of 
consistency with Rahimi’s experimental data for the wall Pstaticin both 
the on-design and off-design operations. Furthermore, the DES SST k-ω 
TM demonstrated more consistent results with the experimental data for 
both choked and unchoked conditions in the mixing section, in com-
parison to the SST k-ω TM. In contrast, both TMs exhibited less consis-
tency with the experimental data for both choked and unchoked 
conditions in the diffuser section. This research provides a foundation 
for future explorations and advancements in the field of adjustable su-
personic radial ejectors using DES models. 

Although the 2-D simulations conducted in this study have certain 
limitations in accurately predicting the performance of the radial ejector 
compared to the experimental results, the 2-D simulation captures the 
general characteristics of the experiment. Furthermore, the 2-D simu-
lations exhibit similar trends to the experimental data, particularly when 
examining variations in the operating conditions. This indicates the 

Fig. 24. Variation of ω with re at different d values.  
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validity and usefulness of the 2-D simulations, especially when 
employing the most accurate TMs identified for simulating the original 
VGRE under on-design conditions. However, it should be noted that 
DES-TMs are typically better suited for 3-D simulations, as they can 
effectively capture the largest unsteady vortices present in turbulent 
flows, as suggested by some researchers [56,79]. Beyond the critical 
mode or off-design conditions, 3-D simulations may provide more pre-
cise and accurate results compared to the 2-D simulations. 

6.8. Prediction and optimization results 

The experiments were conducted on a computer system operating 
Windows 11 64-bit, equipped with an 11th-generation Intel Core 
i5–1135G7 processor and 8 GB of RAM. Python 3.7 and Matlab R2022a 
software were used. The experiment consisted of two primary phases. 
First, a multi-output GPR model was utilized to predict the relationship 
between various factors and their corresponding responses. Second, a 
multi-objective MPA optimization approach was employed to maximize 
three objectives: (i) entrainment ratio, (ii) critical compression ratio, 
and (iii) ejector efficiency. 

6.8.1. Prediction results and model evaluation 
The experimental dataset employed to construct the multi-output 

GPR model aimed to establish relationships among the following vari-
ables: BCs (Pprimaryand Psecondary), Geometry (d and D), and the resulting 
outcomes, encompassing entrainment ratio, critical compression ratio, 

and ejector efficiency. 
A 5-fold cross-validation technique is employed to assess prediction 

performance and mitigate overfitting. In this process, the dataset is 
randomly divided into five equally-sized subsets. During each iteration, 
one of these subsets is designated as the validation data, while the 
remaining four are used for training. The model is then trained on the 
training data and evaluated using the validation data. This process is 
repeated five times, with each subset serving as the validation data once. 
Finally, the cross-validated result is determined by averaging the out-
comes from these five rounds. This approach ensures a comprehensive 
evaluation of the model’s performance across diverse data subsets, 
reducing the risk of overfitting and providing a robust assessment of its 
predictive capabilities. 

The strength of the relationship between the multi-output GPR 
model and the dependent variables is quantified using the coefficient of 
determination (R2), while the accuracy of predictions is evaluated 
through the root mean square error (RMSE), as presented in Table 6. 
These two metrics are computed to gage the effectiveness and perfor-
mance of the multi-output GPR model. Based on the data presented in 6, 
the multi-output GPR model demonstrates strong predictive perfor-
mance across the evaluated response variables, which include entrain-
ment ratio, critical compression ratio, and ejector efficiency. This is 
evidenced by low RMSE values, signifying a high degree of accuracy in 
predictions. Additionally, the R2 values are notably high, indicating a 
robust relationship between the model’s predictions and the actual 
values. 

Fig. 25. Variation of ω with re at different D values.  
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Graphic representation plays a vital role when assessing the GPR 
model. In this context, the accuracy of predictive models was visually 
demonstrated by plotting their predictions against the corresponding 
targets, as depicted in Fig. 28. This graphical representation highlights 
the capability of the GPR model to replicate the provided observations 
accurately. It is evident that the predictions closely align with the actual 
targets, forming a tight cluster along the diagonal line. This alignment 
signifies the high R2 values observed in the previous analysis, further 
underscoring the robustness of the GPR model’s predictions. 

6.8.2. Optimization results 
The Multi-objective MPA approach is employed to optimize the 

output of the multi-output GPR model by identifying the optimal input 
parameter values. The primary objective of this optimization process is 
to identify the most favorable values for each set of boundary conditions 
(Pprimaryand Psecondary) and geometric parameters (d and D) in order to 
maximize the entrainment ratio (ω), critical compression ratio (r∗c ), and 
ejector efficiency (η). 

Table 7 presents the optimal values for the BCs (Pprimaryand Psecon-

dary) and geometric parameters (d and D) that yield the maximum values 
for ω, r∗c , and η. The highest values achieved were ω = 0.303, r∗c = 2.678, 
and η = 0.156, corresponding to the following parameter settings: 
Pprimary= 160 kPa, Psecondary= 1.8 kPa, d = 0.6 mm, and D = 2.3 mm, 
respectively. 

7. Conclusion 

Numerical simulations were performed using ANSYS FLUENT - CFD 
models to investigate the original VGRE. Both RANS and DES methods 
were employed to simulate turbulence. The CFD analysis of the VGRE, 
which operated with air, was conducted using a 2-dimensional 
axisymmetric model. Furthermore, this study has successfully inte-
grated two crucial stages in the pursuit of optimizing eject performance 
systems. First, the utilization of a multi-output GPR model facilitated 
precise predictions by establishing intricate relationships between 
boundary conditions (Pprimaryand Psecondary), geometric parameters (d 
and D), and response variables (entrainment ratio, critical compression 
ratio, and ejector efficiency). Second, the implementation of the Marine 
Predators Algorithm (MPA) as a multi-objective optimization approach 
enabled the identification of optimal input parameters. The following 
conclusions were drawn from the study:  

• Among the RANS and DES models considered; the DES SST k-ω TM 
demonstrated significant consistency with the experimental data for 
the original VGRE. The average discrepancy between the simulated ω 
and the experimental data was only 5 % for the DES SST k-ω model.  

• The SST k-ω and DES SST k-ω TM showed a tendency to overestimate 
the experimental results for the r∗c . The discrepancy between the 
experiments and the simulated ω could be attributed to differences in 
the secondary flow rate. The DES SST k-ω TM poorly simulated the r∗c . 

Fig. 26. Variation of r∗c with re at different d values.  
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• The proposed numerical approach using DES models still faced 
challenges in accurately modeling the boundary of the off-design 
model, which may be related to the design of the mixing section.  

• Off-design conditions introduced additional complexity, as the 
entrainment of the secondary stream became more reliant on the 
accuracy of the mixing simulations. This added complexity can also 
be attributed to the occurrence of shock processes, which resulted in 

a highly intricate flow in the unchoked state and unexpected 
experimental outcomes in terms of r∗c values.  

• Discrepancies between experimental and simulation results for wall 
Pstaticand high r∗c could potentially be attributed to geometric factors 
and unsteady flow phenomena. 

• This research opens up opportunities for further experimental in-
vestigations of VGREs, with a focus on enhancing the performance of 
the original VGRE using DES models. Therefore, additional CFD in-
vestigations utilizing DES models are necessary to validate future 
experimental studies for VGREs and compare the findings with pre-
vious works.  

• Based on the CFD results, the original VGRE exhibited ω values 
ranging from 0.16 to 0.61, r∗c values between 1.5 and 3.1, and η 
values between 7 % and 17 % at expansion ratio (re) values ranging 
from 89 to 150 for different nozzle throat separations (d) and 
different duct throat separations (D). 

• The multi-output GPR model demonstrates its reliability and effec-
tiveness in predicting these response variables within the experi-
mental framework, consistently offering accurate estimates with a 
strong correlation to the observed data. This is substantiated by the 
presence of low RMSE values, all below 0.051, and high R2 values, all 
exceeding 0.9812.  

• The optimal parameter values that maximize the entrainment ratio 
(ω), critical compression ratio (r∗c ), and ejector efficiency (η), are as 
follows: Pprimary= 160 kPa, Psecondary= 1.8 kPa, d = 0.6 mm, and D =
2.3 mm. These specific parameter combinations resulted in achieving 

Fig. 27. Variation of r∗c with re at different D values.  

Table 5 
Main simulated outcomes for the tested operating condi-
tions and the ejector parameters for the original VGRE.  

Parameter Outcomes 

Pprimary↑ ω↓, P∗
out↑, r∗c ↑ 

Psecondary↑ ω↑, P∗
out↑, r∗c ↑ 

re↑ Pprimary↑, Psecondary↓ 
re↑ ω↓, P∗

out↑, r∗c ↑ 
d↑ ω↓, P∗

out↑, r∗c ↑ 
D↑ ω↑, P∗

out↓, r∗c ↓  

Table 6 
Statistical evaluation of the multi-output GPR model.  

Response RMSE R2 

Entrainment ratio (ω) 0.0077 0.9948 
Critical compression ratio 0.043 0.989 
Ejector efficiency 0.051 0.9812  
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the highest values for each respective objective: ω = 0.303, r∗c =
2.678, and η = 0.156.  

• The integration of GPR-ML and the MPA offers a powerful solution 
for complex optimization and predictive tasks. This robust combines 
GPR’s data-driven modeling with MPA’s dynamic optimization, 
enabling accurate modeling of relationships and efficient parameter 
optimization. This approach holds significant promise across diverse 
fields, enhancing problem-solving and decision-making with the 
combined strengths of ML and nature-inspired algorithms. 
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Fig. 28. Multi-output GPR model prediction precision.  

Table 7 
Optimized results utilizing the GPR model and Multi-objective MPA approach.  

Factors Objectives 

Pprimary (kPa) Psecondary (kPa) d (mm) D (mm) ω (-) r∗c (-) η (-) 
160 1.8 0.6 2.3 0.303 2.678 0.156  
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