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ABSTRACT 

The success of machine learning (ML) algorithms generally depends 

on the quality of data representation or features. Good representations of 

the data make it easier to develop machine learning predictors or even 

deep learning (DL) classifiers. In speech emotion recognition (SER) 

research, the emotion classifiers heavily depend on hand-engineered 

acoustic features, which are typically crafted with human domain 

knowledge. Automatic emotional representation learning from the speech 

is a challenging task because speech contains different attributes of the 

speaker (i.e., gender, age, emotion, etc.) along with the linguistic message. 

Recent advancements in DL have fuelled the area of deep representation 

learning from speech. The prime goal of deep representation learning is to 

learn the complex relationships from input data, usually through the 

nonlinear transformations. Research on deep representation learning has 

significantly evolved, however, very few studies have investigated 

emotional representation learning from speech using advanced DL 

techniques. In this thesis, I explore different deep representation learning 

techniques for SER to improve the performance and generalisation of the 

systems. I broadly solve two major problems: (1) how deep representation 

learning can be utilised to improve the performance of SER by utilising the 

unlabelled, synthetic, and augmented data; (2) how deep representation 

learning can be applied to design generalised and robust SER systems. To 

address these problems, I propose different deep representation learning 

techniques to learn from unlabelled, synthetic, and augmented data to 

improve the performance and generalisation of SER systems. I found that 

injecting the additional unlabelled, augmented, and synthetic data in SER 

systems help improve the performance of SER systems. I also show that 

adversarial self-supervised learning can improve cross-language SER and 

deeper architectures learn robust generalised representation for SER in 

noisy conditions.  
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CHAPTER 1: INTRODUCTION 

1.1. Background 

Speech is a natural mode of communication among humans, and it 

contains multidimensional information about the intended message, 

speaker, gender, spoken language, mood, and emotions. Perception of 

affective states of interlocutors plays a crucial role in the human 

interpersonal interaction. Researchers are trying to develop methods to 

enable machines to understand the context of human speech, their 

languages, and judge their emotions for more natural and harmonious 

human-computer interaction. Therefore, speech emotion recognition (SER) 

is becoming an emerging area of research due to its many important 

applications in healthcare [1,2], forensics sciences [3], smart cars [4], 

customers service centres [5], and many more. 

Human emotions in speech are very complex to model due to their 

dependency on many factors such as speaker [6], gender [7], culture [8], 

age [9], dialect [10], and so on. Researchers have been working on 

different speech features because the performance of SER system heavily 

dependent upon the choice of these features [11]. For that reason, most of 

the actual work on SER goes into the designing of pre-processing pipelines 

or feature extraction or speech transformation techniques [12]. Such 

feature engineering is crucial but labour-intensive that highlights the 

weakness of current SER systems. In order to create ease for the 

applicability of deep learning (DL), it is highly desirable to make learning 

algorithms less dependent on human ingenuity-based feature engineering 

techniques. In this way, novel applications would be constructed faster to 

make real progress towards artificial intelligence (AI). 

The recent development in DL algorithms and representation learning 

has a strong positive impact in speech recognition [13–15]. However, very 

few studies applied deep representation learning methods in SER [16]. 

There are still various open research problems in the SER field that can be 

solved using advanced deep representation learning methods. For instance, 
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one of the major problems in SER is the unavailability of larger labelled 

datasets, where supervised learning methods unable to provide the best 

performance. Here, semi-supervised or self-supervised representation 

learning methods can be applied to learn from larger unlabelled data and 

use this knowledge to improve SER performance, where only small size 

labelled data is available. Similarly, the performance of SER systems 

drastically drops when they are tested under cross-corpus, cross-language, 

and noisy conditions. There is a crucial need of designing robust models to 

enable the emotion identification in unseen conditions. In this regard, deep 

representation learning techniques can be applied to learn generalised and 

robust features to solve the performance issue of SER in cross-corpus, 

cross-lingual, and noisy conditions. In this thesis, I conduct research on the 

topic of emotional representation learning from speech and develop 

advanced SER methods to effectively utilise the unlabelled, synthetic, and 

augmented data in semi-supervised and self-supervised ways. 

1.2. Research Aims and Objectives 

The aim of this research is to develop new models of emotional 

representation learning from speech. Specifically, emotional representation 

learning models are constructed using the advanced deep learning concepts 

including semi-supervised learning, multi-task learning, and self-

supervised learning. This work takes the advantages from the adversarial 

learning to further enhance the power of these models. Models proposed in 

this work can be directly employed to learn feature representations from 

unlabelled data and improve the generalisation and robustness of SER 

systems. The main objective is divided into the following two main parts: 

1. representation learning for improving the performance of SER 

by utilising the unlabelled, synthetic, and augmented data. 

2. representation learning for improving the generalisation and 

robustness of SER systems against cross-corpus, cross-language, noisy 

conditions. 

To achieve the first objective, this thesis focuses on developing new 

models to improve SER performance by utilising unlabelled, augmented, 
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and synthetic data. In objective two, this work explores how generalisation 

and robustness in SER systems can be achieved using novel representation 

learning methods. 

 

1.3. Contributions and Outline 

In this thesis, I consider improving the performance, generalisation, 

and robustness of SER systems by utilising the unlabelled, synthetic, and 

augmented data to improve the performance. Overall, I utilise supervised, 

semi-supervised, and self-supervised DL methods. 

First, I performed literature review on deep representation learning 

for SER in Chapter 2. I found the SER performance still needs significant 

improvement and state of-the-art deep representation learning techniques 

can be utilised to achieve this goal. 

In Chapter 3, I propose a multi-task learning technique to effectively 

utilise the unlabelled data to improve the SER performance. I use gender 

identifications and speaker recognition as auxiliary tasks, which allow the 

use of very large datasets, e. g., speaker classification datasets. I show 

that utilisation of additional data can improve the primary task of SER for 

which only limited labelled data is available. 

In Chapter 4, I propose a self-supervised model that effectively utilise 

the adversarial learning to improve the generalisation of SER system 

against cross-corpus and cross language settings. I propose an adversarial 

dual discriminator (ADDi) network that uses the three-players adversarial 

game to learn generalised representations without requiring any target 

data labels. I also introduce a self-supervised ADDi (sADDi) network that 

utilises self-supervised pre-training with unlabelled data. I propose 

synthetic data generation as a pretext task in sADDi, enabling the network 

to produce emotionally discriminative and domain invariant representations 

and providing complementary synthetic data to augment the system. 

In Chapter 5, I present a multi-task framework that effectively 

utilises the augmented data to improve performance as well as 

generalisation of the system. I use augmentation type classification and 
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unsupervised reconstruction as auxiliary tasks. I show that the proposed 

model can improve the performance as well as the generalisation of the 

system. 

In Chapter 6, I propose a framework that utilises the data 

augmentation scheme to augment the GAN in feature learning and 

generation. To show the effectiveness of the proposed framework, this work 

present results for SER on (i) synthetic feature vectors, (ii) augmentation 

of the training data with synthetic features, (iii) encoded features in 

compressed representation. I empirically show that the proposed 

framework can effectively learn compressed emotional representations as 

well as it can generate synthetic samples that help improve performance in 

within-corpus and cross-corpus evaluation. 

In Chapter 7, I propose a deeper neural network architecture by 

fusing dense convolutional network (DenseNet), long short-term memory 

(LSTM) and highway network to learn powerful discriminative features 

which are robust to noise. I also propose data augmentation with our 

network architecture to further improve the robustness. I comprehensively 

evaluate the architecture coupled with data augmentation against (1) 

noise, (2) adversarial attacks and (3) cross-corpus settings. Our 

evaluations show promising results when compared with existing studies 

and state-of-the-art models. 

 

1.4. Outcomes and Implications 

The findings from this work can be utilised in any other audio field: 

(1) to improve the performance of the system by utilising unlabelled, 

augmented, synthetic data, (2) to design generalised and robust systems 

against noisy conditions. The problems being solved here are common 

across machine learning (ML) communities working on audio, text, and 

vision domain. Therefore, researchers can utilise the finding from this 

dissertation to solve the problems of their respective domains. Overall my 

research finding enrich the deep representation learning techniques and 
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open a new era of AI where researchers can employ models proposed in 

this work to solve problems in their field. 
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CHAPTER 2: PAPER 1 - SURVEY OF DEEP 

REPRESENTATION LEARNING FOR SPEECH 

EMOTION RECOGNITION 

This chapter presents a comprehensive literature review on the important 

topic of deep representation learning for SER. It mainly focused on 

surveying the recent studies related to thesis objectives to find the research 

gaps for future works. This contribution highlights various techniques, and 

related challenges, and identifies the important future areas of research. 
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This paper provides a comprehensive review of deep representation 

learning from emotional speech and highlights the research gap and 

future directions around the thesis topic. Based on the findings of the 

literature review, I attempted to fill the research gaps by developing novel 

architectures focused on thesis objectives. In the next chapter, I will 

present a multi-task learning framework that can effectively learn from 

unlabelled data. 
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CHAPTER 3: PAPER 2 – MULTI-TASK SEMI-

SUPERVISED ADVERSARIAL AUTOENCODING FOR 

SPEECH EMOTION RECOGNITION 

 

 

This chapter presents the proposed multi-task learning framework 

that uses auxiliary tasks for which data is abundantly available. This work 

is based on objective 1 and focuses on utilising unlabelled data to improve 

the performance of SER systems. The proposed model shows that 

utilisation of additional data can improve the primary task of SER for which 

only limited labelled data is available. It uses gender identification and 

speaker recognition as auxiliary tasks, which allow the use of very large 

datasets, e. g., speaker classification datasets. To maximise the benefit of 

multi-task learning, the proposed model further uses an adversarial 

autoencoder (AAE) within our framework, which has a strong capability to 

learn powerful and discriminative features. Furthermore, the unsupervised 

AAE in combination with the supervised classification networks enables 

semi-supervised learning which incorporates a discriminative component in 

the AAE unsupervised training pipeline. This semi-supervised learning 

essentially helps to improve the generalisation of our framework and thus 

leads to improvements in SER performance. 
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This paper explores the idea of utilising the unlabelled data (Objective 1) 

to improve the performance of SER. Results show that the performance of 

SER systems can be considerably improved by utilising the unlabelled 

data for speaker and gender identification in the proposed multi-task 

learning framework. Next chapter is also based on Objective 1, which 

present the self-supervised framework that utilise the synthetic data to 

improve the performance of cross-corpus and cross-language. 
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  CHAPTER 4: PAPER 3 - Self Supervised 

Adversarial Domain Adaptation for Cross-Corpus 

and Cross-Language Speech Emotion Recognition 

 

This chapter presents the proposed adversarial dual discriminator (ADDi) 

network based on both objective 1 and objective 2 to improve SER 

performance for cross-corpus and cross-language by learning from 

synthetic data.  The proposed model uses the three-players adversarial 

game to learn generalised representations for cross-corpus and cross-

language speech emotion recognition (SER) without requiring any target 

data labels. I also introduce a self-supervised ADDi (sADDi) network that 

utilises self-supervised pre-training with unlabelled data. I propose 

synthetic data generation as a pretext task in sADDi, enabling the network 

to produce emotionally discriminative and domain invariant representations 

and providing complementary synthetic data to augment the system. The 

proposed model is rigorously evaluated using five publicly available 

datasets in three languages and compared with multiple studies on cross-

corpus and cross-language SER. Experimental results demonstrate that the 

proposed model achieves improved performance compared to the state-of-

the-art methods. 



This article cannot be displayed due to copyright restrictions. See the article link in the Related 
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This chapter utilised synthetic data (objective 1) in self-supervised learning 

setting to improve the generalisation of SER system (objective 2). The 

proposed model able to improve the cross-corpus and cross-language SER 

by learning from synthetic data. It also helps to minimise the requirement 

of labelled data by exploiting the potential of synthetic data to enhance SER 

generalisation.  In the next chapter, I explore the idea of utilising 

augmented data by presenting a novel framework that to improve the 

generalisation and robustness of SER systems.
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CHAPTER 5: PAPER 4 – Multitask Learning from 

Augmented Auxiliary Data for Improving Speech 

Emotion Recognition 

 

This chapter is focused on both objectives 1 and 2. It explores the 

idea of learning from augmented data (objective 1) to improve the 

generalisation and robustness of SER systems (objective 2). I propose a 

novel framework that utilise the augmented data in multitask learning 

(MTL) setting to improve the performance as well the robustness of speech 

emotion recognition (SER). Recent works in multitask SER require of meta 

labels for auxiliary tasks, which limits the training of such systems. The 

proposed model addresses the challenge by proposing a semi-supervised 

MTL framework (MTL-AUG) that learns generalised representations from 

augmented data. It utilises the augmentation-type classification and 

unsupervised reconstruction as auxiliary tasks, which allow training SER 

systems on augmented data without requiring any meta labels for auxiliary 

tasks. The semi-supervised nature of MTL-AUG allows for the exploitation 

of the abundant unlabelled data to further boost the performance of SER. 

This chapter comprehensively evaluates the proposed framework in the 

following settings: (1) within corpus, (2) cross-corpus and cross-language, 

(3) noisy speech, (4) and adversarial attacks. Our evaluations show the 

improved results compared to existing state-of-the-art methods. 
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This chapter showed that augmented data can be effectively utilised to 

improve the generalisation and robustness of SER systems against cross-

language, noisy and adversarial attacks. Results are considerably better 

compared to the state-of-the-art studies and the model can reduce the 

amount of labelled data by 15-20 %. The next chapter presents the study 

on utilising the synthetic data to augment the SER system for 

improvements in performance.
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CHAPTER 6: PAPER 5 – AUGMENTING 

GENERATIVE ADVERSARIAL NETWORKS FOR 

SPEECH EMOTION RECOGNITION 

 

This chapter focuses on objective 1 and presents the proposed framework 

that utilises GAN for representation learning and feature generation. In 

particular, the proposed GAN-based framework is utilised to generate 

synthetic data to augment the speech emotion classifier.  Results show that 

the proposed framework can effectively learn compressed emotional 

representations as well as it can generate synthetic samples that help 

improve performance in within-corpus and cross-corpus evaluation. 



This article cannot be displayed due to copyright restrictions. See the article link in the Related 
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This chapter showed that synthetic data generated by the GAN-based 

framework can be utilised to improve speech emotion classification. Results 

showed that the synthetic data augmentation helped improve the 

generalisation of the SER systems, which leads to performance 

improvement. In the next chapter, I present a novel deep architecture that 

focuses on objective 2 for robust SER.    
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CHAPTER 7: PAPER 6 – Deep Architecture 

Enhancing Robustness to Noise, Adversarial 

Attacks, and Cross-corpus Setting for Speech 

Emotion Recognition 

This chapter is based on objective 2 and presents a deeper neural 

network architecture wherein I fuse Dense Convolutional Network 

(DenseNet), Long short-term memory (LSTM) and Highway Network to 

learn powerful discriminative features which are robust to noise (Objective 

2). This chapter comprehensively evaluates the architecture coupled with 

data augmentation against (1) noise, (2) adversarial attacks and (3) cross-

corpus settings. Evaluations in this chapter on the widely used show 

promising results when compared with existing studies and state-of-the-

art models.   
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The last chapter focused on deep representation learning for robust 

speech emotion classification (objective 2). Results showed that deep 

architectures can learn complex representations that are more robust to 

noise, cross-corpus, and adversarial attacks. The next chapter will 

conclude this thesis and highlight the future directions.  
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CHAPTER 8: DISCUSSION AND CONCLUSION 

 

This thesis presented deep representation learning techniques for 

developing accurate, generalised, and robust speech emotion recognition 

(SER) systems. The focus of this study was mainly on the following two 

objectives: 

1. representation learning for improving the performance of SER by utilising 

the unlabelled, synthetic, and augmented data. 

2. representation learning for improving the generalisation and robustness 

of SER systems against cross-corpus, cross-language, noisy conditions. 

This thesis starts with the literature review on deep representation learning, 

which helped me to find research gaps related to the above-mentioned 

objectives. Overall, I focused on developing novel deep learning 

architectures around these objectives and tried to utilise unlabelled, 

augmented, and synthetic data to improve SER performance, 

generalisation, and robustness. Next, I conclude my findings on the 

objective explored in this thesis.  

 

8.1. Representation Learning from Unlabelled Data (Chapter 3)  

Chapter 3 focused on objective 1 of learning representation from unlabelled 

data. Therefore, I propose a semi-supervised adversarial multi-task 

learning for speech emotion recognition (SER). Specifically, the goal was to 

put considerable emphasis on a novel technique of utilising unlabelled data 

for auxiliary tasks through the proposed multi-task semi-supervised 

learning model to improve the accuracy of the primary task. The model is 

evaluated on publicly available datasets including IEMOCAP and MSP-

IMPROV. Results demonstrated that the purposed performs notably better 

than (1) the comparable state-of-the-art studies in SER that use similar 

methodology and/or implementation strategies; (2) supervised single- and 

multi-task methods based on CNN, and (3) single- and multi-task semi-

supervised autoencoders. The proposed approach can overcome the 

challenge of limited data availability of emotion datasets, which is a 

significant contribution.  

 

The proposed technique showed that (1) improvement of the auxiliary tasks 

through the injection of additional unlabelled data predominantly drives the 
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improvement of the primary task, (2) a combined effort of auxiliary task is 

better for improving the accuracy of the primary task, than  using them 

individually, (3) for the IEMOCAP and MSP-IMPROV datasets, it is possible 

to reasonably determine an operating point in terms of how much additional 

data for the auxiliary task is sufficient, (4) it is important to control the 

weight of loss function of the unsupervised task in the proposed semi-

supervised MTL setting to improve the accuracy of SER, and (5) it is 

important to control the weight of the loss functions of the primary and 

secondary tasks to achieve the best possible accuracy for SER.  

 

 

8.2. Self-supervised Representation Learning (Chapter 4)  

Chapter 4 is focused on objective 2 and presented a novel self-supervised 

learning method that addressed the open challenge of improving the speech 

emotion recognition (SER) performance in cross-corpus and cross-language 

settings. I proposed the Adversarial Dual Discriminator (ADDi) network that 

minimises the domain shift among emotional corpora adversarially. The 

proposed model focused on exploiting the unlabelled data with self-

supervised pre-training and proposed self-supervised ADDi (sADDi). For 

sADDi, I suggested synthetic data generation as a pretext task, which (1) 

helped improve the domain generalisation performance of an SER system 

to tackle the larger domain shift between training and test distributions in 

cross-corpus and cross-language SER; and (2) produced by product 

synthetic emotional data to augment the SER system and minimise the 

requirement of source labelled data. The introduced dual discriminator 

based ADDi network offers improved cross-corpus and cross-language SER 

without using any target data labels compared to the single discriminator 

and other state-of-the-art approaches. This is mainly due to the dual 

discriminator using a three-players adversarial game to learn generalised 

representations.  

The proposed model achieved considerable improvements in results when 

partial target labels were fed to the network training. This helped the ADDi 

to regulate the generalised representations based on the target data by 

maximally matching the data distributions. The proposed self-supervised 

pretext task produces synthetic data as a by-product to augment the 

system to achieve better performance. The proposed model was able to 

reduce 15-20% source training data using sADDi while achieving similar 

performance reported by a recent related study [17].  
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8.3. Representation Learning from Augmented Data (Chapter 5) 

Chapter 5 addressed the open challenge of improving the generalisation of 

speech emotion recognition (SER) with novel auxiliary tasks that do not 

require any additional labels for training a multi-task learning (MTL) model. 

This contribution is based on objective 2 and proposed augmentation-type 

classification and reconstruction as auxiliary tasks that minimise the 

required labelled data by effectively utilising the information available in 

the augmented data and facilitating the utilisation of unlabelled data in a 

semi-supervised way.  

The multi-task model offers improved within-corpus, cross-corpus, and 

cross-language emotion classification. It also shows improved 

generalisation against noisy speech and adversarial attacks. This is due to 

the proposed auxiliary tasks that helps the model learn shared 

representations from augmented data.  Considerable improvements in 

results were found when additional unlabelled data was incorporated into 

the proposed MTL semi-supervised framework. This helped the model to 

regulate the generalised representations by learning from unlabelled data.  

The proposed framework was able to reduce the amount of labelled training 

data by more than 10% while achieving a similar performance reported by 

a recent related study [18] using 100% training data. 

 

8.4. Representation Learning from Synthetic Data (Chapter 6) 

In chapter 6, I present a novel framework based on a generative adversarial 

network (GAN) that can learn emotional representation to generate 

synthetic data. This chapter is based on objective 1 and focused on utilising 

synthetic data to improve SER performance. I proposed to utilise a data 

augmentation technique called mixup to augment GAN network in 

representation learning as well as synthetic feature vector generation. 

Compared to recent studies, the proposed framework was able to learn 

better emotional representations in compressed form and to generate 

synthetic feature vectors that can be effectively utilised to augment the 

training size of SER for performance improvement.  

 

8.5. Robust Representation Learning (Chapter 7)  

Chapter 7 focused on robust representation learning by utilising the deeper 

architectures. It mainly based on objective 2 and introduced a new hybrid 

model to build a robust Speech Emotion Recognition (SER) system. The 

proposed model exploits a Dense Convolutional Network (DenseNet) for 
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feature extraction, Long Short-Term Memory (LSTM) for contextual 

learning, and fully connected layers with highway connectivity for 

discriminative representation learning and produce robust representation. 

This chapter also proposes data augmentation to further improve the 

robustness of the architecture. The performance of our proposed technique 

is evaluated on the widely used IEMOCAP and MSP-IMPROV datasets 

against noise, adversarial attacks, and cross-corpus settings. Results show 

that the proposed technique is more robust compared to state-of-the-art 

models and reveal several valuable information, such as mixup is a better 

augmentation technique for SER compared to the popular speed 

perturbation.  

 

 

Overall, this thesis explored different deep representation learning 

approaches to improve the performance, generalisation, and robustness of 

SER systems. The proposed frameworks demonstrate the improved 

performance compared to the state-of-the-art studied. This thesis showed 

that deep representation learning techniques have great potential to 

improve SER performance, generalisation, and robustness by utilising 

unlabelled, synthetic, and augmented data.   

There are multiple future directions for extending the works in this 

dissertation. The multi-task learning semi-supervised frameworks explored 

in Chapter 3 and 5 can be benefited by reinforced information. Therefore, 

it is highly attractive to explore integration of reinforcement learning into 

such frameworks given a real-life usage such as in a dialogue manager. 

Researchers can further focus on the tighter coupling between the 

generation of data and modelling a richer selection of speaker states and 

traits simultaneously aiming at `holistic' speaker analysis. In addition, it is 

worth exploring multi-model (text and video) auxiliary tasks to improve the 

primary task in multi-task learning settings for speech emotion recognition 

by learning generalised representation. 

Self-supervised domain adaptation architectures explored in Chapter 4 of 

this thesis achieve considerably improved cross-corpus and cross-language 

SER performance. Future studies can explore these domain adaptive 

frameworks to model other factors of speech variations, including age, 

subject, gender, phoneme, noise, and recording device. Further 

experiments may include evaluating such methods in wild conditions like 

noisy speech and adversarial noise. It will also be interesting in exploring 

multimodal pretext task techniques in future self-supervised SER systems. 

Multimodal human interaction in video and textual form can provide various 
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opportunities for self-supervised learning to improve cross-corpus and 

cross-language SER. 
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