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Abstract

Advances in image acquisition and storage techyoh@ye led to tremendous growth in very large
and detailed image databases. These images, ifzaxalcan reveal useful information to the human
users. Image mining deals with the extraction gilioit knowledge, image data relationship, or other
patterns not explicitly stored in the images. Imagaing is more than just an extension of data
mining to image domain. It is an interdisciplinagdeavor that draws upon expertise in computer
vision, image processing, image retrieval, dataimginmachine learning, database, and artificial
intelligence. Despite the development of many ajagilbns and algorithms in the individual research
fields cited above, research in image mining i istiits infancy. In this paper, we will examinket
research issues in image mining, current develofsrianimage mining, particularly, image mining
frameworks, state-of-the-art techniques and systaffs will also identify some future research

directions for image mining.

Keywords: Image mining, image indexing and retrieval, objemtognition, image classification,

image clustering, association rule mining.

1. Introduction

Advances in image acquisition and storage techiyol@ye led to tremendous growth in very large
and detailed image databases [43]. A vast amouithafe data such as satellite images, medical
images, and digital photographs are generated edary The World Wide Web is regarded as the
largest global image repository. An increasing prapn of the contents in digital libraries are oes.

These images, if analyzed, can reveal useful irdtion to the human users. Unfortunately, it is
difficult or even impossible for human to discowte underlying knowledge and patterns in the

image when handling a large collection of images.



Image mining is rapidly gaining attention amongegeshers in the field of data mining, information
retrieval, and multimedia databases because @bintial in discovering useful image patterns that
may push the various research fields to new frositienage mining systems that can automatically
extract semantically meaningful information (knodde) from image data are increasingly in demand.
The fundamental challenge in image mining is toedeine how low-level, pixel representation
contained in a raw image or image sequence carffiotly and effectively processed to identify
high-level spatial objects and relationships. Ineotwords, image mining deals with the extractibn o
implicit knowledge, image data relationship, or esttpatterns not explicitly stored in the image

databases.

Research in image mining can be broadly classifito two main directions. The first direction

involves domain-specific applications where theukois in the process of extracting the most relevan
image features into a form suitable for data mirjii@ 18, 22]. The second direction involves gehera
applications where the focus is on the proces®némting image patterns that maybe helpful in the
understanding of the interaction between high-lénehan perceptions of images and low level image
features [30, 43]. The latter may lead to improvetsén the accuracy of images retrieved from image

databases.

In this paper, we first examine how image miningliferent from some of its related fields such as
image processing, pattern recognition, and tramifialata mining. Next, we analyze the essential
components that are needed in an image mining fr@mkeand how these components interact with
one another to discover interesting image patteina types of image mining frameworks will be
described, namely, a functional-driven image minfragnework and an information-driven image
mining framework. Major research efforts in theaao# image mining will be highlighted. Finally, we

will use a real-world application to demonstrate itmportance of image mining.

The rest of this paper is organized as followsti8e@ discusses the objectives of image mining and
the research issues that are unique to image miBSiaction 3 presents two possible frameworks for
image mining: the functionality framework versus thformation-driven framework. Section 4 gives
an overview of the major image mining approaches tashniques used in image mining including
object recognition, image indexing and retrievalage classification and clustering, associatioasrul
mining, and neural networks. In section 5, we destrae the applicability of image mining in a real-

world application. Finally, section 6 concludesiwsbme future research directions for image mining.



2. Image Mining I ssues

Image mining denotes the synergy of data mining iamabe processing technology to aid in the
analysis and understanding in an image-rich domaiffact, it is an interdisciplinary endeavor that
draws upon expertise in computer vision, image ggsitig, image retrieval, data mining, machine
learning, database, and artificial intelligence [8jhile some of the individual fields in themselves
may be quite matured, image mining, to date, i$ gugrowing research focus and is still at an

experimental stage.

Broadly speaking, image mining deals with the eotiom of implicit knowledge, image data
relationship, or other patterns not explicitly swrin the images and between image and other
alphanumeric data. For example, in the field ofhaswlogy, many photographs of various
archeological sites have been captured and stereligdal images. These images, once mined, may
reveal interesting patterns that could shed sogtgdion the behavior of the people living at that

period of time.

Clearly, image mining is different from low-levebmputer vision and image processing techniques.
This is because the focus of image mining is ingkiaction of patterns from large collection of
images, whereas the focus of computer vision arafy@nprocessing techniques is in understanding
and/or extracting specific features fromsingle image. While there seems to be some overlap
between image mining and content-based retrieviatgsboth are dealing with large collection of
images), image mining goes beyond the problemtoexng relevant images. In image mining, the
goal is the discovery of image patterns that ageificant in a given collection of images and the

related alphanumeric data.

Perhaps the most common misconception of imagengiisi that image mining is yet another term
for pattern recognition. While the two fields doash a large number of common functions (for
example feature extraction), they differ in theindlamental assumptions. In pattern recognitiom, th
objective is to recognize some specific patterriseeas in image mining, the focus is on generating
all significant patterns without prior knowledge what patterns may exist in the image databases.
Another key difference is in the types of patteexamined by the two research fields. In pattern
recognition, the patterns are mainly classificatgatterns. In image mining, the patterns types are
more diverse. It could be classification pattemhsscription patterns, correlation patterns, tempora

patterns, and spatial patterns. Finally, pattegogaition deals only with pattern generation and



pattern analysis. In image mining, this is only ¢albeit an important) aspect of image mining. lmag
mining deals with all aspects of large image daabavhich implies that the indexing scheme, the

storage of images, and the retrieval of imageslhi@ concerns in an image mining system.

Figure 1 shows the image mining process. The imf&ges an image database are first preprocessed
to improve their quality. These images then undemayious transformations and feature extraction to
generate the important features from the image¢h Wi generated features, mining can be carried
out using data mining techniques to discover sigguift patterns. The resulting patterns are evaluate

and interpreted to obtain the final knowledge, wtdan be applied to applications.
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Figure 1.Image mining process.

It should be noted that image mining is not simgyapplication of existing data mining techniques
to the image domain. This is because there areriapodifferences between relational databases
versus image databases:
(a) Absolute versus relative values
In relational databases, the data values are seralytmeaningful. For example, age is 35 is
well understood. However, in image databases, ée vhlues themselves may not be significant
unless the context supports them. For examplegyasgrale value of 46 could appear darker than a
grey scale value of 87 if the surrounding contéxels values are all very bright.
(b) Spatial information (Independent versus dependesitipn)
Another important difference between relationabbases and image databases is that the implicit
spatial information is critical for interpretatiarf image contents but there is no such requirement

in relational databases. As a result, image mitgrdo overcome this problem by extracting



position-independent features from images firsoteeattempting to mine useful patterns from the
images.

(c) Unique versus multiple interpretation
A third important difference deals with image clwegistics of having multiple interpretations for
the same visual patterns. The traditional datanmygimilgorithm of associating a pattern to a class
(interpretation) will not work well here. A new sk of discovery algorithms is needed to cater to

the special needs in mining useful patterns frorges.

In addition to the need for new discovery algorighfor mining patterns from image data, a number
of other related research issues also need tasbévesl. For instance, for the discovered imageepatt
to be meaningful, they must be presented visualthé users. This translates to following issues:
(a) Image pattern representation
How can we represent the image pattern suchtibatdntextual information, spatial information,
and important image characteristics are retaingddmepresentation scheme?
(b) Image features selection
Which are the important image features to be use¢te mining process so that the discovered
patterns are meaningful visually?
(c) Image pattern visualization

How to present the mined patterns to the usewisually rich environment?

3. Image Mining Frameworks

Early work in image mining has focused on develgmnsuitable framework to perform the task of
image mining. The image database containing ravgémdata cannot be directly used for mining
purposes. Raw image data need to be processedéoage the information that is usable for high-
level mining modules. An image mining system isenficomplicated because it employs various
approaches and techniques ranging from image vatrend indexing schemes to data mining and
pattern recognition. A good image mining systemxgected to provide users with an effective access
into the image repository and generation of knogéednd patterns underneath the images. Such a
system typically encompasses the following funcioomage storage, image processing, feature

extraction, image indexing and retrieval, patteand knowledge discovery.

At present, we can distinguish two kinds of framewoused to characterize image mining systems:

function-driven versus information-driven image min frameworks. The former focuses on the



functionalities of different component modules tganize image mining systems while the latter is
designed as a hierarchical structure with specgihasis on the information needs at various levels
in the hierarchy.

3.1 Function-Driven Frameworks

Several image mining systems have been developedlifierent applications.The majority of

existing image mining system architectures [3, &), féll under the function-driven image mining

framework. These descriptions are exclusively apgilbn-oriented and the framework was organized

according to the module functionality. For examphai Datcu and Klaus Seidel [9] propose an

intelligent satellite mining system that comprisg#e modules:

(a) A data acquisition, preprocessing and archivingesgswhich is responsible for the extraction of
image information, storage of raw images, andeedli of image.

(b) An image mining system, which enables the useexpdore image meaning and detect relevant
events.

Figure 2 shows this satellite mining system archiutes.
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Figure 2. Functionality architecture of an inteligt satellite information mining system.

Similarly, the MultiMediaMiner [43] which mines Higlevel multimedia information and knowledge

from large multimedia database, comprises four majmponents:

(a) Image excavator for the extraction of images adéas from multimedia repository.

(b) A preprocessor for the extraction of image featares storing precomputed data in a database.

(c) A search kernel for matching queries with image addo features in the database.

(d) The discovery modules (characterizer, classified associator) exclusively perform image
information mining routines to intelligently exptomunderlying knowledge and patterns within

images.



The Diamond Eye [3] is an image mining system #ratbles scientists to locate and catalog objects
of interest in large image collections. This systemploys data mining and machine learning
techniques to enable both scientists and remotersgsto find, analyze, and catalog spatial objects,
such as volcanos and craters, and dynamic eveals &l eruptions and satellite motion, in large
scientific datasets and real-time image streammmdrying degrees of a priori knowledge. The

architecture of the Diamond Eye system is alsodasanodule functionality.

3.2 Information-Driven Frameworks

While the function-driven framework serves the ms® of organizing and clarifying the different

roles and tasks to be performed in image minindgfails to emphasize the different levels of

information representation necessary for image datare meaningful mining can take place. Zhang

et. al. [45] proposes an information-driven framewiimat aims to highlight the role of informationh a

various levels of representation (see Figure 3)e Tramework distinguishes four levels of

information as follows.

(a) The lowest level is the Pixel Level. This level swts of the raw image information such as
image pixels and the primitive image features aagholor, texture, and shape.

(b) The Object Level deals with object or region infation based on the primitive features in the
Pixel Level. Clustering algorithms, together witbhnthin knowledge can help to segment the
images into some meaningful regions/objects.

(c) The Semantic Concept Level places the objectsinsgidentified in the Object Level in the
context of the scenes depicted. High-level reagprind knowledge discovery techniques are
used to generate high-level semantic concepts igndwer interesting patterns.

(d) The Pattern and Knowledge Level integrates domelated alphanumeric data and the semantic
relationships discovered from the image data. Fuarthining are carried out to discover useful
correlations between the alphanumeric data andrhge patterns. Such correlations discovered

are very useful in many real-world domains.

The four information levels can be further geneeddi to two layers: the Pixel Level and the Object
Level form the lower layer, while the Semantic CepicLevel and the Pattern and Knowledge Level
form the higher layer. The lower layer contains &awd extracted image information and mainly deals
with images analysis, processing, and recognitithre higher layer deals with high-level image

operations such as semantic concept generatiokraovdedge discovery from image collection. The



information in the higher layer is normally morarsmtically meaningful in contrast to that in the

lower layer.

It is clear that by proposing a framework basedhaninformation flow, we are able to focus on the
critical areas to ensure all the levels can wodetber seamlessly. In addition, with this framewdrk
highlights to us that we are still very far fromirdme able to fully discovering useful domain

information from images.

| Pattern and
1 Knowledge
1 Level

Integrated
rules

Information integration

Alphanumeric
Patterns&knowledge
database

OUPROREpUgMnmgpee P R ———

Pattems&Knowledge
database

]

1

1

1

1 Semantic concept

‘ —>  image retrieval

]

| Semantic ?

 Concept [ Image KDD module ]

g Lawl Semantic concept .

: image indexing Alphanumeric KOD

! module

: <

| e e e e e e S 4

: Semantic concepts T
Object Objectfregion database

Level | P  image retreval Alphanumeric
database

Feature extraction

Object/region
image indexing

Object /region
database

9
|
|
1
]
(
]
T
]
1
|
t
]
]
|
1
1
I
|}
|
|
L]
1
1
t
1
1
[}
]
[}
i
[}
1

Pixel Primitive feature Domain
Level P image retrieval knowledge
t Image processing
(Image segmentation, object
recognition)

image indexing

Image database

1
i
1
1
]
"
1
]
1 Primitive feature
1
]
1
1
1
]
i
i
1
]
1
1
1

User interface
(Data visualization)

h 4

Figure 3: An information-driven image mining framewo



4. Image Mining Techniques

Besides investigating suitable frameworks for imageaing, early image miners have attempted to
use existing techniques to mine for image infororatiThese techniques include object recognition,
image indexing and retrieval, image classificationl clustering, association rules mining, and rleura
network. We will briefly discuss these techniqaesl how they have been applied to image mining

in the following subsections.

4.1 Object Recognition

Object recognition has been an active researchsfatufield of image processing. Using object
models that are known a priori, an object recogniystem finds objects in the real world from an
image. This is one of the major tasks in image ngniAutomatic machine learning and meaningful
information extraction can only be realized whemeabjects have been identified and recognized by
the machine. The object recognition problem carrdferred to as a supervised labeling problem
based on models of known objects. That is, givéarget image containing one or more interesting
objects and a set of labels corresponding to aokehodels known to the system, what object
recognition does is to assign correct labels téoreyy or a set of regions, in the image. Models of

known objects are usually provided by human inppttiari.

An object recognition system typically consistdair components, namely, model database, feature
detector, hypothesizer and hypothesis verifier. iftoelel database contains all the models known to
the system. These models contain important featin@sdescribe the objects. The detected image
primitive features in the Pixel Level are used ®&phthe hypothesizer to assign likelihood to the
objects in the image. The verifier uses the modelserify the hypothesis and refine the object

likelihood. The system finally selects the objediwthe highest likelihood as the correct object.

In order to locate a particular known object iniamage or set of images, Jeremy S. De Bonet [5]
design a system that processes an image intod S&taracteristic maps”. Michael C. Burl et al] [3
employ learning techniques to generate recogniaatematically. Domain knowledge is captured
implicitly through a set of labeled examples. Swpksibson et al. [15] develop an optimal FFT-based
mosaicing algorithm to find common patterns in ie&@nd show that it works well on various kinds

of images.

4.2 Image Retrieval



Image mining requires that images be retrieved raiocg to some requirement specifications. The

requirement specifications can be classified ihted levels of increasing complexity [3]:

(a) Level 1 comprises image retrieval by primitive feas such as color, texture, shape or the spatial
location of image elements. Examples of such gsenie “Retrieve the images with long thin red
objects in the top right-hand corner” and “Retri¢glve images containing blue stars arranged in a
ring”.

(b) Level 2 comprises image retrieval by derived oridalyfeatures like objects of a given type or
individual objects or persons. These queries ireltRetrieve images of round table” and
“Retrieve images of Jimmy”.

(c) Level 3 comprises image retrieval by abstractlaitgs, involving a significant amount of high-
level reasoning about the meaning or purpose oblipects or scenes depicted. For example, we
can have queries such as “Retrieve the images aibdth match” and “Retrieve the images

depicting happiness”.

Rick Kazman and John Kominek [21] propose threeryggehemas for image retrieval: Query by
Associate Attributes, Query by Description, and Qugy Image Content. In Query by Associate
Attributes, only a slight adaptation of the convemdl table structure is needed to tailor it totfie
image needs. The table organization is still ugeth images appended as extra field. The image or
the graphic files within the table remains as Jage bitmaps, and image retrieval is performectas
on other associated attributes within the sametaliis is essentially very similar to the reguéadt-
based query operation, except that it has beem@stieto handle image data. The query results can be
the image whose associate attribute(s) satisfiegjtiery requirements plus possibly other associated

attribute(s) sometimes.

The basic idea in Query by Description is that toyisg description along with each image through
which the user can locate the images interested. ifitage description is often called label or
keyword. This description is typically generatednonaly and assigned to each image in the image
preprocessing stage. Ideally, the description shbel discriminative, concrete and unambiguous. In

practice, this approach suffers from the drawbadkke “vocabulary problem” and non-scalability.

With the emergence of large-scale image reposgptiee problems of vocabulary and non-scalability
faced by the manual annotation approach have becaare pronounced. Content-based image
retrieval is thus proposed to overcome these ditfies. There are three fundamental bases in cbnten

based image retrieval, namely, visual informatiotragetion, image indexing and retrieval system

10



application [33]. Many techniques have been dewoip this direction, and many image retrieval

systems, both research and commercial, have belen bu

Commercially, IBM’s QBIC system [12] is probablyetibest known of all image content retrieval
systems. It offers retrieval by any combinatiorcofor, texture or shape, as well as text keyward. |
uses R*-tree indexes to improve search efficiebgre efficient indexing techniques, an improved
user interface, and the ability to search greyll@awages have been incorporated in the latest mersi
Virage [2] is another well-known commercial systehmis is available as a series of independent
modules, which system developers can build intor hhen programs. Excalibur [11], by virtue of its
company’s pattern recognition technology, offersvariety of image indexing and matching
techniques. There are also a large number of Usityeprototypes and experimental systems
available, the representatives ones being Photo[gidk Chabot[28], VisualSEEK[36], MARS[26],
Surfimage[27] and Synapse [24].

4.3 Image Indexing

While focusing on the information needs at varils, it is also important to provide support for
the retrieval of image data with a fast and efficimdexing scheme. Typically, the image database t
be searched is large and the feature vectors @amare of high dimension (typically in the ordér o
10°), search complexity is high. Two main approaches @ducing dimensionality or indexing high-
dimensional data. Reducing the dimensions can tengaished using two well-known methods: the
Singular Value Decomposition (SVD) update algoritlamd clustering [34]. The latter realizes
dimension reduction by grouping similar feature elirsions together. High-dimensional indexing
schemes includes SR-tree[20], TV-tree[23] X-tregfddl iMinMax[29].

Current image systems retrieve images based omasimi However, Euclidean measures may not
effectively simulate human perception for certaisual content. Other similarity measures such as
histogram intersection, cosine, correlation, eteed to be utilized. One promising approach isrp f
perform dimension reduction and then use apprapmiatilti-dimensional indexing techniques that
support Non-Euclidean similarity measures [33]3][@levelop an image retrieval system on Oracle
platform using multi-level filters indexing. Theltérs operate on an approximation of the high-
dimension data that represents the images, andesdbe search space so that the computationally
expensive comparison is necessary for only a ssnbket of the data. [17] present a new compressed

image indexing technique by using compressed irfeaeres as multiple keys to retrieve images.

11



Other proposed indexing schemes focus on specifEge features. [23] give an efficient color
indexing scheme for similarity-based retrieval whitas a search time that increases logarithmically
with the database size. [38] propose a multi-l&~lee index, called the nested R-trees for natrge
shapes efficiently and effectively. With the preliition of image retrieval mechanisms, a
performance evaluation of color-spatial retrievathniques was given in [39] that serves as

guidelines to select a suitable technique and desigew technique.

4.4 Image Classification and Image Clustering

Image classification and clustering are the sugedviand unsupervised classification of images into
groups. In supervised classification, we are giaesollection of labeled (pre-classified) images] an
the problem is to label a newly encountered, ydahgled images. Typically, the given labeled
(training) images are used to do the machine legraf the class description which in turn are wse t

label a new image.

In unsupervised classification (or image clustexirige problem is to group a given collection of
unlabeled images into meaningful clusters accortbrifpe image content without a priori knowledge
[19]. The fundamental objective for carrying outaige classification or clustering in image mining is
to acquire content information the users are istecein from the image group label associated with

the image.

Intelligently classifying image by content is anpiontant way to mine valuable information from
large image collection. The classification moduletie mining system is usually called classifidQ][
recognize the challenge that lies in grouping imrsageo semantically meaningful categories based on
low-level visual features. Currently, there are twajor types of classifiers, the parametric claessif
and non-parametric classifier. [6] develop a variet classifiers to label the pixels in a Landset
multispectral scanner image. MM-Classifier, a dfasdion module embedded in the MultiMedia
Miner developed by Osmar R.Zaiane et al. [43],gifganultimedia data, including images, based on
some provided class labels. James Ze Wang etZlpfépose IBCOW (Image-based Classification
of Objectionable Websites) to classify whether @site is objectionable or benign based on image
content. [40] use a binary Bayesian classifieradgym hierarchical classification of vacation ireag
into indoor and outdoor categories. An unsupervigdining technique for a maximum likelihood
(ML) classifier is presented to allow the existisigtistical parameter to be updated whenever a new

image lacking the corresponding training set hdsetanalyzed [4].

12



Image clustering is usually performed in the eathges of the mining process. Feature attributgs th
have received the most attention for clusteringcater, texture and shape. Generally, any of theeth
individually or in combination, could be used. Tées a wealth of clustering techniques available:
hierarchical clustering algorithms, partition-bassdorithms, mixture-resolving and mode-seeking
algorithms, nearest neighbor clustering, fuzzy teliisg and evolutionary clustering approaches.
Once the images have been clustered, a domaintéxpereded to examine the images of each cluster
to label the abstract concepts denoted by theerlustiward Chang et al. [4] use clustering techmiqu
in an attempt to detect unauthorized image copgimghe World Wide Web. Lundervold et al. [17]
use clustering in a preprocessing stage to identdiytern classes for subsequent supervised
classification. [17] describe a partition-basedstdung algorithm and manual labeling technique to
identify material classes of a human head obtaiaedive different image channels (a five-

dimensional feature vector).

More recently, Dantong Yu et al [35] present anuwpesvised clustering and query approach (also
known as ACQ for Automatic Clustering and Query) large-scale image databases. ACQ does not
require the number of clusters to be known a praod is insensitive to noise. By intelligently
applying wavelet transforms on the feature spdte,dustering can effectively and efficiently dste
clustering of arbitrary shape of high dimensioresdtéire vectors. [22] apply clustering methods such
as k-means and the self-organizing map (SOP) feualizing the distribution of typhoon cloud

patterns on a two-dimensional space.

The benefits of image classification and clustefirgude better image storage and management, and

optimized image-indexing scheme for fast and eadfitiimage retrieval, all of which are also

important to the image mining systems. In view lod differences and similarities between image

classification and clustering, we present the follm generic steps required in the image

classification and clustering [19]:

(a) Pattern representation. This may involve image ggsinng such as image segmentation, feature
extraction and selection.

(b) Definition of image proximity measure appropriatehe domain.

(c) Classification or clustering.

(d) Group abstraction or adaptation.

4.5 Association Rule Mining

13



An association rule is an implication of the form-XY, where X, YO | and XAY=q. | is the set of
objects, also referred as items. D is a set of dases. X is called the antecedent and Y is céied
consequent of the rule. A set of items, the anteaeplus the consequent, is call an itemset. Thee ru
X 5 Y has support s in D if s% of the data case irobtains both X and Y, and the rule holds in D
with confidence c if c% of the data base in D thgbport X also Support Y. Association rule mining
generate rules that have support and confidenaagréhan some user specified minimum support
and minimum confidence thresholds. A typical assomn rule mining algorithm works in two steps.
The first step finds all large itemsets that mdwt minimum support constraint. The second step

generates rules from all the large itemsets thetfgahe minimum confidence constraint.

Association rule mining is frequently used in dati@ing to uncover interesting trends, patterns and
rules in large datasets. Recently, association mileng has been applied to large image databases
[25, 30, 43]. Although the current image assocratiole mining approach is far from mature and
perfection compared its application in data minfiggd, there opens up a very promising research
direction and vast room for image association mieing. There are two main approaches. The first
approach is to mine from large collections of immgkne, and the second approach is to mine from a
combined collection of images and associated alphanic data [30]. A typical example of the first
kind of association mining of image is to findhietre is some pattern existing for an individuaf oit
between different cities by studying a collectidnsatellite imagery of various cities of the United
States. An example of the second case may invobdical imagery and patient records. Image data

and patient records can be viewed together toifitetesting associations.

Association mining from transaction database igpical case of mining association rules from large
database. In this case, an association rule cgemerated by examining all the transaction date. Th
data is explicit and there is a specific and d#&irdata item for each the component item and an
individual customer transaction would include asailof these items and in general a subset diall t
items sold by the store. In image databases, migrabkling all the images is practically impossibl
and we can only rely on automatic or semi-autormatialysis of the image content, before carrying
out mining on the generated descriptions. The gdedrdescriptions could be color, texture, shape,

Size etc.
C. Ordonez et al. [30] present an image miningritlym using blob needed to perform the mining of

associations within the context of images. A prgiethas been developed in Simon Fraser University

called Multimedia Miner [43] where one of its majmodules is called MM-Associator. It uses 3-

14



dimensional visualization to explicitly display thesociations. In another application, VasileiosM.

al. [25] use association rule mining to discovesoagtions between structures and functions of
human brain. An image system called BRAIn-Imageabase has also been developed. Though the
current image association rule mining approachesfar from mature and perfection compared its
application in data mining field, this opens upeayvpromising research direction and vast room for
improvement in image association rule mining. Amtoet al. use the Apriori algorithm to discover
association rules among the features extracted fraimmography database and category to which
each mammography belongs [1]. The rules discovdesdribe frequent sets of features per category

normal and abnormal (benign and malign) based ewfriori association rule discovery algorithm.

4.6 Neural Networks

Artificial neural network models have been studiedmany years in the hope of achieving human-
like performance in several fields such as speachimage understanding [1]. A neural network, by
definition, is a massively parallel distributed pessor made up of simple processing units, each of
which has a natural propensity for storing expdidnknowledge and making the knowledge
available for use [17]. Neural networks are faoletant and are good at pattern recognition anaitre
prediction. In the case of limited knowledge, &i#fl neutral network algorithms are frequently dise
to construct a model of the data. Note that theeesame key differences in the way conventional
programs and neural networks work. The former megprogramming whereas neural networks are
train by using of train data. The conventional pamgming uses serial processing, while neural

networks use parallel processing.

Even though there has been a lot of research withkregard to neural network and its applications,
it is relatively new in the image mining domain. mdteworthy research work that applied neural
network to image mining is the Atrtificial Neural terk (ANN) developed by G.G. Gardner et al

[14] which provides a wholly automated approachutedus image analysis by computer that could
improve the efficiency of the assessment work efithage by offering an immediate classification of
the fundus of the patient at the time of acquisitd the image. A Site Mining Tools, based upon the
Fuzzy ARTMAP neural network [7], provides an inivit means by which an image analyst can
efficiently and successfully mine large amountsnoilti-sensor imagery for Feature Foundation Data
(e.g. roads, rivers, orchards, forests) [37]. I@][4Zhang and Zhong proposed to use Self-
Organization Map (SOM) Neural Nets as the tool donstructing the tree indexing structure; the
advantages of using SOM were its unsupervised ilggrability and dynamic clustering nature.

Antonie et al exploited the use of neural netwarkglassification of breast cancer images using
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back-propagation which proved to be less sensihieedatabase imbalance at a cost of high training
time [1]. A three-step method (Data Collection pdthesis Formulation, and Hypothesis Verification)
is proposed for discovering the relationship betwegual image features and feature of related data
in [40]. User is able to make use of the computded visual exportation system named MIRACLES

to facilitate the tasks of feature selection angdtigesis formulation.

5. Image Mining Real-World Application

In this section, we describe a real-world applmatof image mining involving satellite images.

Satellite images are an important source of infoiena One useful application of satellite images is

to examine the paths and trends of forest fires thee years, thereby enabling firefighters to have

better understanding of the behavior of such fdrest in order to combat these fires effectivaliis

is our aim in the satellite image mining applicati@o achieve this, we need:

1. An efficient and effective spatial clustering teitjue for large-scale multi-resolution incremental
clustering that are adaptable in dynamic envirortmen

2. An image indexing scheme based on cluster-relatadastic concepts to achieve high-level
image retrieval in the satellite image database;

3. Fire cluster information to discover any spatiald atemporal trends and patterns of fire

development in terms of scale, area, time duraimhlocation.

The mining of fire patterns from satellite imagesgdlves the following 6 steps which corresponds to
the information-driven framework level:

(1) Image processing

In the lowest pixel level, image processing techaidsimple thresholding technique) is used to
extract the spatial location information of fireosp The spatial location of a fire spot is repnesd

by its altitude and longitude in the map. Suchispatformation is stored in the HotSpot database.

(2) Database integration

The commercial satellite typically generates 2 tondges of a specified location every day and the
extracted fire locations of each image, that is, l#tiitude and longitude, is stored in individueble

of the HotSpot database. Thus, it is necessarygdo carry out database integration before trying

mine the image information over a longer time indérsay a week, a month or a year.

(3) Spatial clustering
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Once the integration is completed, we then perfapatial clustering using a state-of—the-art
clustering method, called FASTCID [46]. FASTCiDvigll suitable for this application because of it
is highly efficient and effective in performing shering of large dynamic spatial databases. The

cluster label of each fire spot is obtained afés tlustering process.

(4) Semantic cluster concept generation

Using FASTCID, it is very easy to automatically aibtthe information regarding the spatial layout,
the area and the density of a specific clustereBam these information, we are able to definena fe
semantic cluster concepts, suctcester cluster, left cluster, dense cluster, spataster, big cluster,

small clusterand so on.

(5) Semantic concept image indexing and retrieval

After the generation of cluster semantic concegtsnantic concept indexing of HotSpot images is
built to support high-level image retrieval basedtloese semantic concepts. Examples of such image
retrieval are: fetrieval all the HotSpot images which have derlaster in the center of the image”,
and “retrieval all the HotSpot images in which tbleisters located in the left and lower corners are

all small ones”.

(6) Trends and patterns mining

Finally, it is desirable to produce some spatial samporal trends and patterns of the forest Tice.
this end, we explore the fire cluster informati@andiscover any spatial and temporal trends and
patterns of fire development in terms of scaleaatieme duration and location. These trends and

patterns are potentially useful for better undeditag of the forest fires behavior.

Figure 4 shows the overview of the HotSpot imagaimgi and Figure 5 gives the screen-shot of a

segment of the HotSpot dataset.
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5.1 Results of Mining HotSpot Database
Applying FASTCID, we cluster the potion of HotSoatabase in September 2000. We integrate the
databases to form three datasets (September lep@rSber 11-20, and September 21-30) according

to the time stamp. Figures 6 to 8 show the clustem@sults of these three datasets.

After clustering the three HotSpot datasets, we ape to automatically obtain the detailed
information (such as area and density) of the ehesters found. In our applicatiothe area of a
clustercan be approximated by summing up the area dhallgrid cells the objects of this cluster
occupy [46];the density of a clustés defined as the number of fire spots falling iasxh gird cell on
average within this cluster, which is computed bydihg the total number of fire spots in this dies
by its area. Tables 1 to 3 show the detailed dluistermation of the three datasets, while Figugde

11 provide better visualizations of such informatio

Figure 6. Clustering of HotSpot Dataset (Sept 12000)
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Figure 8. Clustering of Hotspot Dataset (Sep-30, 2000
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No. of firespots | Firearea | Firedensity
Cluster1 512 28 24.4
Cluster2 205 12 17.1
Cluster3 170 5 34
Cluster4 286 13 22
Total 1173 51 23

Table 1. Cluster information of Datase

No. of firespots | Firearea | Firedensity
Clusterl 1412 30 47.1
Cluster2 1150 17 67.6
Cluster3 1250 19 65,8
Cluster4 1294 28 46.2
Total 5106 94 54.3

Table 2. Cluster information of Datase

No. of firespots | Firearea | Firedensity
Cluster1 723 26 27.8
Cluster2 118 6 19.7
Cluster3 0 0 0
Cluster4 2109 51 41.4
Total 2950 77 37.7

Table 3. Cluster information of Datase

of fire spots

Dataset

—&—Cluster
——Cluster
Cluster

Cluster
== Total

> W N

Figure 9. No. of fire spots of the three datasets
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Figure 11. Fire density of the three datasets

From Figures 9 to 11, it is clear that the fires arore intense during the period of Sept 11-200200

compared to the other two periods, Sept 1-10,20@0Sept 21-30, 2000. This pattern is supported by
the fact that the fire area and fire density of Wiele territory especially fire clusters (Clusfer2,

and 3) were much higher compared to that of Sepd,2000 and Sept 21-30, 2000 periods. In
addition, cluster 4 is a rapidly developing firgji@ with a dramatic increase in fire spots and fir

area (fire spots and fire area were increased Py &3d 82%, respectively). Hence, more attentions

should be paid to this fire cluster.
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6. Conclusion and Futur e Resear ch Directions

In this paper, we have highlighted the need forgenmining in view of the rapidly growing amounts
of image data. We have pointed out the unique cheriatics of image databases that brings with it a
whole new set of challenging and interesting redeasues to be resolved. In addition, we have also
examined two frameworks for image mining: functanven and information-driven image mining
frameworks. We have also discussed techniquesatkatrequently used in the early works in image
mining, namely, object recognition, image retrievahage indexing, image classification and
clustering, association rule mining and neural woekw Finally, we briefly introduce the research

work in image mining that we are currently workiomg

In summary, image mining is a promising field fesearch. Image mining research is still in its

infancy and many issues remain solved. Specificaleybelieve that for image mining

research to progress to a new height, the follovigages need to be investigated:

(a) Propose new representation schemes for visual rpattihat are able to encode sufficient
contextual information to allow for meaningful eadtion of useful visual characteristics;

(b) Devise efficient content-based image indexing aeuliaval techniques to facilitate fast and
effective access in large image repository;

(c) Design semantically powerful query languages fagmdatabases;

(d) Explore new discovery techniques that take intmantthe unique characteristics of image data;

(e) Incorporate new visualization techniques for theuglization of image patterns.

References

[1] M. Antonie, O.R. Zaiane, A. Coman. Applicatiof Data Mining Techniques for Medical Image
Classification. InProceedings of the Second International WorkshopMuitimedia Data

Mining (MDM/KDD'2001) San Francisco, CA, USA, August, 2001.
[2] J. R. Bach, C. Fuller, A. Gupta, A. HampapBr,Horowitz, R. Humphrey, R. Jain, C-F. Shu.
Virage Image Search Engine: An Open Framework fioage Management, iBtorage and
Retrieval for Image and Video Databases (SPpR)76-87, 1996.
[3] M. C. Burl et al. Mining for Image Content. I8ystemics, Cybernetics, and Informatics /
Information Systems: Analysis and Synthesis, (QitariFL), July 1999.

[4] S. Berchtold, D. A. Keim and H. P. Kriegel. &hX-tree: An Index Structure for High-
dimensional Dataln Proceedings of the VLDB Conferencepages 28-39, Mumbai, India,
September 1996.

23



[5]
[6]

[7]

[8]

[9]

[10]

J. S. D. Bonet. Image Preprocessing for R&alkction in “Pay attention modeéMIT, 2000.

L. Bruzzone and D. F. Prieto. Unsupervised Retngirf a Maximum Likelihood Classifier for
the Analysis of Multitemporal Remote Sensing ImadEEE Transactions on Geoscience and
Remote Sensinyolume: 39 Issue: 2, pp 456 —460, Feb. 2001.

G. A. Carpenter, S. Grossberg and J. H. MrkuZeuzzy ARTMAP: A Neural Architecture for
Incremental Supervised Learning of Analog Multidimi®nal Maps,JEEE Transactions on
Neural Networks3(5), 698-713, 1688-1692,1998.

R. F. Cromp and W. J. Campbell. Data MinafgMulti-dimensional Remotely Sensed Images.
International Conference on Information and Knovgedianagement (CIKM1993.

M. Datcu and K. Seidel. Image Information Migi Exploration of Image Content in Large
Archives.IEEE Conference on Aerospatéol.3, 2000.

U. M. Fayyad, S. G. Djorgovski, and N. Wehkutomating the Analysis and Cataloging of Sky
Surveys Advances in Knowledge Discovery and Data Min#igl-493, 1996.

[11] J. Feder. Towards Image Content-based Reirfev the World-Wide Web”Advanced Imaging

[12]

11(1), 26-29, 1996.

M. Flickner, H.S. Sawhney, J. Ashley, Q. HgaB. Dom, M. Gorkani, J. Hafner, D. Lee, D.
Petkovic, D. Steele, P. Yanker. Query by Image\éidéo Content: The QBIC system, lEBEE
Computer Volume 28 No, pp 23-32, 1995.

[13] A. Guttman. R-tree: A Dynamic Index Structdoe Spatial SearchindhCM SIGMOD 1984.

[14]

[15]

[16]

[17]

[18]

[19]

[20]

G. G. Gardner and D. Keating. Automatic Dé&tet of Diabetic Retinopathy Using An
Artificial Neural Network: A Screening TooBritish Journal of Ophthalmology996.

S. Gibson et al. Intelligent Mining in Ima@atabases, with Applications to Satellite Imaging
and Web Searcijata Mining and Computational Intelligenc8pringer-Verlag, Berlin, 2001.

R. M. Haralick, and K. Shanmugam. Texture Eezd for Image ClassificationEEE
Transactions on Systems, Man, and Cybernetios3 (6), 1973.

S. Haykin. Neural Networks: A Comprehensivaidation.Prentice Hall,1999.

W. Hsu, M. L. Lee and K. G. Goh. Image Minig IRIS: Integrated Retinal Information
System (Demo), inProceedings of ACM SIGMOD International Conferenoa the
Management of DatdDallas, Texas, May 2000.

A. K. Jain, M. N. Murty and P. J. Flynn. Datdustering: A ReviewACM computing survey
Vol.31, No.3, September 1999.

N. Katayama and S. Satoh. The SR-tree: Arexn8tructure for High-dimensional Nearest
Neighbor Queriesin proceedings of the 1997 ACM SIGMOD Confererpages 369-380,
Tucson, Arizona, May 1997.

24



[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

R. Kazman and J. Kominek. Information Orgation in Multimedia Resources. jmoceedings
of the 11th annual international conference on &ystdocumentatiofages 149 — 162,1993.
A. Kitamoto. Data Mining for Typhoon Image @sdtion. In Proceedings of the Second
International Workshop on Multimedia Data Mining EWI/KDD'2001) San Francisco, CA,
USA, August, 2001.

K. Lin, H. V. Jagadish and C. Faloutsos. Thé-tfee: An Index Structure for High-
Dimensional DataThe VLDB Journal3 (4): 517-542,1994.

R. Manmatha and S. Ravela. A Syntactic Cttar&ation of Appearance and its Application to
Image Retrieval. InProceedings of the SPIE conference on Human Viamh Electronic
Imaging Il, Vol, 3016, San Jose, CA, Feb, '8397.

V. Megalooikonomou, C. Davataikos and E. Hergkovits. Mining Lesion-deficit Associations
in A Brain Image DatabasEDD, San Diego, CA USA, 1999.
S. Mehrotra, K. Chakrabarti, M. Ortega, Y, Rand T.S. Huang. Towards Extending
Information Retrieval Techniques fro Multimedia Retal. In 3° International Workshop on
Multimedia Information SystemSomo, Italy, 1997.

C. Nastar, M. Mitschke, C. Meilhac, and N.Upemaa. Surfimage: a Flexible Content-based
Image Retrieval System. WCM-Multimedia Bristol, England, September 12-16 1998.

V. E. Ogle, and M. Stonebraker. Chabot: Retl from a Relational Database of Images, in
IEEE Computer Volume 28 Na,. @ 40-48, 1995.

B. C. Ooqi, K. L. Tan, C. Yu and S. Bressamdexing the Edges - A Simple and Yet Efficient
Approach to High-Dimensional Indexind9th ACM SIGMOD-SIGACT-SIGART Symposium
on Principles of Database Systemp. 166-174, Dallas, Texas, May 2000.

C. Ordonez and E. Omiecinski. Discovering Asation Rules Based on Image Content.
Proceedings of the IEEE Advances in Digital LibesriConference (ADL'99}1999.

A. Pentland, R. Picard, and S. Sclaroff. Bbobk :Tools for Content-Based Manipulation of
Image DatabasesSPIE Storage and Retrieval of Image & Video Datalséis Feb 1994

Y. Rui, K. Chakrabarti, S. Mehrotra, Y. X. &, and T. S. Huang. Dynamic Clustering for
Optimal Retrieval in High Dimensional Multimedia @aasesin TR-MARS-10-971997.

Y. Rui, T. S. Huang et al. Image RetrievahsE Present and Future. Invited papefnn
Symposium on Multimedia Information Processihgipei, Taiwan, Dec 11-13, 1997.

J. Salton, and M. J. McGill. Introduction kodern Information Retrieval. McGraw-Hill Book
Company. (1983)

25



[35]

[36]

[37]

[38]

[39]

[40]

[41]

[42]

[43]

[44]

[45]

[46]

T. Sellis, N. Roussopoulos and C. Faloutsose R+ Tree: A Dynamic Index for Multi-
dimensional Objectsn Proc 13" VLDB, 1987.

J. R. Smith and S. F. Chang. VisualSEEk: AlyFAutomated Content-based Image Query
System, inProceedings of the™ACM International Multimedia Conference and Extidi,
Boston, MA, USA, November 1996.

W. Strelilein and A. Waxman. Fused Multi-sen Image Mining for Feature Foundation Data.
Proceedings of the Third International Conferenae laformation Fusion (FUSION 2000)
Volume: 1, 2000.

K. L. Tan, B.C. Ooi and L. F. Thiang. Retrieg Similar Shapes Effectively and Efficiently,
Multimedia Tools and Application&luwer Academic Publishers, The Netherlands, 2001

K. L Tan, B. C. Ooi and C. Y. Yee. An Evaligat of Color-Spatial Retrieval Techniques for
Large Image Databasddultimedia Tools and Application¥ol. 14, No. 1, pp. 55-78, Kluwer
Academic Publishers, The Netherlands, 2001.

Y. Uehara, S. Endo, S. Shiitani, D. Masumaand S. Nagata. A computer-aided Visual
Exploration System for Knowledge Discovery from tea. InProceedings of the Second
International Workshop on Multimedia Data Mining EWI/KDD'2001) San Francisco, CA,
USA, August, 2001.

A.Vailaya, A. T. Figueiredo, A. K. Jain, aiktl J. Zhang. Image classification for content-blase
indexing.|[EEE Transactions on Image ProcessiNgl. 10 No.1, pp 117 —130, Jan. 2001.

J. Z. Wang, J. Li et al. System for Screer@gectionable Images Using Daubechies' Wavelets
and Color Histograms. Interactive Distributed Mukidia Systems and Telecommunication
ServicesProceedings of the Fourth European Workshop (IDM5'9997.

O. R. Zaiane, J. W. Han et al. Mining Multitfia Data. CASCON'98: Meeting of Mindpp 83-
96, Toronto, Canada, November 1998.

H. Zhang and D. Zhong. A Scheme for Visuahtiiees Based Image Retrieval Proc. SPIE
storage and Retrieval for Image and Video Databat895.

J. Zhang, W. Hsu and M. L. Lee. An Informatidriven Framework for Image Minindn
Proceedings of 12th International Conference ondbase and Expert Systems Applications
(DEXA), Munich, Germany, September 2001.

J. Zhang, W. Hsu, M. L. Lee. FASTCID: FAST Glaring In Dynamic spatial databases.
Submitted for publication, 2002.

26



