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Abstract 

The brain signals are related to the human’s activity that reflected by 
Electroencephalogram (EEG). EEG recordings are complex signals in general 
that is being non-stationarity and non-linear. In last decade, this signal was 
studied by many researchers as EEG contains important information about the 
body's activities. In this study, we proposed a new analysis and classification 
scheme that employs discrete wavelet transform (DWT) and Information Gain 
(InGain) denoted as DWT-InGain method. For the study of EEG signals, first 
step, DWT is applied to analyse the EEGs into frequency bands. Secondly, all 
bands are divided into windows, and from each window we extract most common 
statistical features. After that, the InGain is utilised to select the most important 
features. At the end, the extracted and selected features are used to feed the most 
popular classifier, support vector machine (SVM) to evaluate the execution of the 
proposed DWT-InGain scheme. This method is tested on a benchmark EEG 
database and obtains great results for five different epileptic EEG pairs in term 
of accuracy, sensitivity and specificity. The consequences of the proposed system 
might help the doctors, researchers and experts to reveal the epileptic seizures.  

Keywords: Brain signal data, DWT, Electroencephalogram (EEG), Information 
gain, Support vector machine. 
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1.  Introduction 
The most important part of the human body is the brain that is controlled human’s 
activity. Through number of electrodes located in the scalp, the brain functions have 
reflected in waves as can be seen in an electroencephalograph (EEG) chart. 
Although, the EEG includes huge information of human’s activities that make them 
important test to study these activities, analysing EEG data is a very challenging 
task due to their characteristics [1, 2]. It is really fatigued to obtain and then choose 
the representative attributes from EEG recordings. Nevertheless, to analyse the 
EEG signals, several methods were applied. Many of these approaches place under 
the time domain, frequency domain and time-frequency domain [3]. 

Extracting features from EEG signals, time domain approaches have been 
extensively implemented to the EEG analysis. The roughly popular time domain 
methods are linear prediction, Principal analysis of components and independent 
analysis of components, used for time series analysis [4-7]. However, frequency 
domain methods, which are parametrically and non-parametrically spectral analysis 
approaches, have been applied for EEG analysis to Identify EEG signal epileptic 
seizures [8, 12]. The spectral estimation methods are the analysis of data in the 
frequency domain by computational and transformational methods by Fourier [3].  

Other time-frequency domain methods that used to relocate the signals 
continually through the period of time to extract a set of coefficients at each moment 
such as wavelet transforms. These methods have been used to analyse the EEG data. 
Three types of Wavelet Transformation, Discrete Transformation Wavelet (DWT), 
Continuous Transformation Wavelet, and wavelet packet decomposition have been 
widely applied in biomedical signals field. Murugappan, Sharma and Alickovic [13-
15] employed DWT in their work for EEG classification. However, the wavelet 
transform methods are limited to reduce the huge size of EEG data.  

This research presents a potent feature extraction technique to analyse and 
classification the EEG recordings. The system is combined the discrete wavelet 
transform (DWT) and information gain (InGain) technique that is denoted as DWT-
InGain. A Support Vector Machine (SVM) is implemented to test the functional 
extraction system’s output. In sections 2-3 demonstrate the specifics of our 
proposed technique. Section 4 explaining the experimental results and data used 
and also in Section 5 has the conclusion of this method provided. 

2.  Methodology 
This Section provides an exhaustive description of the proposed feature extraction 
system. Figure 1 shows the structure of the suggested feature extraction and 
dimension reduction system. In order to extract and select the most representative 
features for EEG classification, the DWT and InGain methods are used. The 
proposed DWT-InGain approach with SVM are carried out the EEG classification 
process evaluation. 

2.1. Discrete wavelet transforms (DWT) 
DWT approach is the specific case with a wavelet transform those analyses and 
efficiently measures a signal dependent on time and frequency and provides a 
compact signal output. In this research study, the epileptic EEG data are divided 
into various bands, based on the decomposition level. In decomposition first level, 
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the EEG signals are transformed into two numerically vectors in same length, 
which are (LPF1) low pass filter and (HPF1) high pass filter. Sequentially, previous 
LPF is decomposed into HPF2 and LPF2 that is the level 2 of decomposition. This 
procedure is continued to the end level of decomposition of EEG signals. The 
duration of each stage of LPF and HPF is equivalent and half preceding LPFn length 
[16]. Figure 2 represents the work of DWT method of EEG decompose. In this 
study, we decomposed the EEG recordings into five frequency bands: gamma (γ), 
beta (β), alpha (α), theta (θ) and delta (δ). 

 
Fig. 1. Block diagram of the suggested  

method for EEG analysis and classification. 

 
Fig. 2. Operation of EEG analysis using the DWT. 
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2.2. Segmentation bands  
Generally, the frequency bands for EEG decomposition are non-stationary, 
however, the segmentation of EEG bands into number of small parts called 
windows can make these bands of EEGs quasi-stationary. These windows are 
determined empirically based on the Eq. (1): 

𝑊𝑊 = 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝐵𝐵
𝑓𝑓𝑓𝑓

                   (1) 

where W refers to the number of windows, B is the frequency bands, and fs refers 
to the number of feature set of each window. 
Next, we extract statistical features from each window and reset as one vector, 
called FWDn as shown in Eq. (2): 

𝐹𝐹𝐹𝐹𝐹𝐹𝑛𝑛 = ∑ 𝑆𝑆(𝑖𝑖)𝑤𝑤
𝑖𝑖=1 ;       𝑛𝑛 = 1, 2, … . .𝐵𝐵                (2) 

where FWDn refers to the statistical feature set from each frequency band, n is the 
frequency bands, and w refers to the number of windows. 

2.3.  Statistical features 

As the EEG recordings have huge size of important data for the human’s activities, 
ideally the most important information is the statistical features [17]. From each 
window of the bands, this study extracts and puts nine statistical features into a set 
to reduce a huge amount of EEG. These statistical features are maximum (Max), 
minimum (Min), mean (Mea), median (Med), mode (Mod), first quartile (q1), 
second quartile (q2), range (Ran) and standard deviation (Std) as can be seen in 
Table 1. A set of features with 4097 data dots, in 36 dimensions, is obtained from 
every band using the DWT method. The following phase in the proposed system is 
used these features. 

Table 1. Equations of the extracted statistical features. 

𝑀𝑀𝑀𝑀𝑀𝑀 = 𝑚𝑚𝑚𝑚𝑚𝑚[𝑇𝑇𝑇𝑇𝑛𝑛] (3) 𝑞𝑞1 =  
1

4(𝑁𝑁 + 1) 𝑡𝑡ℎ (8) 

𝑀𝑀𝑀𝑀𝑀𝑀 = 𝑚𝑚𝑚𝑚𝑚𝑚[𝑇𝑇𝑇𝑇𝑛𝑛] (4) 𝑞𝑞2 =  
2

4(𝑁𝑁 + 1) 𝑡𝑡ℎ (9) 

𝑀𝑀𝑀𝑀𝑀𝑀 =  
1
𝑛𝑛
�𝑇𝑇𝑇𝑇𝑛𝑛

𝑛𝑛

1

 (5) 𝑅𝑅𝑅𝑅𝑅𝑅 = 𝑀𝑀𝑀𝑀𝑀𝑀 −𝑀𝑀𝑀𝑀𝑀𝑀 (10) 

𝑀𝑀𝑀𝑀𝑀𝑀 =  �
𝑁𝑁 + 1

2
�
𝑡𝑡ℎ

 (6) 𝑆𝑆𝑆𝑆𝑆𝑆 = ��(𝑇𝑇𝑇𝑇𝑛𝑛 −𝑀𝑀)
𝑁𝑁

𝑛𝑛=1

2
𝑛𝑛 − 1

 (11) 

𝑀𝑀𝑀𝑀𝑀𝑀 = 3𝑀𝑀𝑀𝑀𝑀𝑀 − 2
𝑇𝑇𝑇𝑇𝑛𝑛
𝑁𝑁

 (7)   

where Tsn= 1, 2, …., n, is a time series; N refers to the number of data points, 
M is the mean of the sample. 

2.4. Information gain 

The information gain technique (InGain) is applied to enhance classification sets 
by reducing the dimension of the key features and removing non-relative data from 
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the classification process [18]. The InGain is employed to rank the feature set and 
from the huge amount of data provided by the EEG signals select the most 
important features. The technique relies on the concept of entropy from the theory 
of information, as indicates in Eq. (12) [19]: 

𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼(𝑋𝑋) = −∑ 𝑃𝑃𝑗𝑗 𝑙𝑙𝑙𝑙𝑙𝑙2�𝑃𝑃𝑗𝑗�𝑛𝑛
𝑗𝑗=0                (12) 

where Pj is the prior probability for the jth discretised value of X. The entropy of 
X after observing another variable Y is then defined as: 

𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 �𝑋𝑋
𝑌𝑌
� = −∑ |𝑦𝑦𝑟𝑟|

|𝑋𝑋|
𝑚𝑚
𝑟𝑟=1 ∑ 𝑃𝑃𝑛𝑛

𝑗𝑗=0
𝑥𝑥𝑗𝑗
𝑦𝑦𝑗𝑗
𝑙𝑙𝑙𝑙𝑙𝑙2 �𝑃𝑃

𝑥𝑥𝑗𝑗
𝑦𝑦𝑗𝑗
�             (13) 

The InGain is calculated as the difference between the original information and 
the new information after divided on Y. It is given as following equation: 

𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 = 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼(𝑋𝑋) − 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 �𝑋𝑋
𝑌𝑌
�                  (14) 

In this study, each feature in the different EEG signals bands is classified based 
on a decreasing adaptive threshold using the InGain method to choose the most 
important statistical features. 

2.5.  Support vector machines (SVM) 
The SVM has been developed by Cortes and Vapnik as a well-known classification 
method. [20]. SVM 's latest vibration is a non-linear support vector machine, 
kernel-quadratic, which is called QSVM and which Dagher has proposed [21], is 
used in this study. This method distinguishes the feature set as described in [19]in 
a nonlinear way. The key explanation for using the SVM classifier in this analysis 
is that SVM offers a solution that gives a really strong overall sample if the 
parameters are correctly chosen. That means selecting suitable parameters, the 
SVM can be robust, although the using sample has some bias [22]. 

3.  Measurements Tools 
Several measurement tools were conducted to evaluate the efficiency of the 
suggested DWT-InGain approach. Fold cross validation method is one of the tools, 
which is used to divide the input datasets into k parts or subsets called folds [2]. 
The processing of this method is repeated to acquire k folds. The test of the SVM 
classifier is evaluated one-fold in every iteration and k-1 folds are applied as 
training set to train the classifier. Table 2 presents a sample size of training and 
testing sets. An average accuracy is achieved from the operation of the cross-
validation approach. K folds are utilized to test the classifier and the accuracy rate 
is counted through fivefold cross validation as is seen in the Eq. (15): 

Accurcy rate = ∑Performance
FiveFolds

               (15) 

In this research, accuracy measurement was employed also to evaluate the 
proposed feature extraction system. The accuracy calculated as the Eq. below [7, 23]: 

𝐴𝐴ccuracy = ∑True positives+∑True negatives
∑All samples

×  100              (16) 

However, other measurement tools applied in this research were sensitivity and 
specificity as shown in Eqs (17) and (18), respectively [23]. 
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Sensitivity = ∑True positives
∑All positive samples

× 100              (17) 

Specificity = ∑True negatives
∑All negative samples

× 100               (18) 

4.  Experimental Results and Discussions 
In this research, a publicly available database is used, which is widely tested in 
many of the research work such as [1, 2, 7], [23-28], and the Bonn University, 
Germany was collected this database [29, 30]. There are five different EEG (A-E) 
databases usable. Sets A and B have been collected from five healthy subjects with 
open eyes and closed. C-E sets have been collected from five separate patients. In 
epileptic patients free of seizures, sets C and D were recorded. During active 
seizures, Set E was taken from epileptic subjects. EEG recordings with a 12-bit 
resolution is digitalized to 173.61 Hz. Every dataset (A, B, C, D and E) therefore 
contained 100 channels, a sample length of 4096 with a duration of 23.6 seconds 
each to avoid multi-channel EEG continuous recording after a visual artifact’s 
inspection. [12]. The DWT method was applied to decompose the five classes of 
epileptic EEG signals into five frequency bands (γ, β, α, θ and δ). To extract the 
representative features, each band was divided empirically into four windows and 
extract nine statistical features from each window. In the next phase, the obtained 
feature set were processed over the InGain technique to select the most important 
features and put them in a set. The key features were obtained and forwarded to the 
SVM classifier. Here, several cases for epileptic EEG signals database were tested. 
In addition, the experiment results were implemented using MATLAB R2017b. 

In this experiment, we applied the proposed features extraction system on five 
epileptic pairs, {A vs. E}, {A vs. D}, {B vs. E}, {C vs. E}and {D vs. E}as appeared 
in Table 2. The proposed system was conducted and evaluated through several 
evaluation tools. Table 3 presents the average accuracies of different epileptic cases. 

Table 2.  Number of the training and testing sets of  
each case for five frequency bands used in this research. 

Method Case Parameter Frequency bands 
γ β α θ δ 

 

DWT_InGain 

A vs. E 
Total 4837 4733 4263 3925 3892 

Training 3628 3550 3197 2944 2919 
Testing 1209 1183 1066 981 973 

A vs. D 
Total 4323 4463 4475 4142 4210 

Training 3242 3347 3356 3106 3157 
Testing 1081 1116 1119 1036 1053 

B vs. E 
Total 4734 4691 4283 3920 3936 

Training 3550 3518 3212 2940 2952 
Testing 2284 1173 1071 980 984 

C vs. E 
Total 5142 5033 4445 3881 3701 

Training 3856 3775 3334 2911 2776 
Testing 1286 1258 1111 970 925 

D vs. E 
Total 5128 5328 4854 4305 4438 

Training 3846 3996 3640 3228 3328 
Testing 1282 1332 1214 1076 1110 
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That were achieved from each frequency band by applied the SVM classifier. 
In Table 3, the DWT-InGain feature extraction system based on the SVM classifier 
obtained a 99.98%, 94.46%, and 100% overall classification accuracy in γ, β, α, θ 
and δ frequency bands, respectively, of {A vs. E} case. In case No. 2, the highest 
accuracy is in γ frequency band with 98.96%, while the lowest accuracy achieved 
in same case is in β band with 88.66%. In {B vs. E} case, the proposed system 
yielded a 100% average classification accuracy in both θ and δ bands, which was 
the highest accuracy compared with other frequency bands. In same case, which is 
No. 3, the second highest accuracy is achieved from γ frequency band, however, β 
frequency bands has a lowest overall accuracy with a 95.35%. From case No. 4 
observed that the DWT-InGain achieved a 99.94%, 95.35%, 100%, 99.98%, and 
100% accuracy rate in γ, β, α, θ and δ frequency bands, respectively. In addition, 
the proposed system yielded a 99.88% average accuracy in γ and α bands, which 
the highest in case No. 5.  

Table 3. Classification accuracy of each frequency band of the 
DWT-InGain method for different cases of epileptic EEG data. 

No. Case Accuracy (%) 
γ β α θ δ 

1 A vs. E 99.98 94.46 100 100 100 
2 A vs. D 98.96 88.66 95.22 92.9 96.87 
3 B vs. E 99.83 95.52 99.02 100 100 
4 C vs. E 99.94 95.35 100 99.98 100 
5 D vs. E 99.88 92.94 99.88 99.77 99.64 

The sensitivity measurement tool, the proposed feature extraction system 
obtained high sensitivity average score with more than 98.93% in γ band for all 
epileptic cases. On the other hand, the proposed system yielded a 100% sensitivity 
rate in α, θ and δ frequency bands for some cases as can be shown in Fig. 3, which 
presents a performance of the proposed DWT-InGain system with SVM classifier 
on five cases. The low results are achieved in β frequency band for all five epileptic 
cases. However, compared among five cases, the case {A vs. D} is achieved 
sensitivity rates with the proposed system as it seen in Fig. 3. The set A in case {A 
vs. D} was analogous to the set D that led to the low sensitivity scores compared 
with the sensitivity rates for other cases. 

 
Fig. 3. Testing of the proposed DWT-InGain approach  

with SVM classifier on five epileptic cases in term of sensitivity. 

86
87
88
89
90
91
92
93
94
95
96
97
98
99

100

γ β α θ δ

Se
ns

iti
vi

ty
 (%

)

Frequency Bands

A vs E
A vs D
B vs E
C vs E
D vs E



108       A. R. Alkhuwayledee et al. 

 
 
Journal of Engineering Science and Technology                Special Issue 5/2021 

 

Additionally, Table 4 provides overall specificity measurement scores in the 
four-fold cross validation of each frequency band through the proposed system for 
five epileptic EEG cases. From Table 4, the highest results were achieved in δ band 
with 100% specificity rates in most studied epileptic cases. As a result, from Tables 
3 and 4 and Fig. 3, the DWT-InGain feature extraction system can provide perfect 
result over the SVM classifier in γ frequency band for all epileptic EEG cases. 

Table 4. Specificity score of each frequency band of the DWT- 
InGain feature extraction system for five cases of epileptic EEG signals. 

No. Case Specificity (%) 
γ β α θ δ 

1 A vs. E 100 98.71 100 100 100 
2 A vs. D 98.87 83.78 95.19 96.97 99.6 
3 B vs. E 99.85 99.29 99.53 100 100 
4 C vs. E 100 99.22 100 100 100 
5 D vs. E 99.84 96.66 99.84 100 100 

5.  Conclusion  
This research presented a new scheme for EEG feature extraction. A set of features 
was extracted through the DWT-InGain method implementation and was used as 
input to the popular machine learning classifier (SVM). The tested of suggested 
scheme was evaluated by the accuracy, sensitivity and specificity measurement 
tools. From the evaluation results, the DWT-InGain feature extraction scheme 
based on the SVM classifier has ability to classify the epileptic seizures with a 
reasonable performance. The DWT-InGain technique can assist the specialists to 
decompose a missive size of EEG recordings and to extract the most representative 
features. In the future, the suggested DWT-InGain system will be adapted to 
analyse and classify the online EEG time series rather than offline EEG data.   
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