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Abstract 17 

Timely and reliable coffee yield forecasts using agroclimatic information are pivotal to the 18 

success of agricultural climate risk management throughout the coffee value chain. The 19 

capability of statistical models to forecast coffee yields at different lead times during the 20 

growing season at the farm scale was assessed. Using data collected during a 10-year period 21 

(2008-2017) from 558 farmers across the four major coffee-producing provinces in Vietnam 22 

(Dak Lak, Dak Nong, Gia Lai, and Lam Dong), the models were built through a robust 23 

statistical modelling approach involving Bayesian and machine learning methods. Overall, 24 

coffee yields were estimated with reasonable accuracies across the four study provinces based 25 

on agroclimate variables, satellite-derived actual evapotranspiration, and crop and farm 26 

management information. Median values of prediction mean absolute percentage error 27 

(MAPE) ranged generally from 8% to 13%, and median root mean square errors (RMSE) 28 

between 295 kg ha-1 and 429 kg ha-1. For forecasts at four to one month before harvest, errors 29 

did not vary markedly when comparing the median MAPE and RMSE values. For farms in 30 

Dak Lak, Dak Nong, and Lam Dong, the median forecasting MAPE and RMSE varied between 31 

13% and 16% and between 420 kg ha-1 and 456 kg ha-1, respectively. Using readily and freely 32 

available data, the modelling approach explored in this study appears flexible for an application 33 

to a larger number of coffee farms across the Vietnamese coffee-producing regions. Moreover, 34 

the study can serve as basis for developing a coffee yield predicting forecasting system that 35 

will offer substantial benefits to the entire coffee industry through better supply chain 36 

management in coffee-producing countries worldwide. 37 

 38 

Keywords: Coffea canephora, crop yield forecasting, remote sensing, climate risk 39 

management.  40 
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 41 

1. Introduction 42 

Coffee bean production is currently dominated by two species worldwide, Coffea arabica L. , 43 

which represents approximately 60% of the global coffee production, and C. canephora Pierre 44 

ex A. Froehner (‘robusta coffee’) which accounts for the remaining 40% ((ICO, 2020)). In 45 

several American, Asian and African countries coffee farming represents an important source 46 

of incomes for smallholder farmers. As one of the most traded agricultural commodities 47 

globally, and given its sensitivity to environmental conditions such as changes in rainfall and 48 

temperature patterns during critical phenological stages, timely and reliable coffee production 49 

forecasts using agroclimatic information are of paramount interest for all the stakeholders of 50 

the coffee supply chain ‒ from farmers to agribusinesses to governments and policy makers. 51 

When an impending outlook of likely drier than normal weather conditions is on the horizon, 52 

an improved insight into the likely impacts of these conditions on the final bean yield can help 53 

farmers plan for alternatives (e.g. planting a drought-tolerant short-season cash crop, improve 54 

their management practices) to cope with potential yield losses and ensure satisfactory levels 55 

of farm incomes. To agribusinesses that plan or sell ahead of the typical annual harvest, such 56 

knowledge could guide actions such as forward buying or selling in case of impeding outlook 57 

of likely wetter than normal weather conditions, along with strategic resource mobilization in 58 

the most insecure coffee-producing areas ((Stone and Meinke, 2005; Kouadio and Rahn, 59 

2020)). Coffee yield forecasts may also help governments and policy makers to protect 60 

domestic agriculture and trade by offering early warning of potential disaster risks and crop 61 

loss impacts due to adverse weather events. 62 

 63 

A wide range of biophysical, process-based models and statistical models have been 64 

used to generate crop yield estimates and forecasts at different temporal and spatial coverage 65 
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and scale (e.g. (Supit, 1997; Genovese, 2001; Challinor et al., 2005; Potgieter et al., 2005; Wu 66 

et al., 2014; Chipanshi et al., 2015; Kouadio et al., 2018; Basso and Liu, 2019; Chen et al., 67 

2019; van der Velde and Nisini, 2019; Schauberger et al., 2020; Kouadio et al., 2021)). Models 68 

differ by their level of complexity, ability to integrate diverse sources of available data, data 69 

requirements, and their deterministic versus probabilistic description of underlying biophysical 70 

processes (e.g. linearity or nonlinearity assumptions) ((Kouadio and Newlands, 2014; 71 

Newlands et al., 2014)). The complexity and parameterisation issues found in coffee crop 72 

growth simulation models constitute some of the major hurdles to their application in data-73 

scarce environments ((van Oijen et al., 2010; Rahn et al., 2018; Ovalle-Rivera et al., 2020; 74 

Kouadio et al., 2021)); hence the use of robust statistical analytics as an alternative to predict 75 

and/or forecast crop yields. Following Luo et al. (2011) and Newlands et al. (2014), in this 76 

study we refer to crop yield prediction or estimates as the quantification of yield potential based 77 

on logical consequences of model structure, and yield forecasting approach as involving a 78 

probabilistic statement of future yield after data are assimilated into a model.  79 

 80 

The accuracy gains of employing robust and reliable statistical analytics for coffee yield 81 

prediction or forecasting at the farm scale has yet to be fully investigated, so as to better gauge 82 

its potential usefulness and effectiveness to support stakeholder decision-making. The 83 

integration of data from various sources including satellite remote sensing sensors, climate 84 

stations, soil classification databases, and crop surveys, into a statistical modelling framework 85 

was successfully applied for spring wheat, barley and canola yield outlooks within the cropping 86 

season across the agricultural regions in Canada using a geospatial, statistical modelling tool, 87 

the Canadian Crop Yield Forecaster (CCYF) ((Newlands et al., 2014; Chipanshi et al., 2015)). 88 

Originally developed for in-season crop yield forecasts at the Canadian census agricultural 89 

region scale, the CCYF was further employed for crop yield forecasting at the ecodistrict 90 
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((Kouadio et al., 2014)) and township or rural municipality ((White et al., 2020)) scales; thus 91 

demonstrating its applicability at various spatial scales. However, the use of the CCYF 92 

modelling framework at finer spatial resolutions (e.g. farm scale) and/or for perennial crops 93 

has yet to be explored. 94 

 95 

The main objective of this study was to investigate a robust statistical modelling 96 

approach to forecast coffee yield at the farm scale using data collected during a 10-year period 97 

(2008-2017) across the four major coffee-producing provinces in Vietnam (Dak Lak, Dak 98 

Nong, Gia Lai and Lam Dong). Specifically, the potential of agroclimate variables (cumulative 99 

growing degree day, rainfall, standardized precipitation-evaporation index), remote sensing 100 

satellite-derived actual evapotranspiration, and crop and management practices data (age of 101 

plant, irrigation amounts and fertilizer rates) for predicting C. canephora yield was first 102 

assessed using a methodology similar to the CCYF. Next, the capability of the statistical 103 

models to forecast coffee yield with different lead times (one to four months before harvest) 104 

was evaluated. Vietnam is the top producing country of C. canephora in the world; the total 105 

Vietnamese coffee production was on average 1.2 million metric tons over the 2010-2017 106 

period ((FAO, 2018; ICO, 2020)). In addition to providing complementary information about 107 

the application of the CCYF framework at higher spatial scale and to perennial crops, the 108 

outcomes of the study can serve as basis for developing a crop yield forecasting tool for coffee 109 

that would offer substantial benefits to the entire coffee industry in Vietnam, or other coffee-110 

producing countries, through better supply chain management. 111 

 112 

2. Materials and Methods 113 

2.1 Study region 114 
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C. canephora is dominant across the Central Highlands region in Vietnam, with the total annual 115 

production from the provinces Dak Lak, Dak Nong, Gia Lai, and Lam Dong ((GSOV, 2017; 116 

Byrareddy et al., 2019)). These provinces account altogether for more than 90% of the total 117 

national production ((GSOV, 2017)). The study region encompassed these four major coffee-118 

producing provinces (Fig. 1). The climate in the Central Highlands is predominately humid 119 

tropical, with annual rainfall ranging from 1800 to 3000 mm on average, maximum daily 120 

temperatures normally above 24 °C and annual total solar radiation varying between 428 to 121 

698 MJ m-2 ((Byrareddy et al., 2019)). There are two dominant soil types across the Central 122 

Highlands: reddish brown ferrasols and reddish yellow acrisols, with coffee trees being 123 

cultivated mostly on the former ((Tien, 2015; Tiemann et al., 2018)). 124 

 125 

 126 

Fig. 1. Map of the four major coffee-producing provinces (Dak Lak, Dak Nong, Gia Lai and 127 

Lam Dong) in Vietnam. Districts across the coffee-producing provinces from which the 558 128 
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farms were surveyed during the period 2008-2017 are presented. The coffee crop mask was 129 

sourced from ECOM Vietnam (https://www.ecomtrading.com). 130 

 131 

2.2 Input data 132 

2.2.1 Farm and yield data 133 

Farm level crop and management practices data including the age of trees, monthly irrigation 134 

amounts, annual fertilizer rates, and coffee bean yields were collected during the 2008-2017 135 

period from 558 coffee farmers located across the four study provinces (Fig. 1). The total 136 

number of farmers surveyed each year was 180, 93, 120, and 165 in Dak Lak, Dak Nong, Gia 137 

Lai, and Lam Dong, respectively. The same farmers were surveyed each year. Detailed 138 

information about the methodology of data collection can be found in Byrareddy et al. (2019) 139 

and Byrareddy et al. (2020). In Vietnam, C. canephora was generally grown as an unshaded 140 

and clean-weeded monocrop at the surveyed farms, at plant density ranging from 1000 to 1100 141 

plants ha-1. Farm areas ranged from 0.1 to 11.2 ha, with 52% varying between 1 and 3 ha 142 

((Byrareddy et al., 2019)). To be considered in the analysis, the total rates of all chemical 143 

fertilizers applied (i.e. blended NPK, urea, super phosphate, and potassium chloride) were 144 

expressed in total rate of each of the major nutrients nitrogen (N), phosphate (P2O5) and 145 

potassium (K2O). Although the amounts of organic fertilizers (compost and lime) were 146 

recorded each year during the survey period, they were not included as potential predictors 147 

since no chemical analyses of these organic fertilizers were carried out to provide their detailed 148 

composition in key nutrients N, P2O5 and K2O (such chemical analyses were out of the scope 149 

of the surveys).  150 

 151 

2.2.2 Agroclimate data 152 
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Gridded daily data (0.5° × 0.5° spatial resolution) of rainfall, minimum and maximum 153 

temperatures for the 2008-2017 period, sourced from the NASA POWER 154 

(https://power.larc.nasa.gov/), were used. Data from the grid in which each farm falls were 155 

considered for that farm. NASA POWER data are satellite and model-based products which 156 

have been used in several studies dealing with crop growth and yield modelling at various 157 

spatial scales including farm scale (e.g. (Bai et al., 2010; van Bussel et al., 2011; van Wart et 158 

al., 2013)), providing reliable climate resource data over regions where surface measurements 159 

are sparse or non-existent (https://power.larc.nasa.gov/docs/methodology/). Daily GDD above 160 

a base temperature of 12 °C, calculated using daily minimum and maximum temperatures, and 161 

daily rainfall for the months January to September were temporally summed by month and 162 

included as potential predictors in the model.  163 

 164 

Standardized precipitation-evaporation index (SPEI) data for the 2008-2017 period, 165 

with a 0.5° × 0.5° spatial resolution and a monthly time resolution, were also used as potential 166 

predictors to include the effect of drought conditions on coffee yield. SPEI data were sourced 167 

from the SPEIbase v2.6 database (https://digital.csic.es/handle/10261/202305; (Vicente-168 

Serrano et al., 2010)). Similar to NASA POWER data, SPEI data from the grid in which each 169 

farm falls was considered for that farm. Because of the spatial resolutions of gridded climate 170 

and SPEI data, all farms falling in the same grid will have the same values of climate and SPEI 171 

variables. 172 

 173 

2.2.3 Satellite derived actual evapotranspiration data 174 

Satellites images from the sensors Landsat 5 Thematic Mapper (TM), Landsat 7 Enhanced 175 

Thematic Mapper plus (ETM+), and Landsat 8 Operational Land Imager (OLI) and Thermal 176 

https://power.larc.nasa.gov/
https://digital.csic.es/handle/10261/202305
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Infrared Sensor (TIRS) for the 2008-2017 period were used to derive the actual 177 

evapotranspiration (ETa) data at each of the surveyed farms. Landsat imagery scenes for path 178 

124 and rows 050-052 were used (Table S1). For farms in overlapping images, the image with 179 

low cloud cover was kept.  180 

 181 

ETa estimations were carried out using the python module for the Surface Energy 182 

Balance for Land model (PySEBAL; (Bastiaanssen et al., 1998; Hessels et al., 2017)). 183 

PySEBAL calculates the surface energy balance for the day that the satellite image was 184 

acquired, independently from the land use and based on information derived from the satellite 185 

images (i.e. NDVI, soil-adjusted vegetation index, soil emissivity, surface albedo, leaf area 186 

index, and surface temperature), weather (hourly and daily air temperature, wind speed, solar 187 

radiation and relative humidity) and digital elevation model data ((Bastiaanssen et al., 1998)). 188 

ETa values at the date of satellite image acquisition are derived as residuals of the surface 189 

energy balance. In our study, following the approach in Trezza et al. (2018), daily ETa values 190 

between successive satellite image acquisitions were estimated based on the construction of a 191 

crop coefficient curve for every pixel over the study area. Further information about the 192 

SEBAL model and procedures to interpolate daily results between image acquisition dates can 193 

be found in Bastiaanssen and Ali (2003), Zwart and Bastiaanssen (2007), and Trezza et al. 194 

(2018). In our study, daily ETa data from January to September were temporally summed by 195 

month and considered as potential predictors in the model. 196 

 197 

Prior to the analyses, the satellite images were pre-processed within PySEBAL. Pre-198 

processing steps included atmospheric corrections, data resampling (i.e. data rescaling from 199 

100 m to 30 m resolution), cloud mask creation, and handling of digital elevation model (DEM) 200 

data ((Hessels et al., 2017)). Landsat images were sourced from the U.S Geological Survey 201 
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(USGS)’s Earth Explorer (https://earthexplorer.usgs.gov/). Hourly and daily weather data were 202 

retrieved from http://www.soda-pro.com and https://power.larc.nasa.gov/. DEM data at a 30-203 

m resolution were sourced from the U.S. National Aeronautics and Space Administration 204 

(NASA)'s Shuttle Radar Topography Mission (SRTM). Given the geographic position of the 205 

study area (Fig. 1) and the scarcity of clear-sky satellite images in such humid tropical 206 

conditions, a tolerance threshold of up to 37% of cloud cover was adopted during the selection 207 

of available Landsat images. The average number of days between available and usable satellite 208 

images varied between 8 and 30 days, which resulted in a minimum of one image per month 209 

for a given surveyed coffee farm (Table S1). The use of such a satellite image threshold was 210 

successfully tested to derive such evapotranspiration values ((Allen et al., 2007; Allen et al., 211 

2014)). All satellite images processing and data handling were carried out using the QGIS 212 

software (v2.18.27; https://qgis.org/) and the software ArcGIS (v10.4; (ESRI, 2010)). QGIS 213 

was used in conjunction with PySEBAL to calculate ETa data. ArcGIS was used for mapping. 214 

 215 

2.3 The farm level coffee yield forecasting model 216 

We used an approach similar to the CCYF ((Newlands et al., 2014; Chipanshi et al., 2015)), 217 

which is based on the Bayesian and artificial intelligence/machine learning (i.e. adapted 218 

random forest algorithm) methods, to develop the coffee yield forecasting models at the farm 219 

scale. Coffee yield at each farm was modelled as a multivariate regression equation as follows 220 

((Newlands et al., 2014)): 221 

𝑦𝑦�𝑖𝑖,𝑗𝑗 = 𝑦𝑦𝑖𝑖,0 + 𝑦𝑦𝑖𝑖,1 + ∑ 𝛼𝛼𝑖𝑖,𝑗𝑗
(𝑙𝑙)𝑥𝑥𝑖𝑖,𝑗𝑗

(𝑙𝑙)𝑛𝑛
𝑙𝑙=2 + 𝜀𝜀𝑠𝑠,𝑖𝑖   (1) 222 

where 𝑦𝑦�𝑖𝑖,𝑗𝑗 denotes the estimated or expected of coffee yield for a given farm i for year j; yi,0 223 

and yi,1 are the regression intercept and the technology trend over time, respectively; 𝑥𝑥𝑖𝑖,𝑗𝑗
(𝑙𝑙) 224 

https://earthexplorer.usgs.gov/
http://www.soda-pro.com/
https://power.larc.nasa.gov/
https://qgis.org/


11 
 

denotes the l predictor variables for i at year j; l could be any of the potential predictors 225 

(monthly total rainfall, cumulative GDD, SPEI, satellite-derived ETa, irrigation amounts, age 226 

of trees, and annual fertilizer rates), with n being the total number of predictors. 𝛼𝛼𝑖𝑖,𝑗𝑗
(𝑙𝑙) are the 227 

regression coefficients. The model uncertainty 𝜀𝜀𝑠𝑠,𝑖𝑖 is independent and normally distributed with 228 

mean zero and variance 𝜎𝜎𝑖𝑖2. yi,0 and yi,1 were used to detrend the yield data. The technology 229 

trend was assumed to be linear (i.e. historical increases in yield from genetics and improved 230 

crop management practices). 231 

 232 

All potential predictors (age of tree, annual total fertilizer rate, monthly irrigation 233 

amounts from January to April monthly total rainfall, monthly cumulative GDD, monthly 234 

SPEI, and monthly satellite-derived ETa) were assumed to have a truncated normal distribution 235 

((Newlands et al., 2014; Chipanshi et al., 2015)) and were standardized before selection of the 236 

best predictors. The standardization was carried out as follows: 237 

�𝑖𝑖𝑖𝑖 𝑀𝑀𝑀𝑀𝑀𝑀(𝑥𝑥) = 0, 𝑥𝑥′ = 𝑥𝑥 − 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑥𝑥)/𝑠𝑠𝑠𝑠(𝑥𝑥)
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒, 𝑥𝑥′ = 𝑥𝑥 − 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑥𝑥)/𝑀𝑀𝑀𝑀𝑀𝑀(𝑥𝑥) , where MAD is the median absolute 238 

deviation. 239 

During this model building step, highly correlated variables (correlation coefficient ≥ 240 

0.75) were removed to avoid multicollinearity. Moreover, given the short time period of data 241 

(10 years), to avoid model overfitting, a maximum of four predictors was selected for each 242 

farm. An automatic ranking and selection of the best predictors was performed using a robust 243 

least-angle regression scheme (RLARS; (Efron et al., 2004; Khan et al., 2007)), coupled to 244 

robust cross-validation (RCV; (Khan, 2010)). The RCV (i.e. leave-one-year-out cross-245 

validation) was used to finalize the training and calibration of each coffee yield model and 246 

stabilize such yield model by removing any false predictors selected from contaminated data 247 

((Newlands et al., 2014)). 248 
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 249 

To proceed with the sequential-based forecasting step, the Bayesian-based spatial 250 

correlation analysis, as described by Bornn and Zidek (2012), was first applied to analyse the 251 

residual spatial covariance between the modelling units (i.e. farm) and select statistically 252 

neighbouring coffee farms. Such a method was used to further increase each yield model’s 253 

prediction power and stabilize its performance and obtain a more meaningful prior distribution 254 

of model predictors ((Newlands et al., 2014; Chipanshi et al., 2015)). Then, the prior 255 

distributions of selected predictors were generated using historical data for the statistically 256 

selected neighbouring farms and the forecasting farm. The posterior distributions of selected 257 

predictors were then obtained using the prior distributions and near-real time data at the time 258 

of forecast within the Markov-Chain Monte Carlo (MCMC) scheme ((Dowd, 2006)). Finally, 259 

the sequential-based forecasting of coffee yield was carried out using the random forests 260 

learning algorithm ((Breiman, 2001; Liaw and Wiener, 2002)), coupled to a bootstrapping 261 

process. The estimated variables, along with those available at the time of forecasting, were 262 

then used as inputs into the model to forecast the yield probability distribution for each coffee 263 

farm. The main outputs of forecasted yield probability distributions included the 10th percentile 264 

(worst 10%), the 50th percentile (median) and the 90th percentile (best 10%). Similar probability 265 

measures have been used in e.g. Potgieter et al. (2003); Newlands et al. (2014); and Chipanshi 266 

et al. (2015). A schematic representation of the data processing and modelling approach is 267 

shown in Fig. 2. Detailed information about all the statistical procedures involved within the 268 

CCYF can be found in Newlands et al. (2014) and Chipanshi et al. (2015). 269 

 270 

 271 
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 272 

Fig. 2. Flowchart describing the data processing and modelling approach for predicting and 273 

forecasting coffee yields at the farm scale (adapted from (Chipanshi et al., 2015)). 274 

Abbreviations: TM: thematic mapper; ETM+: enhanced thematic mapper plus; OLI: 275 

Operational Land Imager; TIRS: thermal infrared sensor; GIS: geographic information system; 276 

PySEBAL: python module for the surface energy balance model. 277 
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 278 

2.4 Model performance assessment 279 

For each of the 558 coffee farms, monthly data for rainfall, cumulative GDD, SPEI, satellite-280 

derived ETa, and irrigation, along with the annual total fertilizer rate, and the age of trees for 281 

the period 2008 to 2017 were used to develop the yield model. Year was included as additional 282 

predictor in all modelling cases to incorporate the technology effect over time on crop yield. 283 

Given the short farm data period (10 years) a leave-one-year-out cross-validation (LOOCV) 284 

was used to assess the robustness of each of the models to estimate coffee yield. Through the 285 

LOOCV, for a given farm, a single year observation from the original 10-year record was used 286 

as a sample of validation data, and the remaining observations as the training data. This was 287 

repeated iteratively until every year in the sample was used once as validation data. With regard 288 

to coffee yield forecasting, four different lead times were considered in the study. With C. 289 

canephora harvest occurring generally during October to December in Vietnam ((Byrareddy 290 

et al., 2019; Byrareddy et al., 2020)), yield forecasts were generated on the first dates of June, 291 

July, August, and September. For each of the lead times, coffee yields were forecast using the 292 

observed data from January till the last day of the month preceding that lead time (for predictors 293 

belonging to that period) and the bootstrap estimates generated within the modelling process 294 

(for predictors belonging to the remainder of the growing season). If the annual total fertilizer 295 

rate or the age of trees or the monthly irrigation amounts were selected as model predictors, 296 

then no estimates were generated for yield forecast for these variables, since irrigation data 297 

spanned the months of January to April and the age of trees or fertilizer rate had unique value 298 

in each year. 299 

 300 

Predicted and forecast coffee yields were compared against observed yields to assess 301 

the performance of the yield models. A combination of performance metrics are often required 302 
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to assess the overall model performance since one metric only emphasizes a certain aspect of 303 

the error characteristics ((Chai and Draxler, 2014)). Four statistical indicators were used in the 304 

study. They were the Pearson correlation coefficient (r), the root mean square error (RMSE), 305 

the mean absolute percentage error (MAPE), and the Nash-Sutcliffe Efficiency index (NSE; 306 

(Nash and Sutcliffe, 1970)). Their respective equations are as follows: 307 

𝑟𝑟 =
∑ �𝑌𝑌𝑖𝑖

𝑚𝑚−𝑌𝑌�𝑚𝑚�𝑁𝑁
𝑖𝑖=1 �𝑌𝑌𝑖𝑖

𝑝𝑝−𝑌𝑌�𝑝𝑝�

�� (𝑌𝑌𝑖𝑖𝑚𝑚−𝑌𝑌�𝑚𝑚)2𝑁𝑁
𝑖𝑖=1 �� (𝑌𝑌𝑖𝑖𝑝𝑝−𝑌𝑌�𝑝𝑝)2𝑁𝑁

𝑖𝑖=1

    (2) 308 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �1
𝑁𝑁
� (𝑌𝑌𝑖𝑖𝑚𝑚 − 𝑌𝑌𝑖𝑖𝑝𝑝)2𝑁𝑁

𝑖𝑖=1     (3) 309 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 100 × 1
𝑁𝑁
∑ �𝑌𝑌𝑖𝑖

𝑚𝑚−𝑌𝑌𝑖𝑖𝑝𝑝

𝑌𝑌𝑖𝑖𝑚𝑚
�𝑁𝑁

𝑖𝑖=1     (4) 310 

𝑁𝑁𝑁𝑁𝑁𝑁 = 1 − �
∑ �𝑌𝑌𝑖𝑖

𝑚𝑚−𝑌𝑌𝑖𝑖
𝑝𝑝�

2𝑁𝑁
𝑖𝑖=1

∑ �𝑌𝑌𝑖𝑖
𝑚𝑚−𝑌𝑌�𝑚𝑚�

2𝑁𝑁
𝑖𝑖=1

�      (5) 311 

where N is the number of sample years; 𝑌𝑌𝑖𝑖𝑚𝑚 is the ith observed value; 𝑌𝑌�𝑚𝑚 is the mean observed 312 

value; and 𝑌𝑌𝑖𝑖𝑝𝑝is the ith predicted value. 313 

 314 

The RMSE gives the weighted variations in errors (residual) between the predicted and 315 

observed yields. The MAPE is an accuracy measure of the forecast quality, suitable for 316 

comparing model performance among different spatial units given the likely differences in their 317 

average historical yields ((Chipanshi et al., 2015)). The RMSE and the MAPE have both the 318 

same interpretation: their value decreases as the prediction (or forecast) improves. The NSE 319 

can be a useful index for evaluating model efficiency, in addition to the RMSE and MAPE 320 

((Murphy, 1993; Krause et al., 2005)). The closer the NSE is to 1, the more skilful the model 321 

forecast is. Negative NSE values are indicative of less skilful model forecast; the forecast value 322 

in such case can be replaced by the historical average yield ((Murphy, 1993)). 323 

 324 
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3. Results 325 

3.1 Observed coffee yield variations 326 

An overview of C. canephora yield distribution per province and the yield coefficient of 327 

variation (CV) are presented (Fig. 3). In all provinces the coffee yields were on average lower 328 

during 2008-2010 than during the 2011-2017 period (Fig. 3A). Although in provinces like Dak 329 

Lak, Dak Nong and Gia Lai, the overall yield distribution seemed to exhibit a biannual 330 

variation, analyses of the interannual yield variability showed that there was no substantial 331 

difference between yields from one year to another for a given farmer, which was illustrated 332 

through the strong (r2 ≥ 0.80) and statistically significant linear annual trends (P < 0.05; Fig. 333 

3C). At the level of each surveyed farm, yield CVs were most often below 20%, regardless of 334 

the province (Fig. 3B). 335 



17 
 

 336 

Fig. 3. Yield variations of C. canephora during the 2008-2017 period across the study 337 

provinces in Vietnam. (A) boxplots of annual coffee yields; (B) distribution of yield 338 

coefficients of variation (CV); and (C) distribution of the coefficient of determination (r2) 339 

obtained after the annual yield trend analysis (Yield = f(year)). In (A) all data per province 340 

were pooled. In (B) and (C) the CV and trend analysis results were determined for each of the 341 

surveyed farms in a given province. All the model estimates in (C) were statistically significant 342 
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at α = 0.0001. In a boxplot, the top and bottom of the box represent the 75th and 25th percentiles; 343 

the solid line indicates the median. The whiskers on the top and bottom represent the largest 344 

and smallest values within 1.5 times interquartile range above the 3rd and 1st quantiles, 345 

respectively. Black circles are the outliers. 346 

 347 

3.2 Predictors explaining coffee yield interannual variability 348 

A total of 42 potential predictors were evaluated to predict coffee yield at the farm scale across 349 

the four major coffee-producing provinces in Vietnam. Irrespective of the province, predictors 350 

such as the monthly irrigation of March and April, and the annual fertilizer rate were not 351 

selected. This can be explained by the lack of predictive ability of these variables or the 352 

statistical selection process of leading explanatory variables in which predictors with zero or 353 

near zero variance were systematically discarded. For the remainders of the potential 354 

predictors, the majority was selected to explain the variability in coffee yield at each of the 355 

surveyed farms, though in varying proportions (Fig. 4). For all the surveyed farms, predictors 356 

related to months of January to May, namely those for rainfall, GDD and ETa, were among 357 

those with relatively highest proportions (up to 15%; Fig. 4). However, specificities in terms 358 

of variables selected were found in some provinces. This is the case for coffee farms in Dak 359 

Nong and Lam Dong. For farms in in the former province, only the age of trees (Age_plant), 360 

GDD for June (GDD_6), SPEI for January (SPEI_1), and monthly irrigation for February 361 

(IR_2) were not selected in any of the models. In Lam Dong the predictive ability of SPEI 362 

values was not dominant for most months; only SPEI for March (SPEI_3) and May (SPEI_5) 363 

were among the selected predictors (Fig. 4). For the surveyed farms in that province, variations 364 

in SPEI seemed not to impact coffee yields. 365 

 366 
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 367 

Fig. 4. Proportions of predictors selected during the model building step. Predictors selected 368 

for each of the models in each province were pooled to calculate the proportions. ETa, GDD, 369 

SPEI, and IR refer to actual evapotranspiration, cumulative growing degree days, standardized 370 

precipitation-evaporation index, and irrigation amount, respectively. The numbers 1 to 9 371 

correspond to months January to September, respectively. For a given predictor, blank areas 372 

indicate the non-selection of the variable in all the models built because of its zero predictive 373 

ability. 374 

 375 

3.3 Performance of models in predicting coffee yield at the farm scale 376 
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Yield estimation errors (RMSE and MAPE), along with Pearson correlation coefficients, 377 

derived from the LOOCV, are presented in Fig. 5. Overall, the median RMSE values did not 378 

vary substantially over the 10-year period across each of the study provinces, indicating similar 379 

model performance between years. Models for farms in Lam Dong were among those with 380 

good performance indicators when comparing prediction errors and Pearson correlation 381 

coefficients altogether (Fig. 5; Table 1). Median RMSE values for farms in Lam Dong varied 382 

between 295 and 337 kg ha-1; median MAPEs were most often below 15%; and r values were 383 

most often above 0.5 (Fig. 5). On the other hand, models for farms in Gia Lai were those with 384 

relatively higher prediction errors, compared to those in other provinces. For farms in that 385 

province half of the models resulted in 12% to 13% MAPE and RMSE ranging from 382 to 386 

429 kg ha-1 over the 10-year period (Table 1; Fig. 5). For farms in Dak Lak and Dak Nong the 387 

models generally achieved similar estimation errors over 2008 to 2017, with median MAPE 388 

values varying between 9% and 12%, and median RMSEs ranging from 306 to 363 kg ha-1 389 

(Table 1). Compared to the yield CV observed at most coffee farms (Fig. 3B), median MAPEs 390 

were generally in the same range or lower. For example, for farms in Lam Dong, yield CV was 391 

below 15% for 48% of the surveyed farms (Fig. 3B), whereas MAPEs were ≤ 15% for 75% of 392 

the farms (Table 1). Such results indicate acceptable performance of models for estimating 393 

coffee yield at the farm scale across the study provinces in Vietnam. Nevertheless, the presence 394 

of MAPE values well above 20%, and as high as 63% (e.g. in 2017 in Dak Lak) (Fig. 5) 395 

indicates that there were models which did not perform well. In such cases the interannual 396 

variability of the selected predictors did not explain that of coffee yields. Given the short data 397 

period, the maximum number of predictors in each model was limited to three. This threshold 398 

can be revised as data become available over years while avoiding any overfitting, which can 399 

result in better yield estimations. 400 

 401 
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Table 1. Median values of the Pearson correlation coefficients (r), root mean square errors 402 

(RMSE), and mean absolute errors (MAPE) obtained after the leave-one-year-out cross-403 

validation process of coffee yield models. Numbers in brackets are the 75th percentiles. 404 

Boxplots showing the full distributions of these statistics are presented in Fig. 5. 405 

 Year r RMSE  
(kg ha-1) 

MAPE 
(%) 

 Year r RMSE  
(kg ha-1) 

MAPE 
(%) 

D
ak

 L
ak

 

2008 0.443 (0.620) 347 (447) 11 (16) 

D
ak

 N
on

g 

2008 0.592 (0.750) 323 (464) 11 (16) 
2009 0.430 (0.597) 356 (448) 12 (15) 2009 0.586 (0.709) 349 (501) 11 (17) 
2010 0.507 (0.680) 329 (453) 11 (15) 2010 0.558 (0.709) 345 (500) 12 (15) 
2011 0.493 (0.668) 307 (408) 9 (12) 2011 0.637 (0.758) 312 (461) 9 (14) 
2012 0.504 (0.679) 312 (438) 11 (14) 2012 0.631 (0.730) 326 (436) 10 (14) 
2013 0.467 (0.638) 334 (424) 10 (14) 2013 0.614 (0.740) 313 (454) 10 (14) 
2014 0.475 (0.642) 332 (418) 11 (13) 2014 0.613 (0.737) 326 (428) 10 (14) 
2015 0.533 (0.663) 313 (409) 10 (13) 2015 0.611 (0.753) 329 (462) 10 (15) 
2016 0.505 (0.653) 336 (447) 10 (14) 2016 0.620 (0.747) 314 (481) 10 (15) 
2017 0.486 (0.694) 355 (453) 11 (15) 2017 0.592 (0.728) 363 (486) 12 (16) 

          
 Year r RMSE  

(kg ha-1) 
MAPE 

(%) 
 Year r RMSE  

(kg ha-1) 
MAPE 

(%) 

G
ia

 L
ai

 

2008 0.509 (0.691) 391 (534) 13 (17) 

La
m

 D
on

g 

2008 0.660 (0.753) 313 (445) 9 (13) 
2009 0.465 (0.598) 399 (498) 12 (17) 2009 0.655 (0.742) 337 (430) 10 (12) 
2010 0.497 (0.657) 393 (472) 13 (15) 2010 0.656 (0.755) 335 (428) 10 (13) 
2011 0.514 (0.682) 394 (469) 12 (15) 2011 0.723 (0.799) 303 (402) 8 (10) 
2012 0.525 (0.658) 382 (443) 12 (14) 2012 0.685 (0.780) 329 (457) 9 (11) 
2013 0.527 (0.674) 388 (494) 12 (15) 2013 0.697 (0.786) 305 (421) 9 (12) 
2014 0.535 (0.685) 390 (493) 12 (16) 2014 0.714 (0.804) 295 (393) 9 (11) 
2015 0.558 (0.726) 395 (471) 13 (16) 2015 0.731 (0.799) 306 (394) 9 (12) 
2016 0.488 (0.639) 422 (520) 13 (16) 2016 0.710 (0.778) 315 (434) 9 (12) 
2017 0.537 (0.712) 429 (545) 13 (16) 2017 0.699 (0.798) 336 (469) 10 (12) 

 406 

 407 
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 408 

Fig. 5. Boxplots of leave-one-year-out cross-validation (LOOCV) Pearson coefficient of correlation (r), mean absolute percentage error (MAPE), 409 

and root mean square error (RMSE) of the farm level coffee yield models. In a boxplot, the top and bottom of the box represent the 75th and 25th 410 
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percentiles; the solid line indicates the median. The whiskers on the top and bottom represent the largest and smallest values within 1.5 times 411 

interquartile range above the 3rd and 1st quantiles, respectively. Black circles are the outliers. 412 

 413 
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3.4 Model forecasting skill according to the lead time 414 

The skills of each of the statistical models for forecasting coffee yield at four to one 415 

months before harvest were evaluated. The full distribution (i.e. boxplots) of the statistical 416 

indicators r, RMSE, and MAPE is presented in Fig. S1. Here, only the median values of the 417 

three indicators are presented (Fig. 6). For farms in a given province, the forecasting skills did 418 

not vary substantially between the four lead times when comparing the median MAPE and 419 

RMSE values, even though there were slight increases in errors as the lead time decreased (Fig. 420 

6). Overall, models for farms in Lam Dong were those with better forecast skills during the 421 

study period (i.e. lowest median MAPEs and RMSEs). For these models, median MAPEs were 422 

13% for forecasts at four to two-month lead, and 14% at one-month lead; the median RMSEs 423 

increased slightly from around 420 to 456 kg ha-1 from four-month to one-month lead (Fig. 6). 424 

Models for farms in Dak Lak and Dak Nong yielded both in similar patterns in terms of median 425 

RMSEs and MAPEs, with respective ranges of median RMSEs and MAPEs being 420 to 447 426 

kg ha-1, and 14% to 16% (Fig. 6). The relatively highest forecast errors were found for farm-427 

scale models in Gia Lai: median MAPEs were around 18%-19% and median RMSEs varied 428 

between 530 and 560 kg ha-1 (Fig. 6). 429 

 430 
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 431 

Fig. 6. Performance of the statistical models used to forecast coffee yield at the farm scale at 432 

four different lead times (one to four months before harvest) in the study provinces in Vietnam. 433 

The median values for Pearson correlation coefficients (r), root mean square error (RMSE), 434 

and mean absolute percentage error (MAPE) are presented. Error bars indicate the minimum 435 

and maximum median absolute errors.  436 

 437 



26 
 

We further analysed the distribution of NSE values for all the models according to their 438 

forecasting skills at the defined lead times. The probability of having models with negative 439 

NSE was high (F(x) ≥ 0.75) and fairly consistent between lead times for farms in in Dak Lak, 440 

Gia Lai, and Dak Nong (Fig. 7), indicating that for the majority of models the historical average 441 

coffee yield might be suitable compared to the forecast, irrespective of the lead month. 442 

However, for farms in Lam Dong, the distribution of NSE values showed that positive NSE 443 

were obtained for coffee yield forecasts in half of the surveyed coffee farms, namely at four 444 

and three-month lead times (F(x) = 0.50; Fig. 7). The proportions of models with negative NSE 445 

suggest that for most of the surveyed farms, at least for those in Dak Lak, Dak Nong and Gia 446 

Lai, additional data input and modelling considerations (see section 4) is needed to improve 447 

the forecasting skills. 448 

 449 

 450 

 451 

 452 
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 453 

Fig. 7. Empirical cumulative density function of the Nash-Sutcliffe Efficiency index (NSE) of 454 

the farm-scale coffee yield models according to the forecast lead time. The closer the NSE is 455 

to 1, the more skilful the model forecast is. Negative NSE values are indicative of least skilful 456 

model forecast. The total number of surveyed farmers was 180, 120, 93, and 165 in Dak Lak, 457 

Dak Nong, Gia Lai, and Lam Dong, respectively. Coffee harvest starts typically in October 458 

each year and spans three months. 459 

 460 

4. Discussion 461 

4.1. Comparison to previous studies 462 

We investigated the capability of statistical models to forecast coffee yield at different lead 463 

times during the growing season at the farm scale across the four major coffee-producing 464 
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provinces in Vietnam (Dak Lak, Dak Nong, Gia Lai, and Lam Dong). The models were also 465 

evaluated according to their performance in estimating the final yield.  The statistical modelling 466 

approach explored in this study was similar to that of the CCYF ((Newlands et al., 2014; 467 

Chipanshi et al., 2015)), which was successfully applied for yield estimation and forecasting 468 

of cereal and oilseed crops at various spatial scales in Canada ((Kouadio et al., 2014; Chipanshi 469 

et al., 2015; White et al., 2020)). To the best of the authors’ knowledge, applying such an 470 

approach at a finer spatial scale (farm scale) and for a perennial crop has never been reported 471 

in the literature. Thus, the investigation of such a statistical modelling approach for coffee yield 472 

estimation and forecasting in Vietnamese coffee farm systems constitutes an original 473 

contribution of this research.  474 

 475 

In our study, for all the surveyed coffee farms across the four provinces, the median 476 

estimation MAPEs ranged from 8% to 13%, with corresponding median RMSEs varying 477 

between 295 kg ha-1 and 429 kg ha-1, indicating good and acceptable models’ performance. 478 

Such performance is indicatively comparable to that of the CCYF-based models developed for 479 

cereal and oilseed crops at the ecodistrict scale ((Kouadio et al., 2014)) and the census 480 

agricultural region scale ((Chipanshi et al., 2015; Chipanshi et al., 2019)). In a study dealing 481 

with coffee yield prediction in Lam Dong, in which different machine learning (ML)-based 482 

modelling approaches including random forest (RF) and extreme learning machine (ELM) 483 

were used to estimate C. canephora yield at the farm scale, the prediction errors (RMSE) of 484 

the optimal RF and ELM models were 561 kg ha-1 and 497 kg ha-1, respectively ((Kouadio et 485 

al., 2018)). These were relatively higher to those obtained for the majority of farms in this study 486 

for the same province, where for 75% of farm-scale models in Lam Dong, RMSEs were as 487 

high as 469 kg ha-1 (Table 1). Applying the ML-based approach developed in Kouadio et al. 488 

(2018) across all the coffee-producing provinces remains challenging given the lack of the data 489 
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used (i.e. soil fertility data) for many coffee farms and the logistic and human resources to 490 

mobilize in order to collect such data every year, which make such a collection laborious and 491 

costly. Thus, the approach presented in this study adds valuable information to the challenging 492 

topic of reliable and accurate coffee yield prediction in Vietnam since the modelling approach, 493 

based on readily and freely available data, emerges as a cost-efficient approach applicable to a 494 

large number of coffee farmers to predict coffee yield at the farm scale. 495 

 496 

4.2. Impacts of the coffee yield predictors used 497 

When comparing the ranges of errors from one lead time to another, similar ranges of errors 498 

(RMSE and MAPE) between forecasts at four to two-month leads in Gia Lai and Lam Dong 499 

were observed; in Dak Lak and Dak Nong such similarities were between forecasts at four to 500 

three-month and two to one-month leads (Fig. 6). The similarity of forecast errors between the 501 

lead times can be explained by the statistical nature of the best-fit selected predictors and their 502 

relative importance (i.e. the proportion of observed variance explained by the predictor). 503 

Similar errors between forecasts at four to two-month leads indicate that either the leading 504 

predictors in terms of relative importance belong to months preceding these forecast months or 505 

all the predictors belong to months up to the fourth month before harvest. As for the statistical 506 

nature of the modelling approach, some best-fit selected predictors may not be related 507 

agronomically to the yield (i.e. variations of the selected predictor have little to no known effect 508 

on coffee yield). This can be the case, for example, of September rainfall. In Vietnam, 509 

September generally corresponds to the maturation/ripening phase in C. canephora, which is a 510 

less sensitive phase compared to the blossoming and fruit setting phases ((Kath et al., 2020; 511 

Kath et al., 2021; Kouadio et al., 2021)). Water deficits during blossoming or fruit setting, 512 

which will negatively affect coffee bean size, would impact more on yield than water deficits 513 

during maturation. Using additional variables with agronomic meaning (i.e. derived from 514 
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process-based, biophysical models) as potential predictors can help to address such limitations, 515 

and potentially improve models’ forecast skills. Notwithstanding, the capability of models to 516 

provide satisfactory forecasts at four-month lead suggests that they can be helpful for providing 517 

an outlook of future yield and production at the farm scale across the study coffee-producing 518 

provinces in Vietnam.  519 

 520 

Year was included as additional predictor in all modelling cases to account for the 521 

technology trend due to genetic, nutrient/water use efficiency, harvesting and other 522 

technological improvements. Indeed, over the years 2013-2017, several coffee farmers in 523 

province such as Lam Dong have been adopting the grafting technique as management practice 524 

to increase the number of productive branches, resulting in consistent and relatively high coffee 525 

yields under good rainfall and irrigation conditions ((Byrareddy et al., 2020)). Moreover, 526 

although the biennial bearing effect on coffee yield in C. canephora is well-documented (e.g. 527 

(DaMatta, 2004; DaMatta et al., 2007)), such effect was virtually inexistent at the surveyed 528 

farms in Vietnam because of irrigation practices ((Byrareddy et al., 2020)) and chemical 529 

fertilizers use (generally at higher rates than recommended) ((Byrareddy et al., 2019)). 530 

 531 

4.3. Limitations of the study and future directions 532 

Despite the encouraging performance of the statistical models developed, some limitations 533 

were found in this study that indicates a need for further research. Fertilizer rates were not 534 

selected as yield predictor during the modelling process in all the cases, although nutrients are 535 

determinant in the formation of coffee berries, thereby the final coffee bean yield ((DaMatta et 536 

al., 2007)). The use of data including wider ranges of fertilizer rates could result in different 537 

statistically selected predictors and different model performance. We intended to model coffee 538 

yield at the farm scale using agroclimate and remotely sensed variables with agronomic 539 
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meaning. Quantifying the impact of fertilizer rates on C. canephora yield in the study provinces 540 

can be investigated further using process-based biophysical models. The modelled 541 

relationships can then be integrated within the statistical modelling approach presented in this 542 

study to improve the accuracy of coffee yield forecasts.  543 

 544 

Another limitation of the study is related to the satellite-derived ETa data. Using optical 545 

remote sensing data in tropical regions such as the coffee-producing provinces in Vietnam was 546 

challenging due to cloudiness issue that might have affected the accuracy of the satellite-547 

derived ETa values. It was beyond the scope of the study to carry out a detailed validation 548 

process of such values at each of the surveyed farms. Nonetheless, data from satellites such as 549 

those from the Copernicus Sentinel-2 mission which can provide more usable data (i.e. data 550 

with reduced cloud proportion), can be explored in future to estimate ETa, as data become 551 

available. Given the flexibility of the modelling approach, other satellite remote sensing data 552 

and indices, process-based biophysical outputs, and deep-learning algorithms could be 553 

explored to improve the performance of the farm-scale models. 554 

 555 

The shortness of data period (10 years) might have impacted on the sequential-based 556 

forecasting process within the modelling approach. Although the climate and remote sensing 557 

data are available for longer periods, the use of long-period data was limited by the availability 558 

of farm data across the study provinces. As data become available over years, the forecasting 559 

capability of the models developed can be improved through the better estimation of prior and 560 

posterior distributions of potential predictors and refinement of the models’ design. Another 561 

improvement pathway can involve the inclusion of correlation effects across years, which were 562 

not considered. These effects and additional correlation terms could, in the future, be added to 563 

the model to improve prediction power. 564 
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 565 

5. Conclusions 566 

The capability of models built from a robust statistical modelling approach for estimating and 567 

forecasting coffee yield at the farm scale across the four major coffee-producing provinces in 568 

Vietnam was evaluated. Statistical models were developed using various data including 569 

agroclimate (cumulative GDD, SPEI, and rainfall), satellite-derived ETa, and farm and crop 570 

management (age of trees, irrigation, and fertilizer) data. Results showed that the models were 571 

efficient in estimating C. canephora yield in most farms, with median MAPE and RMSE values 572 

ranging from 8% to 13%, and 295 kg ha-1 to 429 kg ha-1, respectively. The forecasting skill of 573 

the various models did not vary substantially between four to one-month before harvest when 574 

comparing the median MAPE and RMSE values, with only slight increases in errors measured 575 

as the lead time decreased. However, the proportions of skilful models to forecast coffee yield 576 

at the defined lead times, expressed through NSE values, suggest that further research for 577 

improvement is needed. Such improvements could be to consider additional potential 578 

predictors (e.g. derived from process-based biophysical models) or using a different approach 579 

for the temporal aggregation of predictors. Nonetheless, the results presented show sufficiently 580 

high yield forecast accuracy, especially given the limited training data period (10 years). The 581 

study also ties in valuable, complementary information regarding the application of similar 582 

approach as that of the CCYF to perennial crops and at a higher spatial scale. As such, the study 583 

provides important analytical findings to improve coffee yield predicting/forecasting for the 584 

coffee industry in Vietnam, with potential application also in other coffee-producing countries.  585 

 586 
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