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C L I M AT O L O G Y

The Summer North Atlantic Oscillation, Arctic sea ice, 
and Arctic jet Rossby wave forcing
Chris K. Folland1,2,3,4*, Tinghai Ou3, Hans W. Linderholm3, Adam A. Scaife1,5,  
Jeff Knight1, Deliang Chen3

We use Coupled Model Intercomparison Project Phase 6 (CMIP6) coupled and Atmospheric Model Intercompari-
son Project (AMIP) climate models, dynamical analyses, and observations to investigate interactions between 
summer Arctic sea ice concentration (SIC) variations and the Summer North Atlantic Oscillation (SNAO). Observa-
tions suggest that SIC- SNAO relationships mainly come from the East Siberian to Arctic Canada (ESAC) region 
where a weak atmospheric jet stream exists in summer. Twelve CMIP6 models with the most realistic atmospheric 
climatologies over the North Atlantic and Europe agree well with reanalyses on relationships between SIC and 
Northern Hemisphere atmospheric circulation. CMIP6 model data indicate that ESAC SIC influences the SNAO with 
a lead time of several weeks. However, AMIP simulations do not reproduce the observed atmospheric circulation 
when observed sea ice is prescribed. Rossby wave analyses do though support observed ESAC SIC influences on 
the SNAO. We conclude that ESAC Arctic SIC modestly influences the SNAO, and such investigations require the 
use of coupled models.

INTRODUCTION
The Arctic has experienced substantial warming in recent decades, 
several times more than the global average (1, 2), accompanied by a 
substantial decrease in the areal extent and by thinning of the sea ice 
(3–5). Thus, since the late 1980s, the globe has warmed by about 
0.6°C, while the Arctic has warmed nearly 2.5°C (2). There have 
been particularly strong losses of areal extent in late summer and 
autumn to successive record low levels in 2007 and 2012, while 2020 
has shown the second lowest minimum September levels, up to 
2023, since 1979. Melting Arctic sea ice influences weather and 
climate locally in the Arctic but may also have a remote impact on 
the Northern Hemisphere (NH) mid- latitudes by perturbing local 
energy fluxes at the surface and modifying the atmospheric and oce-
anic circulation (6–9). Particularly in the cold season, enhanced 
heat fluxes from a more open and warmer Arctic Ocean have led to 
considerable warming over the polar region (1). It has been argued 
that these surface changes can induce anticyclonic atmospheric circu-
lation anomalies over the Arctic, similar to those observed during 
the negative phase of the North Atlantic Oscillation (NAO) or Arctic 
Oscillation (10, 11), although other responses are seen in different 
models (12–14). Moreover, observational as well as model studies 
have suggested influences of these anomalously enhanced sur-
face heat and moisture fluxes on regional mid- latitude weather 
(6, 9, 15–18). This atmospheric impact during the cold season re-
lates to the peak in surface flux that occurs in late autumn and early 
winter because of the large ocean- atmosphere temperature gradient 
(19). Recently, controlled experiments from multiple climate models 
indicate that Arctic sea ice indeed perturbs winter NH atmospheric 
circulation, though the effects are quite weak (20). During summer, 
however, Arctic sea ice is more affected by near- surface winds and 
incoming solar radiation, suggesting a strong atmospheric driver of 
year- to- year summer sea ice variability (21, 22).

Although any atmospheric circulation response to reduced sea 
ice in the Arctic during summer may be smaller in magnitude than 
in winter, reduced natural variability during summer facilitates po-
tentially larger signal- to- noise ratios and detection of atmospheric 
circulation changes (23). Several studies focusing on summer, using 
both observational and climate model data, have proposed links 
between Arctic sea ice extent (SIE) or sea ice concentration (SIC) 
and atmospheric circulation (23–26). Others (27, 28) also point to 
sea ice effects on the atmosphere in summer including how summer 
climate over Northwest Europe could be influenced by spring sea ice 
variations in both the Sea of Okhotsk and the Barents- Kara Sea (29). 
Evidence has also been found that varying winter SIC conditions 
west of Greenland may have influenced the subsequent summer 
atmospheric circulation over northern Eurasia (30) and that a link 
may exist between spring Arctic SIC conditions and the summer 
monsoon circulation over East Asia (31). In addition, with the help 
of an atmosphere only climate model, it was found that sea ice loss, 
together with increased sea surface temperature (SST) in the Labrador 
Sea affects the summer atmospheric circulation over the North 
Atlantic region (24). Similar results were also obtained using a fully 
coupled climate model (26). On the other hand, several studies 
point to the tropics as a source of atmospheric circulation anomalies 
that affect sea ice (32–34). A further finding is that reduced Arctic 
sea ice causes low pressure anomalies over the polar region and sub-
sequently triggers south- eastward Rossby wave trains propagating 
from northern Europe to East Asia (35). This induces an anomalous 
anticyclone over Southwestern China, leading to increased summer 
heatwave frequency. On the basis of observational analyses and nu-
merical experiments, it has also been suggested that the interdecadal 
increase in European summer heat waves is linked to the reductions 
in SIC and Eurasian snow cover fraction across the mid- high latitudes 
(36). Last, an appreciable difference in summer temperature and 
heatwave frequency has been associated with anomalous summer 
sea ice melting between the mid-  and high latitudes of Asia, North 
America and Europe (37). Together, these studies suggest potential 
impacts of melting Arctic sea ice on the mid- latitude atmospheric 
circulation in summer.
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One limitation of existing summer sea ice studies is that it is 
difficult to determine cause and effect as atmospheric circulation 
and sea ice effects may be almost simultaneous (38). There is little 
doubt that summer atmospheric circulation quite strongly affects 
summer sea ice (21, 39). This does not of course preclude a coupled 
relationship where the summer atmospheric circulation influences 
change the pattern of summer sea ice which in turn affects the overly-
ing atmosphere and perhaps the more remote atmosphere and ocean 
surface. If so, coupled models will be essential for sea ice–climate 
studies, although it still may be difficult to fully unravel the details of 
cause and effect.

The chief, though not sole, focus of this paper is on the summer 
climate of the North Atlantic and Europe and its interactions with 
Arctic sea ice variations and the Arctic atmosphere. The most impor-
tant atmospheric pattern to influence these regions is the Summer 
North Atlantic Oscillation (SNAO) (40), which we concentrate on. 
Most prominent during winter, the NAO is one of the few modes of 
climate variability that persists throughout the year, though details 
of its pattern change seasonally (41). Accordingly, the positive and 
negative nodes of the dipole NAO pattern have more northerly posi-
tions during summer, and the dipole pattern has a somewhat smaller 
spatial scale. During summer, the NAO pattern has pressure centers 
located over the British Isles/Scandinavia and over Greenland (40). 
The SNAO, defined in this paper as the average for June, July, and 
August or its subseasonal periods down to a single month (see 
Materials and Methods and Results), is strongly related to changes 
in North Atlantic and European summer storm tracks (40, 42). In its 
negative phase, the SNAO is associated with cyclonic conditions 
over northwest Europe from UK to Scandinavia, yielding wet condi-
tions there and corresponding anticyclonic conditions centered over 
Greenland. By contrast, a strong positive phase of the SNAO is 
related to summer droughts over northwest Europe, from the UK to 
Scandinavia in particular (43) and a northerly position of the main 
storm track. In the negative SNAO phase, the storm track moves 
~10° latitude south, giving cloudy, wet, and cooler conditions over 
the same region. After having been mainly in a positive phase since 
the late 1960s, after 2006, the SNAO entered a mainly negative phase 
(44, 45), only 2013, 2018, and 2022 being distinctly positive since 
(up to and including 2023). This tendency coincided with an accele-
rated melting of Arctic sea ice (4), and it has been suggested that 
these high- precipitation northern European summers could possibly 
be linked, at least in part, to regional changes in Arctic SIC especially 
in summer (23).

The response of the NH atmosphere to sea ice changes is compli-
cated by internal atmospheric variability that may be independent of 
SIE variations or driven by other factors such as El Niño (34, 40, 46) 
and SST influences more generally (47). Thus, worldwide SST varia-
tions in models could be connected to sea ice influences on climate, 
a problem complicated by the different responses of climate models 
to sea ice changes. Here, we concentrate on the relationship between 
the SNAO, related NH circulation conditions, and sea ice extent in 
summer. We use a recent HadISST2 dataset of SIC (48), the European 
Centre for Medium Range Weather Forecasts version 5 (ERA5) 
reanalysis dataset (49) and a multimodel approach using Coupled 
Model Intercomparison Project Phase 6 (CMIP6) model simulations 
(50) over the period 1979–2015. However, we first explore immediately 
prior late- spring sea ice relationships with the SNAO. We identify 
Arctic Ocean regions likely to be most strongly linked to the 
SNAO using a correlation analysis between the observed SNAO 

and observed SIC checked using a maximum covariance analysis 
between SIC and observed pressure at mean sea level (PMSL) in the 
North Atlantic/European region. This procedure makes no prior 
assumptions about the existence of the SNAO or the direction of any 
influences. We select CMIP6 models likely to be the most useful by 
choosing those with the most realistic atmospheric climatology over 
the North Atlantic European region. We then use daily CMIP6 data 
from this set of models to show the intraseasonal response of the 
SNAO to SIC changes and those of SIC to the SNAO in the SIC 
region identified as best related to the SNAO. We examine how the 
NH atmospheric circulation may be involved in these interactions, 
including the role of Rossby waves. Last, we test how important the 
role of SIC may be in influencing the SNAO by using CMIP6 genera-
tion atmospheric only [Atmospheric Model Intercomparison Project 
(AMIP)] models to investigate whether the coupled model results 
are reproduced in models with prescribed observed SIC.

RESULTS
The SNAO
We extend the existing definition of the SNAO (40) to include the 
complete Arctic in the North Atlantic sector (80°W to 40°E, 35°N to 
90°N) and the whole summer June–August (JJA), as well as for sub-
seasonal periods within summer. This can now be done reliably as 
Arctic reanalyses have improved since the original publication of 
the SNAO pattern (40) and it is important to better represent the 
SNAO node over Greenland. Figure 1A shows the JJA SNAO pattern, 
defined here for the well observed period 1951–2010 as the first 
covariance eigenvector [empirical orthogonal function 1 (EOF1)] of 
PMSL over this region (see also Materials and Methods). Quite similar 
patterns for JJA, for July and August (JA) and August alone are 
shown in Fig. 1 (B and C). These patterns include the Greenland 
region. A consequence of fully including Greenland is that the per-
centage of PMSL variance explained by the SNAO is considerably 
greater than reported before (40), being 41.5% in 1951–2010 for JJA 
and 37.5% for JA. This JJA percentage now approaches that for the 
winter NAO in December–February. Even the SNAO pattern for 
August alone reaches a variance explained of 34.1% for this period. 
Compared to the daily, 10- day, and JA periods originally described 
(40), the SNAO patterns calculated here for JJA, JA, and August are 
similar. We have though retained separate patterns for these three 
periods as some relatively minor differences between the June pattern 
and the combined JApattern were noted before (40).

Observed summer SIC associations with the SNAO
The correlation between the SNAO and late- spring SIC throughout 
the Arctic was first tested for 1979–2015 and then the longer period 
1961–2019, using April–May and May- only SIC. No statistically sig-
nificant overall correlations were found, field significance being only 
at the 20% level (1961–2019) in May and lower than 20% in April–May. 
Thus, spring Arctic sea ice is not statistically significantly related 
to the SNAO in JJA. Observed correlations of the SNAO with con-
temporaneous Arctic SICs are shown in Fig. 2 (A and B) between 
the SNAO and SIC (see also Materials and Methods) for 1979–2015 
in JJA, JA, and August, respectively. The strongest correlations are, 
as expected, for the longest summer period used, JJA (Fig. 2A), as 
synoptic weather noise is more effectively averaged out. Statisti-
cally significant positive correlations in the Canadian/Alaskan/
East Siberian region imply that high (low) SIC there is positively 
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correlated with a high (low) SNAO. We call this the East Siberian to 
Arctic Canada region (ESAC) region of the Arctic Ocean.

This region is chosen to be 55°N to 81°N, 55°W to 150°E in the 
analyses described below and includes ocean regions immediately 
west of Greenland but excludes other relatively nearby areas, includ-
ing those outside the Arctic like the Sea of Okhotsk, where summer 
sea ice is mostly absent. The JJA correlation pattern has an Arctic 

Ocean (≥ 65°N) field significance (51) <0.1%, indicating that this 
pattern is highly statistically significant overall, though this on its 
own does not identify the direction of influence. Figure 2B for JA is 
similar to JJA, also field significant at <0.1% level. The much weaker, 
but broadly similar, correlation pattern in August is just field sig-
nificant at the 5% level. All three periods also show locally statisti-
cally significant correlation areas outside the ESAC region, mainly 

Fig. 1. Patterns of the SNAO. these are the first covariance eigenvectors (eOF1) of PMSl for the North Atlantic–european region 80°W to 40°e, 35°N to 90°N. (A) For 
June–July- August (JJA), (B) for July–August (JA), and (C) for August (Aug) for 1951–2010 for the positive SNAO using the 20th century reanalysis PMSl data version 3 (86). 
dashed contours and blue colors are negative while filled contours and yellow and brown colors are positive.
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near the Taymyr Peninsula in western Siberia, so there could well be 
more limited SIC relationships with the SNAO from outside the 
ESAC region. It is worth noting that May ESAC SIC is significantly 
correlated at the 2% level at 0.64 with JJA ESAC SIC over the reason-
ably reliable period 1961–2019, correlation being enhanced by a 
similar trend, so that the interannual correlation is insignificant at 
only 0.19. Note that usable Arctic SIC data starts around 1953 [(48); 
see their figure 10], but we start at 1961 for convenience. May ESAC 
SIC is also poorly and insignificantly correlated with the JJA SNAO 
at 0.22, so we do not consider spring ESAC SIC further.

A different method of identifying these relationships that makes 
no a priori assumptions about the existence of the SNAO, and so 
strengthens the case for any relationships, is to use maximum cova-
riance analysis, sometimes called singular value decomposition or 
SVD (see Materials and Methods). Figure 3 (A to F) shows the pair 
of SVD patterns explaining most covariance of simultaneous Arctic 
Ocean SIC and PMSL in the North Atlantic/European region for 
each of JJA, JA, and August. The three SIC patterns all mirror the 
correlation diagrams described in Fig. 2 with relatively minor dif-
ferences between summer periods. The most prominent PMSL pat-
terns for each period are all quite similar to the SNAO patterns in 
Fig. 1, though with less emphasis on Scandinavia and more over the 
UK and to its west.

Table S1 shows the covariance squared explained by the first and 
second SVD modes identified in JJA, JA, and August (SVD1 and 
SVD2). SVD1 (the SNAO- like mode) explains much more of the 
squared covariance than SVD2 for all three periods, reaching 42% 
in JJA with SVD2 only explaining just over 10%. In JA, these per-
centages are 37 and 11%, while in August, the first pattern explains 
just over 28% with SVD2 explaining 10% again. This implies that the 
dominant relationship between Arctic SIC changes and summer 
North Atlantic PMSL is indeed described by the SNAO. In summary, 
the SVD analysis strengthens the case for the correlation- based asso-
ciations between the SNAO and Arctic SIC shown in Fig. 2 (A and 
B). However, relationships between the SNAO and regional Arctic 
sea ice could well be nonstationary in the longer term. This has been 

demonstrated for relationships between October Barents- Kara Sea 
ice variability and the winter NAO in observations and models (52).

Figure 3G shows the time series of the standardized JJA SNAO 
and SIC in the ESAC region for the longer reasonably well- observed 
SIC period 1961–2019. JA and August are broadly similar. ( Figure S1 
shows, for completeness, the absolute time- varying fractions of SIC 
in the ESAC region for JJA, JA, and August. We also show the time 
series in Fig. 3G of what we term the regional SNAO for JJA. Like 
some versions of the well- known winter NAO indices, this is an 
index of PMSL differences between two geographical regions, here 
the difference between the region [50°N to 60°N, 5°W to 15°E], near 
the center of the southern SNAO mode in the North Sea, and the 
region [60°N to 75°N, 30°W to 55°W], near the center of the northern, 
Greenland, node. The regional SNAO indices behave similarly to the 
SNAO index based on the EOF patterns in Fig. 1 (A and B) in both 
JJA and JA, correlations being 0.97 (JJA) and 0.96 (JA) over 1979–
2015 and are used below when climate models are analyzed (see 
Materials and Methods). The August Fig. 1C and August regional 
SNAO indices are also quite similar with a correlation of 0.89 over 
the same period. Table 1 (top) summarizes the correlations between 
the ESAC SIC time series and the JJA and JA SNAO time series over 
1979–2015. All correlations are significant at the 5% level or better. 
For our longer period 1961–2019, the correlations with ESAC SIC 
are lower but still all significant at the 5% level.

Over 1979–2015, the JJA SNAO EOF1 has a correlation of 0.55 
with ESAC SIC in JJA and the regional index has a similar correla-
tion of 0.52, suggesting that at least 25% of the variance of the SNAO 
links to SIC variations over this period. Furthermore, the correla-
tion of the corresponding JJA SNAO indices with JA SIC is slightly 
higher at 0.57 and 0.55, respectively, not unexpected as the main 
variations in sea ice have been in JA. Over the longer period 1961–
2019, these values are only slightly lower.

Figure 3H shows homogeneous time series of the pairs of PMSL 
(with a negative sign) and SIC SVD1 patterns for JJA, standardized 
over 1979–2015. The JA and August SIC and negative of the PMSL 
vector time series are also similar (not shown). This indicates that 

Fig. 2. Correlations between the SNAO and observed SICs for 1979–2015. (A) For JJA. (B) For JA. Areas with correlations locally significant using a two- sided t test at 
the 5% level are shown in color. the SNAO series have insignificant first serial correlations over 1979–2015 so no persistence corrections are needed for estimating correla-
tion significance. the period is chosen to be the same as used below for the cMiP6 model analyses.
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Fig. 3. Observed relationships between the SNAO and various diagnostics of the Arctic climate. (A to F) Results of a maximum covariance analysis between Arctic 
Sic and the SNAO for 1979–2015, in which (A) to (c) are Sic vectors throughout the Arctic Ocean for JJA, JA, and Aug, respectively, explaining the most variance using the 
first mode of this analysis; (d) to (F) are PMSl vectors in the North Atlantic- european region defined for the SNAO for JJA, JA, and Aug, respectively. (G) Standardized time 
series of the JJA SNAO pattern and its regional index version together with eSAc, 1961–2019. (H) the time series of the first mode of the singular value decomposition 
(Svd1) in JJA for Arctic Sic and the negative of the time series for PMSl Svd1 in the North Atlantic- european SNAO region. (I) Regression of JJA net surface radiation >65°N 
on the standardized negative JJA SNAO (Sd) 1979–2015, the period of the model results, wm- 2Sd−1. (J) Regression of JJA net surface upwards hear flux >65°N on the 
standardized negative JJA SNAO (Sd) 1979–2015, the period of the model results, wm- 2Sd−1. (K) Regression of the standardized negative JJA SNAO 1951–2010, the period 
for calculating the SNAO pattern in Fig. 1, on JJA PMSl everywhere. >35°N, SdhPa−1. JA and August are similar. (L) Average 300- hPa mean westerly flow (ms−1) over the 
Nh in JJA. On all maps except (l), only colored areas are locally significant at the 5% level.
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the same basic covarying phenomena are being seen throughout 
summer. Table 1 (bottom) shows correlations between the time 
series of all the vectors where the sign of the left (SIC) vectors has 
been reversed. All correlations between left and right vectors for a 
given summer period are significant at the 5% level and have similar 
values at 0.55 (JJA), 0.54 (JA), and 0.55 (August), August values 
being larger than those between the August SNAO and the ESAC 
indices at 0.38 (still significant at the 5% level). This enhanced correla-
tion may relate to the westward shift in the August PMSL right vector 
relative to the EOF1 SNAO pattern.

We next explore to what extent a link exists between the JJA 
SNAO and surface net solar and long- wave radiation that may in-
fluence sea ice over the Arctic Ocean. Figure 3I shows a regression 
of the negative standardized JJA SNAO (SD) against net surface 
radiation given by ERA5 for 1979–2015 where regions significant at 
better than the 5% level are colored. Figure 3I shows that the ESAC 
region is where these variables are most strongly linked over an ex-
tensive area, with values widely exceeding 10 wm−2 SD−1 between 
northwest Greenland and close to Alaska. Figure 3I therefore shows 
that there is quite a strong link between the negative JJA SNAO and 
ocean or ice net surface heating of most of the ESAC region with 
weaker or much more localized areas elsewhere in the Arctic. This is 
supported by the similar picture provided by Fig. 3J showing a re-
gression of JJA net surface upwards hear flux against the strength of 
the negative SNAO. There is a statistically significant relationship 
over the whole ESAC region, exceeding 9 wm2 SD−1 near the North 
American coast. This is supported by Fig. 3K, which shows that 
there is an almost Arctic wide influence of the SNAO on PMSL in 
JJA, strongest and most statistically significant in the ESAC region. 
Thus, when PMSL is high over Greenland during the negative phase 
of the SNAO, PMSL also tends to be statistically significantly higher 
than normal over much of the Arctic Ocean and especially the 
ESAC region. This is consistent with the net surface radiation re-
gression pattern (Fig. 3I). Given these results, in the remainder of 
the paper, we concentrate on SIC variations in the ESAC region. 
There may also be other related SNAO influences on ESAC sea 

ice due to other atmospheric circulation influences, but these are 
beyond the scope of this paper.

Is there a summer atmospheric jet stream over the 
ESAC region?
Figure 3 suggests that the SNAO might, in part, originate over the 
ESAC region, e.g., by downstream Rossby wave propagation for 
which atmospheric westerlies would be needed locally. Figure 3L, 
for JJA 1979–2015 (JA and August are similar), shows that there 
is indeed a weak but distinct climatological Arctic westerly jet at 
300 hPa over the ESAC region, considerably further north than 
the main mid- latitude westerly jets and slightly stronger in August 
than in JJA. There is also evidence elsewhere near the Arctic Ocean 
coast of weakly enhanced 300- hPa westerly flow. However, the ESAC 
summer or August Arctic jet stream varies considerably interannu-
ally. We next explore further how the SNAO is linked with SIC vari-
ations in the ESAC region and whether there is possible Rossby 
wave forcing of the SNAO itself.

Comparing CMIP6 models with observations
The period 1979–2015 was selected as 1979 was the first full year 
when satellite data became fully available for sea ice observations 
and hence when SIC was best observed (48). In addition, this was 
a period when positive and negative SIC extremes were particu-
larly prominent. The observed atmospheric data were taken pri-
marily from the ERA5 reanalysis (49) but also from the JRA- 55 
Reanalysis (53) and the National Centers for Environmental Pre-
diction (NCEP)–Department of Energy (DOE) AMIP- II Reanaly-
sis (R- 2) (54) (hereafter NCEP2) (see Materials and Methods). The 
latter are only used (see below) in the multidaily analyses of leads 
and lags in the SNAO and SIC; otherwise, we use both ERA5 and 
JRA- 55. The coupled CMIP6 models (50) were chosen to be the 12 
having the best PMSL climatology in the North Atlantic/European 
region over the climatological 30- year period 1981–2010, so all 
these years are within our analysis period (see Materials and 
Methods). We use coupled models rather than atmosphere only 

Table 1. Correlations coefficients between the SNAO and ESAC time series in June–July- August (JJA) and July–August (JA) and the SVD1 pattern time 
series in JJA, JA, and August using the negative of the SIC SVD1 vectors during 1979–2015. 

JJA SNAO JJA SNAO 
REGIONAL

JA SNAO JA SNAO 
REGIONAL

JJA ESAC SIC JA ESAC SIC

 JJA SNAO 1.00      

 JJA SNAO ReGiONAl 0.97 1.00     

 JA SNAO 0.88 0.88 1.00    

 JA SNAO ReGiONAl 0.83 0.87  0.96 1.00   

 JJA eSAc Sic 0.55 0.52 0.48 0.47 1.00  

 JA eSAc Sic 0.57 0.55 0.50 0.49 0.99 1.00

 SVD1 SIC JJA SVD1 SIC JA SVD1 SIC AUG SVD1 MSLP JJA SVD1 MSLP JA SVD1 MSLP AUG

 Svd1 Sic JJA 1.00      

 Svd1 Sic JA 0.997 1.00     

 Svdi Sic AUG 0.994 0.997 1.00    

 Svd1 MSlP JJA 0.55 0.53 0.54 1.00   

 Svd1 MSlP JA 0.56 0.54 0.55 0.996 1.00  

 Svd1 MSlP AUG 0.56 0.54 0.55 0.998 0.996 1.00
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models for our main model investigation (but see below for a com-
parison with atmospheric models) as contemporaneous coupled 
interactions with the land and ocean surface inside and well out-
side the Arctic, including perhaps some parts of the tropics, are 
very likely to be important (27, 55) for identifying an atmospheric 
signal from regional Arctic SIC variations. Table 2 (left) shows the 
12 models having between one and eight ensemble members each, 
each ensemble member being given equal weight. Model results 
are for JJA, JA, and August. There are 31 ensemble members for 
the JJA, JA, and August mean analyses and 28 for the multidaily 
analysis. The regional SNAO index is used for both CMIP6 and 
the ERA5 and JRA- 55 reanalyses as this provides a consistent 
index independent of different versions of the SNAO that may 
be created when using EOF analysis on different models (see 
Materials and Methods).

We first compare differences in SIC and several atmospheric 
variables over the NH in JJA, JA, and August for the 8 years that have 
the highest SIC in the ESAC region over the period 1979–2015 for 
JJA (1979, 1980, 1982, 1983, 1984, 1985, 1992, and 1996), and the 
8 years with lowest concentrations over JJA (2007, 2008, 2009, 2010, 
2011, 2012, 2014, and 2015). Eight years was chosen to maximize 
sample size without weakening the signal and represent approxi-
mately the top and bottom quintiles of ESAC SIC. Because there are 
31 ensemble members each having 8 years for a given extreme, there 
are 248 maps for a given extreme. Tests using the five highest and 
lowest years gave similar results but with slightly lower significance 
due to the smaller sample size. Because we use the same years for all 
three summer periods, we might not always sample the 16 most 
extreme years for these shorter periods, but this likely only has a 
small effect. We use individual model ESAC SIC extremes so that 

observed and modeled SIC extremes will generally be in different 
years in different models.

Figure 4A shows results for the eight pairs of lowest minus highest 
SIC years over 1979–2015 in JJA, while fig. S2 shows similar re-
sults for JA and August. We first discuss SIC differences, noting 
that JJA, JA, and August are quite similar. Model and observation 
(HadISST2) differences between the two sets of extremes are broadly 
similar in all three summer periods. Consistent in both models and 
observations is some reduction in SIC west of north Greenland, in-
cluded in the definition of the ESAC region. The most important 
finding is that models and observations (both reanalyses) agree 
quite well on the global pattern of PMSL differences between very 
low and high ESAC SIC years in Fig. 4A, but the observed increase 
of PMSL occurs more strongly across the high Arctic. A strong 
and statistically significant high PMSL region is seen over and 
around Greenland in both observations and models in JJA, sur-
rounded at lower latitudes by widespread regions of statistically 
significantly lower PMSL in both models and observations. Negative 
PMSL is strong over the UK region in both models and observa-
tions, consistent with a strong projection of this part of the pattern 
associated with low ESAC SIC onto the modeled and observed nega-
tive SNAO. This large- scale pattern is also seen in the models and 
observations in JA and August (fig. S2) and also projects strongly 
onto the negative SNAO (Fig. 1, B and C). A strong projection in 
both models and observations onto the negative SNAO is consistent 
with studies using individual models (23, 26, 28). A further widely 
distributed but mostly weak high PMSL region in extreme low SIC 
years relative to high ones appears over Asia, extending into the 
Pacific in the models. This occurs in all three summer periods but 
is only sometimes locally statistically significant. Last, statistically 

Table 2. The 12 CMIP6 and AMIP models chosen for having the PMSL statistics in the North Atlantic/European region 25°N to 90°N. 80°W to 40°E in 
1981–2010 and the 10 CMIP6 models used for the multidaily analyses. 

CMIP6 AMIP

Rank Model name Model  
atmospheric 
resolution, 

degrees lat. ×
degrees long.

No. of ensemble 
members in JJA, 
JA, and August 
mean analyses

No. of ensemble 
members used 

in multidaily 
analyses

Model name Model  
atmospheric 
resolution, 

degrees lat. ×
degrees long.

No. of ensemble 
members in JJA, 
JA, and August 
mean analyses

 1 AWi- cM- 1- 1- MR 0.935 × 0.938 1 0 cNRM- cM6- 1- hR 0.499 × 0.500 1

 2 ec- earth3- veg- lR 1.121 × 1.125 3 3 MPi- eSM1- 2- hR 0.935 × 0.938 3

 3 Bcc- cSM2- MR 1.121 × 1.125 1 1 cieSM 1.250 × 0.942 1

 4 ec- earth3- veg 0.702 × 0.703 8 8 ec- earth3- veg 0.703 × 0.702 1

 5 ec- earth3- cc 0.702 × 0.703 1 1 ec- earth3 0.703 × 0.702 3

 6 cAMS- cSM1- 0 1.121 × 1.125 2 0 cAMS- cSM1- 0 1.121 × 1.125 3

 7 MRi- eSM2- 0 1.121 × 1.125 5 5 GFdl- eSM4 1.250 × 1.000 1

 8 ceSM2 0.942 × 1.250 3 3 Bcc- eSM1 2.813 × 2.791 3

 9 MPi- eSM1- 2- hR 0.935 × 0.938 2 2 hadGeM3- Gc31- MM 0.833 × 0.556 4

 10 ceSM2- WAccM 0.942 × 1.250 3 3 MPi- eSM1- 2- lR 1.875 × 1.865 3

 11 GFdl- cM4 1.000 × 1.250 1 1 FGOAlS- f3- l 1.250 × 1.000 2

 12 cNRM- cM6- 1- hR 0.499 × 0.500 1 1* GiSS- e2- 2- G 2.500 × 2.000 4

*the starred cMiP6 value at Rank 12 is due to the daily sea ice fraction being not available for the year 2015 under warming scenario SSP245; accordingly, the 
result for both daily PMSl and sea ice fraction under scenario SSP 285 is used for the year 2015.
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significant low- pressure anomalies are seen near the Arctic coast of 
Siberia in all three summer periods in both models and observa-
tions. Similar diagnostics were also created for the five most extreme 
pairs of years and are quite similar, so the results are not sensitive to 
a reasonable number of chosen extreme pairs of years.

Because of a general warming in near- surface air temperature 
(TAS) in models and observations, markedly greater for the models, 
we show differences in linearly detrended TAS. All the other variables 

shown in Fig. 4 and fig. S2 are not detrended. Precipitation is discussed 
later. The observed and modeled detrended TAS differences are also 
broadly similar, with an area of statistically significant warmer condi-
tions in extreme low SIC years covering the ESAC region in the models. 
There is a rather weaker warm signal in this region in ERA5, but JRA- 
55 is closer to the models here in all three summer periods. Table S2 
clarifies the SNAO results by showing the mean standardized modeled 
and observed SNAO regional indices corresponding to the difference 

Fig. 4. Composite maps of climate variables related to ESAC SIC. (A) differences in key climate variables as listed at the left for cMiP6 models and eRA5 and JRA- 55 
observations over the Nh between the eight lowest eSAc Sic years and eight highest eSAc Sic years in JJA, 1979–2015. (B) Average absolute zonal wind (u) at 300 hPa 
(u300) for lowest extreme eight Sic years in JJA. (C) Average absolute u300 for highest extreme eight Sic years in JJA. the Met Office hadley centre sea ice and SSt data-
set, version 2.2 (hadiSSt.2) differences are also shown on the row. eSM denotes the ensemble mean difference from the 12 models. Black crosses represent statistical 
significance at the 5% level using a two- sided t test.
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between eight lowest ESAC SIC cases and eight highest ESAC SIC 
cases for 1979–2015. The index is positive when PMSL is relatively 
higher over the North Sea node and negative when the PMSL is rela-
tively higher over Greenland. The negative differences reflect the fact, 
as expected in all three summer periods, that low ESAC SIC relative to 
high SIC shows relatively low PMSL over the North Sea mode and high 
PMSL over the Greenland node. All three summer periods give sig-
nificant negative differences at the 1% level in the models. In the obser-
vations, JJA and JA differences are significant at the 5% level, but in 
August with more intrinsic variability, the difference is not significant. 
The absolute differences in averages of the models are understandably 
less than for the observations because of ensemble averaging and the 
fact that underlying SNAO patterns vary quite a lot, though none are 
essentially different (fig. S3; see also Materials and Methods). Overall, 
table S2 confirms that it is very likely that ESAC SIC variations are 
linked to the variability of the SNAO. The PMSL maps (Fig. 4A and 
fig. S2) underline the much wider extent of this relatively strong con-
nection as they show modeled and observed PMSL differences signifi-
cant at the 5% level across the NH in all three summer periods.

We next examine differences in the zonal component of 300- hPa 
winds in Fig. 4A and fig. S2. There are again strong similarities 
between the modeled and observed differences, most of which are 
widely significant at the 5% level. A consistent feature in JJA, JA, and 
August in both models and observations is an increase in the westerly 
flow over the mid- latitude Atlantic from the central Atlantic in low 
relative to high ESAC SIC years. This feature extends across the UK 
and southern Scandinavia across the high latitudes of Eurasia, with 
often a sharp decrease in westerly flow to the north of this band. This 
is consistent with the well- known southward movement of the 
jet stream in a negative phase of the SNAO (40, 42, 56). Figure 4A 
and fig. S2 also show differences in the meridional v component of 
300- hPa (v300) winds that reflect changes in the wave structure of 
300- hPa winds. Strong similarities in wavelike anomalies are found 
between observations and models in all summer periods. They sug-
gest an extensive Rossby wave response, clearest and strongest in the 
Greenland/North Atlantic/European sector but extending further 
downstream as far as China (57). Over the North Atlantic/European 
sector, the phases of the anomalous southerly and northerly v300 
flow in the observations match those in the models well. This again 
suggests that the apparent changes in Rossby wave activity between 
the ESAC SIC extremes are indeed connected to ESAC fluctuations.

Last, we note that Fig. 4 (B and C) shows that the Arctic jet 
stream structure is quite similar in both extreme lowest and highest 
ESAC years in JJA; JA and August are similar. Thus, the background 
climatological Arctic jet stream climatology structure shown in 
Fig. 3 (K and L) for JJA and August remains almost the same for the 
full range of years with different ESAC SICs over the period of this 
analysis. The relatively small differences between Fig. 4B and Fig. 4C 
of course reflect the u300 differences in Fig. 4A. We now further test 
the hypothesis that SNAO variability could at least partly result from 
ESAC SIC forcing, rather than just the atmosphere forcing sea ice 
changes, using daily model and ERA5 data.

Is there a response from the SNAO following 
ESAC variations?
The results so far provide evidence for ESAC SIC fluctuations being 
connected to the SNAO variations. However, the distinction be-
tween forcing and response in coupled models and observations is 
hard to establish. Interactions between the ocean surface and the 

atmosphere can occur in both directions, the atmosphere affecting 
the ocean and the ocean the atmosphere. From a forecasting per-
spective, this interaction becomes a potential source of predict-
ability if SIC variations lead variations in SNAO phases, as summer 
sea ice is skillfully predictable on seasonal timescales (58).

To investigate the relationship between sea ice and the SNAO, 
we use 10 of the CMIP6 models used in Fig. 4A for which daily data 
were available (Table 2, left). We used all 28 ensemble members 
with equal weight for each member (Table 2, left and see Materials 
and Methods). First, it is necessary to remove the very strong sea-
sonal cycle from the daily SIC data especially to explore the lead- lag 
relationships between SIC and the SNAO, here its regional version. 
Second, daily data have a poor signal- to- noise ratio, so it is neces-
sary to quite strongly average the daily data. Figure 5 shows a set of 
lead- lag correlations between SIC and the SNAO where the SNAO 
leads SIC on the left of the diagram and SIC leads the SNAO on the 
right. If no averaging is done, the rudiments of a signal can be seen 
on the daily timescale with a similar shape to Fig. 5 but with much 
less amplitude (not shown). The signal- to- noise ratio increases 
fairly rapidly with averaging time at first, then slowly with increased 
averaging time over the range 21 to 31 days. Figure 5 shows details 
for JJA and JA for the 31- day averaging time between ESAC SIC 
and the regional SNAO for the models, ERA5, and the average of 
JRA- 55 and NCEP2. This gives marginally the highest correlations 
overall but a 25- day average is nearly as good. Figure 5 does depend 
on the fact that the SNAO can be identified as a similar pattern on 
short summertime scales down to the daily (40). Figure 5 (A to D) 
shows lead and lag correlations and their uncertainties for JJA and 
JA for the ERA5, the average of JRA- 55 and NCEP2 (Fig. 5, B and 
E), and CMIP6 (Fig. 5, C and F). Leads and lags are shown from the 
SNAO leading by 30 days to SIC leading the SNAO by 30 days. The 
important results are for the differences between the high and low 
years. We have separately analyzed ERA5 and the combination 
of JRA- 55 and NCEP2 as ERA5 shows somewhat different lead- lag 
relationships from the other reanalyses, these being similar. This 
difference of behavior can be seen in the top two rows of Fig. 5. 
Sea ice is treated differently between ERA5 and the other two re-
analyses (see Materials and Methods), so this may explain this 
difference in behavior.

Note that when the lower 95% level of each correlation is above 
zero in Fig. 5, this shows that the correlation is significantly different 
from zero purely because of sampling, e.g., from sampling the 12 
models having a total of 28 ensemble members. This is different 
from the 5% confidence level for a real lead- lag correlation between 
SIC and the SNAO which for a 31- day averaging for a lead- lag of 
20 days in JJA is assessed to be 0.57. Such critical values of the lead- 
lag correlation coefficient were calculated using a Monte Carlo ap-
proach. Here, 100 groups of two 1000- year normally distributed 
random time series were generated. Thirty- one– (Fig. 5) and 15- day 
running averages were applied to the data before calculating the 
lead- lag correlation coefficient, the same procedure used in the lead- 
lag correlation analysis. The mean values of 100 groups of the 95 and 
99% rank of the 1000- year lead- lag correlation coefficients are then 
selected as the critical values for 0.05 and 0.01 significance levels. As 
examples for JJA, the lead- lag correlation coefficients must exceed the 
high values of 0.71 (0.83) and 0.57 (0.71) for a lead- lag of 20 days to 
pass a 5% (1%) significant test for 31-  and 15- day running averages, 
respectively. The needed correlations for JA and August would be 
larger, and for a lead- lag near zero, the needed correlations would be 
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slightly smaller. Thus, the time- averaged lead- lag analysis in Fig. 5 
can indicate whether lead- lag relationships may exist, but there are 
too few data in a summer season to assess their true statistical sig-
nificance. We call these appreciable correlations.

We first note that for differences between the eight highest ESAC 
SIC years and the eight lowest, the ERA5 observations (Fig. 5, A 
and D) only show appreciable correlations for an SNAO lead over 
SIC in JA maximizing for a lead near 25 to 30 days. Despite the 
rather different shape of the lead- lag correlations, the JRA- 55 and 
NCEP 2 reanalyses show an appreciable lead of the SNAO com-
pared to SIC at around 30 days and a marginally appreciable lead of 
SIC over the SNAO at a lead of about 30 days. By contrast, the 

CMIP6 data show much clearer if modest and very appreciable lead 
and lag corre lations, noting that correlations for the CMIP6 analy-
ses are based on about 30 times as much data as for the ERA5 anal-
ysis. First, we analyze the situation when SIC leads the SNAO on 
the right- hand side of Fig. 5. The largest positive CMIP6 correla-
tions for SIC data leading the SNAO in both JJA and JA (Fig. 5, C 
and F). These correlations are both appreciable if modest at 0.23. 
They occur when positive (negative) SIC anomalies leads the posi-
tive (negative) SNAO by about 24 days (JJA) or about 17 days (JA). 
Broadly similar weaker but similarly shaped correlations are seen 
for the extreme high and low SIC sets of extreme years individually, 
clearest for JA though not always statistically significant in the 

Fig. 5. Thirty- one–day running mean lead and lag correlations between the SNAO index and ESAC SIC in reanalysis and CMIP6 models for JJA and JA. (A and 
D) difference between high Sic and low Sic in eRA5. (B and E) difference in high minus low Sic in the combination of JRA- 55 and NceP 2. (C and F) difference in high 
minus low Sic in the models. the x- axis scale is that of Sic lags and leads, shown lagging by up to 30 days (left) and leading by up to 30 days (right). the SNAO index is 
calculated on the basis of the regional difference [(55°W to 30°W, 60°N to 75°N) − (5°W to 15°e, 50°N to 60°N)]. the seasonal cycle of the daily time series has been removed.
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above sense. Figure S4 shows results for August where because 
of the reduced number of days in 1 month, only averaging up to 
15 days can be carried out. Despite this, the differences in SIC ex-
tremes have quite similar maximum correlations to those in Fig. 5, 
the 15- day correlation reaching 0.20 for an SIC lead time of about 
9 days and significantly different from zero. The high and low ex-
treme years also show correlations marginally significantly different 
from zero for an SIC lead over the SNAO near 10 days. The re-
analyses do not give any correlations significantly different from 
zero in August.

For the difference between the SIC extremes JJA and JA when 
the positive (negative) SNAO leads negative (positive) ESAC 
SIC, the models are maximally negatively correlated (JJA and 
JA = −0.13) when the SNAO leads by about 20 and 17 days, re-
spectively. The model maximum negative correlation is also sig-
nificantly different from zero in August for a lead time of about 
10 days. For ERA5 as well as the combination of the other two re-
analyses, the maximum negative correlation is just significantly 
different from zero in JJA but clearly significantly different from 
zero in JA at an SNAO lead time around 25 to 0 days. The model 
analyses for August in fig. S4 give slightly stronger results with a 
maximum negative correlation of −0.28 for an SNAO lead time of 
about 9 days. These results are at first glance difficult to understand 
because Fig. 3I shows that, as expected from an observed increase 
in PMSL over the SAEC region with a negative SNAO, downward 
surface net radiation is enhanced. However, the same change of 
sign occurs in some relationships between the winter NAO and 
SIC. Thus, daily lead- lag correlations between Barents- Kara SIC 
and the NAO also show a negative correlation when the NAO 
leads and a positive correlation when the ice leads (59) This makes 
physical sense because a positive NAO corresponds roughly to a 
northward jet shift resulting in the jet pointing more directly to-
ward the Barents- Kara region. This then leads to associated changes 
to ice drift, wind stress, and the advection of additional warm air 
toward the polar region, all of which can reduce sea ice (60, 61). A 
possibly related explanation is beyond the scope of this paper but 
may be related to transient ESAC atmospheric circulation tendencies 
before the development of a given phase of the SNAO. We con-
clude by noting that Fig. 5 provides evidence of a modest model 
influence of ESAC SIC on the SNAO with a lead time of several 
weeks and a weaker but just statistically significant influence, in 
the above sense, with a lead time of about 30 days in the JRA- 55 
and NCEP- 2 reanalyses.

Can Polar Amplification Model Intercomparison Project 
experiments give further insights?
Another possible source of information about the links between SIC 
and the SNAO could come from the Polar Amplification Model 
Intercomparison Project (PAMIP) model experiments (62) However, 
the 100 members of 1- year (2000) simulations from the coupled 
ocean- atmosphere time slice experiments participated in PAMIP 
cannot well represent the many fluctuations in sea ice over the ESAC 
region that we investigate with CMIP6 and thus the responses of 
climate variables to the substantial variations in sea ice over this re-
gion. In addition, simulations from the atmosphere- only time slice 
experiments investigating regional forcing have only carried out ex-
periments for two regions, the Sea of Okhotsk and the Barents- Kara 
Sea, that are not the focus of this work. Therefore, in this study we 
will not use PAMIP simulations.

Are other factors correlated with SNAO and ESAC 
SIC changes?
In some cases, apparent links between the winter NAO and sea ice 
may be explained by forcing from the tropics that could affect both 
sea ice and NAO (34), as shown for links between the tropics and 
high latitudes in summer (55). Figure S5 shows differences in pre-
cipitation globally between the eight lowest and eight highest ESAC 
SIC years in CMIP6 models and for ERA5 and JRA- 55 in JJA, JA, 
and August. The wet negative SNAO southern node over UK ex-
tending to Scandinavia (40) is clear in the models in these summer 
periods, corresponding to reduced SIC in the ESAC region with 
more restricted but still statistically significant enhanced rainfall 
over this region in ERA5, though not in JR- 55. In the models, 
this area of enhanced precipitation extends across the high Arctic 
Eurasian latitudes in all summer periods, corresponding to the 
enhanced jet stream in Fig. 4 (B and C) shown for JJA and where JA 
and August are similar. An appreciable drying over the eastern half 
of the ESAC region is clear and largely statistically significant in 
both ERA5 and the models, though hardly visible in JRA- 55. ERA5 
shows one other statistically significant precipitation region, a sig-
nificant and consistent enhancement of precipitation in all summer 
periods in the narrow but long eastern North Pacific Intertropical 
Convergence Zone region. This may relate to the observed SNAO 
link with El Niño–Southern Oscillation (40). The models show this 
weakly in each summer period, but not significantly. Some partly 
statistically significant enhanced Sahel precipitation anomalies can 
also be seen in the CMIP6 models but not in ERA5.

Turning to SST, the SNAO appears to be affected by the summer 
Atlantic tripole SST pattern (63) such that a negative (positive) tripole 
(including warm (cool) SSTs in the tropical Atlantic) is associated 
with a negative (positive) SNAO index (64) and higher (lower) than 
normal Sahel rainfall as the Intertropical Convergence Zone moves 
anomalously north (stays anomalously south) (65). However, our par-
ticular subset of years based on extreme SIC in the ESAC region, 
though still linked to the SNAO, does not obviously reflect this rela-
tionship as viewed in the detrended TAS diagnostics in Fig. 4A, espe-
cially for ERA5. However, some evidence of a direct link exists 
between Sahel rainfall and the SNAO, independent of SST forcing 
(66). Furthermore, a direct if modest link of tropical West Pacific SSTs 
to the SNAO has been shown (64). This could arise mainly through 
tropical rainfall forcing as weakly suggested for the Tropical West 
Pacific by fig. S5, mainly in the models. This is faintly reminiscent of 
the winter NAO, which is much more strongly influenced by tropical 
rainfall forcing (67). However, Fig. 4 shows that differences for ex-
treme ESAC SIC years in both observed and model TAS over the West 
Pacific show rather little evidence for an SST influence for our subset 
of years. A relatively stronger region of statistically significantly en-
hanced precipitation in the northern tropical west Pacific associated 
with low ESAC SIC relative to high SIC is seen in the models in all 
summer periods, slightly further south in ERA5. However, neither 
center is associated with obvious changes of TAS in Fig. 4A. We return 
to the topic of whether tropical SST may be an appreciable forcing 
factor for the JJA and JA SNAO in our main analysis period of 1979–
2015 when discussing Rossby wave influences below.

What do AMIP models show?
Figure 5 provides appreciably, in the sense described above, statisti-
cally significant, though only fairly modest in size, evidence of a 
possible influence on the SNAO by ESAC SIC using coupled models. 
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This raises the question of whether we can use AMIP models to in-
vestigate how important observed variations in SIC in the ESAC 
region might be for directly forcing the SNAO or whether the cou-
pling is so important that AMIP models do not produce realis-
tic results.

Table 2 (right) shows 12 AMIP models chosen to compare with 
the CMIP6 models (50). The total AMIP ensemble size is 29. Figure 6 
shows results laid out for JJA in the same way as in Fig. 4A where the 
eight lowest observed extreme SIC years in JJA in the ESAC region 
are compared to the eight highest years in CMIP6 models, ERA5 
and JRA- 55. The model sea ice years are now of course those ob-
served. The detrended TAS AMIP results bear some relation to 
ERA5 and JRA- 55 but are not as similar in some regions as the cou-
pled CMIP6 patterns, especially over Europe though warming over 
the ESAC region is seen in AMIP as would be expected. The biggest 
differences come in the PMSL patterns. There is no sign of a negative 
SNAO, the sign, if anything, being reversed. Thus, the high PMSL 
anomaly over the Arctic is entirely absent and thus very different 
from the reanalyses. The anomalous jet streams reflected by u300 
are also poorly related to the picture provided by the reanalyses over 
much of the NH. The AMIP model responses are very dissimilar at 
the surface as measured by PMSL in higher latitudes, though more 

similar in the subtopics and tropics. We conclude that there may be 
a response in the AMIP models at 300 hPa that bears some similar-
ity in v300 to that of CMIP6, but the jet stream response is essen-
tially absent. This suggests that in the AMIP models the strong 
changes of ESAC sea ice are only very weakly forcing the atmo-
sphere. Given the widespread realistic coupled model responses in 
Fig. 4, especially the highly statistically significant PMSL responses, 
together with the modest statistically significant model results in 
Fig. 5, this lack of realistic AMIP atmospheric responses to extreme 
ESAC SIC variations indicates that coupling is probably essential for 
exploring Arctic SIC interactions with the summer NH atmosphere. 
However, a note of caution is that it is still possible that the coupled 
models are less responding to ESAC SIC changes than to internal 
atmospheric variability. Thus, if the ESAC- SNAO correlation in 
the coupled system is actually due to a separate atmospheric 
phenomenon forcing both ESAC ice and the SNAO, then the 
ESAC- SNAO correlation would vanish in our AMIP simula-
tions, because this atmospheric phenomenon would be unable to 
affect the prescribed sea ice. For example, the quite frequent re-
sult that in winter the negative phase of the NAO is influenced 
by reduced sea ice in the Barents- Kara Sea has been strongly chal-
lenged as being mainly due to internal extratropical atmospheric 

Fig. 6. Differences in key climate variables for JJA in AMIP models over the NH between the eight lowest ESAC SIC years and eight highest such ESAC years, 
1979–2014. eSM denotes the ensemble mean difference from the 12 models and observations. the similar differences in the eRA5 and JRA- 55 reanalyses. Black crosses 
represent significance at the 5% level using a two- sided t test.
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variability (68) or a combination of this and tropical forcing (34). We 
investigate the latter further below.

Stream function differences between extreme SIC years
CMIP6 model and 300- hPa reanalyses in Fig. 4 suggest that an alter-
nating pattern of positive and negative v300 winds downstream of 
the ESAC area is a prominent feature of the difference in atmospher-
ic circulation at that level between very high and very low SIC ESAC 
sea ice summers. Here, we investigate this more closely by calculat-
ing 300- hPa stream function anomalies (69) for the same years. 
Stream function analyses do not overemphasize the extratropics, as 
do geopotential heights, for identifying features related to atmo-
spheric Rossby waves (see Materials and Methods).

The stream function analysis (Fig. 7) at 300 hPa shows a series of 
observed positive and negative centers commencing in the ESAC 
region and propagating southeastward toward the east Asian trop-
ics. Concentrating first on observations in JJA, there are five centers 
of alternate sign commencing with a center at high latitudes over 
Greenland extending westwards north of Alaska in both reanalyses. 
The five centers of alternate sign then extend southeast toward a 
negative center about 120°E over China. A second negative center 
exists over the North Atlantic and northwest Europe followed fur-
ther southeast by a significant positive center over southeast Europe 
and western Asia followed by a further negative center over North 
India/Tibet, a positive center to its east, and lastly a negative center 
over eastern China. JA and August show a similar pattern that is 
overall slightly stronger still. This pattern and its southeastward tilt 
are consistent with a Rossby wave propagating from high latitudes 
toward the tropics and eastwards in the subtropical jet stream over 
Asia. Furthermore, the sequence of centers over the Greenland and 
east extratropical North Atlantic/ European region fits well with 
the surface SNAO pattern. This is consistent with SNAO being 

equivalent barotropic in character (40). However, there are further 
positive and negative centers over the higher latitudes of Asia and 
possibly the higher latitudes of the North Pacific, so the full response 
pattern is apparently more complicated than a single Rossby wave. 
Turning to the models, the stream function anomalies are broadly 
similar but weaker down to about 30°N, south of which the observa-
tions indicate the response largely dies out. There is also some evi-
dence from the models that the stream function centers are a little 
stronger in JA and August. This is consistent with the finding that 
the SNAO is linked to the east Tibetan climate mainly in JA (70) and 
that the SNAO has a NH wide influence.

Could the tropics still directly affect the atmosphere in the 
ESAC region?
We further investigate the possibility that the tropics could affect the 
atmosphere in the ESAC region in summer. We first examine the 
sources and sinks of vorticity and hence Rossby waves (69, 71) (see 
Materials and Methods) to see whether they relate to the features 
seen in Fig. 7 using ERA5. Locations of positive (left- hand two col-
umns) or enhanced Rossby wave sources (right- hand column) at 
300 hPa are shown in fig. S6 for JJA, JA, and August in red for the 
eight lowest SNAO index summers, the eight highest SNAO sum-
mers, and their differences. A key result is that the main Rossby 
wave source is over Greenland. Here in JA, it approaches 3 × 
10−10 s−1 and remains there for both high-  and low- SNAO extremes. 
There is evidence in the right- hand column that for the low SNAO 
relative to high, the Greenland Rossby wave source area extends 
westwards just north of the ESAC region, clearest in these diagrams 
in August. Referring back to the westerly wind diagnostics of Fig. 4 
(B and C), this extension occurs on the poleward side of the weak 
u300hPa ESAC jet. However, there are no obvious signs of Rossby 
wave sources in any of the diagrams in the tropical West Pacific or 

Fig. 7. Stream function differences at 300 hPa between the eight most extreme low SIC years and the eight most extreme high years, 1979–2015. (A) For JJA 
cMiP6 models. (B) For JJA eRA5 reanalysis. (C) For JJA JRA- 55 reanalysis. (D) For JA cMiP6 models. (E) For JA eRA5 reanalysis. (F) For JA JRA- 55 reanalysis. (G) For August 
cMiP6 models. (H) For August eRA5 reanalysis. (I) For August JRA- 55 reanalysis. Stream function differences: red areas are positive; blue areas are negative. Note the 
change in scales for eRA5 and cMiP6, the increments of cMiP6 being 40% of those for eRA5 thus, shade intervals are 0.4 106 m2 s−1 (cMiP6) and 106 m2 s−1 (eRA5 and 
JRA- 55). Black crosses represent significance at the 5% level using a two- sided t test.
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the tropics generally. Note also the several lower latitude Rossby 
wave sources associated with the NH- wide Rossby wave–like behavior 
in Figs. 4 and 7.

Figure S7 shows differences between the eight lowest SIC years 
and eight highest SIC years more clearly on a larger scale. In each of 
JJA, JA, and August, there is a relative Rossby wave source over the 
central and eastern part of the same areas just north of the ESAC 
region, again weakest in JJA and strongest in August in this way of 
showing the results. In each month, the area exceeding 5 × 10−11 s−1 
can be regarded as a distinct Rossby wave source. In JJA, its maximum 
strength reaches about 8 × 10−11 s−1 comparable with one or two 
restricted areas in the higher latitudes. This value is weak though it 
corresponds to the apparent origin of the stream function centers in 
Fig. 7. In JA, the near ESAC source region is slightly stronger with a 
somewhat larger area above 5 × 10−11 s−1 exceeding 10−10 s−1 in a 
few local areas. In August, the near ESAC region shows a further 
slightly stronger signal, reaching 1.5 × 10−10 s−1 in a few local areas. 
Rossby wave sources preferentially occur where wind shear is high 
and where there is the divergence of its relative vorticity, and thus, 
its absolute vorticity can also be relatively high (Eq. 1). The ESAC 
region in the extreme SIC years (and climatologically) is clearly in 
the preferential latitude range for the upper tropospheric Arctic 
summer jet (27) as noted above (Figs. 3, K and L, and 4, B and C). 
However, the jet is relatively weak so the relative Rossby wave source 
difference is likely to be of moderate strength at most. We can com-
pare these values with the climatological mean summer maximum 
Rossby wave source maxima between the Caribbean and Western 
Europe of about 10−10 s−1 or the maximum over the Pacific Ocean 
adjacent to northwest US of about 2 × 10−10 s−1 (69). Accordingly, 
fig. S7 lends additional support to the idea that stream function di-
agnostics in Fig. 7 are indeed related, in part at least, to atmospheric 
Rossby wave forcing from the ESAC region supported by an appar-
ent modest increase in the signal in August relative to JJA when the 
differences in SIC are very liable to be largest. We note in addition 
that there are no obvious Rossby wave sources near or just north of 
the tropical West Pacific in figs. S6 and S7, or elsewhere in the trop-
ics. Accordingly, from both Fig. 7 and fig. S5, we find no clear evi-
dence of a direct forcing effect by tropical West Pacific rainfall on 
atmospheric circulation in the ESAC region which might influence 
SIC there.

We can extend our Rossby wave source analysis to consider all 
years over 1979–2015. First, fig. S8 shows time series in JA of the 
ESAC SIC, Rossby wave source strength, and the negative SNAO in 
standardized form. JJA is similar. The corresponding correla-
tions between the negative sign of the SNAO, ESAC sea ice extents, 
and mean atmospheric Rossby wave source values at 300 hPa for the 

region 55°W to 150°W, 80°N to 90°N for both JJA and JA are shown 
in Table 3. All correlations are significant at the 5% level and are 
negative. Note that from fig. S6, the above region is actually a Rossby 
wave sink for high values of the SNAO, shown as a negative source. 
All correlations between Rossby wave source strength and ESAC 
SIC or the SNAO are in the range −0.37 to −0.47, only a little less in 
magnitude than those in Table 1 (top) between ESAC SIC and the 
SNAO though greater than in Fig. 5. Thus, the evidence is that 
the Rossby wave source over Greenland extends westwards over 
the ESAC region in our analysis period as ESAC SIC declines and the 
SNAO becomes more negative, suggesting a dynamical response of 
the atmosphere to ESAC SIC changes.

Last, we have further tested more directly whether SST in the 
tropics may affect our results by regressing the SNAO against world-
wide SSTs down to 20°S in JJA against May SST and JA SNAO 
against June SST (fig. S9). This lead time by SST over the SNAO is 
necessary to unambiguously show evidence forcing of the SNAO by 
SSTs rather than include feedback of the SNAO on the SSTs. Figure 
S9 shows little evidence of statistically significant influences in our 
analysis period, especially one significant in both JJA and JA, though 
minor effects cannot be ruled out. In conclusion, we do not think 
that in our analysis period, 1979–2015, tropical SST influences are 
important for our ESAC SIC results.

DISCUSSION
The key question that the analysis in this paper is designed to answer 
concerns whether there is a link between the SNAO and the ESAC 
sea ice and whether there is any evidence for one forcing the other. 
For the period 1979–2015, we provide evidence of a link between 
the SNAO and Arctic Ocean SIC in the ESAC region. To achieve 
this, we use a combination of observations using three reanalyses, 
dynamical analyses using 12 CMIP6 coupled models and 12 AMIP 
models, all with realistic climatologies over the North Atlantic re-
gion. This analysis therefore uses a more comprehensive range of 
models than used before to study the interactions of summer Arctic 
sea ice on NH summer climate. We also investigate whether changes 
in Rossby wave forcing within the Arctic jet stream near the ESAC 
region might modulate the SNAO, resulting in a dynamical response 
of the atmosphere in that region.

We find consistent results between observational reanalyses and 
coupled CMIP6 models for links between the SNAO and Arctic sea 
ice, though the effects are modest. However, the coupled models 
have a strong SNAO response that gives a realistic set of teleconnec-
tions across the NH (Figs. 4 and 7). The key result is that, through 
an analysis of lead and lag relationships on multidaily timescales 

Table 3. Correlations over 1979–2015 between the negative sign of the SNAO, ESAC sea ice extents and mean atmospheric Rossby wave source values 
at 300 hPa for the region 55°W to 150°W, 80°N to 90°N (negative values being sinks) for JJA and JA. this is the region shown as changing its Rossby wave 
source characteristics as eSAc Sic and the SNAO changes. All correlations are significant at the 5% level.

JJA ESAC sea ice JA ESAC sea ice JJA SNAO JA SNAO JJA Rossby wave 
source

JA Rossby wave 
source

 JJA Rossby wave 
source

 −0.39  −0.39  −0.47  −0.50  1.00  

 JA Rossby wave 
source

 −0.45  −0.45  −0.37  −0.41  0.90  1.00
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between ESAC SIC and the SNAO, we find in the CMIP6 models a 
lead of ESAC SIC influences on the SNAO on timescales in the re-
gion of 3 weeks (Fig. 5) with a maximum correlation of 0.23. This 
value is large enough for sampling problems to show it is signifi-
cantly different from zero but not large enough to address the true 
level of significance of this result. There is also in the CMIP6 models 
a negative correlation significantly different from zero between the 
SNAO leading SIC on timescales nearer 4 weeks of a type that is seen 
in winter with the NAO in other regions of the Arctic (59). The 
reanalyses carried out in the same way only show a few marginal 
correlations different from zero where JRA- 55 and NCEP 2 com-
bined just show SIC leading the SNAO by about 30 days in JJA as 
different from zero and also negative (positive) SNAO leading high 
(low) SIC as different from zero. However, there are some differ-
ences between the lead- lag relationships ERA5 on the one hand 
and JRA- 55 and NCEP 2 on the other. These may be related to the 
differences in the way SIC is handled (see Materials and Methods), 
The use of 12 CMIP6 coupled models and 31 ensemble members 
helps to much increase the model sample size compared to the that 
of the reanalyses.

In ERA5, we do find some statistically significant dynamical 
links with SIC through Rossby wave forcing, though the strength 
of the effects is modest (Table 3). However, the correlation between 
Rossby wave forcing and both the SNAO and SIC is statistically 
significant in both JJA and JA, and fig. S7 for JA shows how this 
occurs interannually. However, a potential disadvantage is that 
the models might also underestimate SIC forcing through insuf-
ficiently accurate climatological mean states (13), though the mostly 
reasonable individual model representations of the SNAO EOF in 
fig. S3 show that we have probably minimized this problem by a 
careful choice of model based on statistics of their climatologies 
over the North Atlantic region. There is also the potential prob-
lem, especially over the North Atlantic, of the climatic signal- to- 
noise paradox (72), which tends to lead to an underestimation of 
climate signals by coupled models unless the ensemble size is very 
large. Furthermore, the AMIP results do not support our results. 
However, a number of studies have indicated that in winter coup-
ling between the ocean and the atmosphere is very important 
(13, 59, 73, 74). Therefore, this is the most likely reason for the 
fact that the generally very good PMSL responses we see in the 
coupled models (Fig. 4) are missing in AMIP (Fig. 6). The complete 
absence of the negative SNAO signal in the AMIP results (Fig. 6), 
unexpectedly realistic in the coupled model results (Figs. 4 and 
7), is, nevertheless unexpected as well because weak evidence of 
forcing by the differences in SIC in the AMIP experiments might 
be thought likely.

However, we note two further limitations of AMIP integrations. 
First, AMIP models, suffering from thermal damping (75), reduce 
the likelihood that interactions with the imposed SST will create 
conditions for strong enough atmospheric Rossby wave sources to 
develop. This is made all the more difficult by the high latitude of the 
ESAC area where, despite the existence of Arctic jets, the needed 
substantial gradients of relative vorticity for Rossby wave develop-
ment to be favored tend to be modest. However, Arctic relative 
vorticity gradients in latitudes such as near the southern part of the 
ESAC region in the real world may well still be large enough some-
times to initiate Rossby waves, especially in summer and autumn 
(76). These may be enhanced by sufficient diabatic heating, e.g., 
from melting ice in the ESAC region.

Recent papers (34, 68, 77, 78) have provided evidence that in winter 
Barents- Kara Sea interactions between SIC and the atmosphere are 
dominated by atmospheric forcing related at atmospheric internal 
atmospheric variability. Thus, there was no clear evidence of the SIC 
leading the atmosphere in lead- lag analyses in this region. However, 
an important point is that observational analyses of the strength of 
relationships between SIC and the atmosphere (e.g., correlation, re-
gression or SVD analyses) can be misinterpreted as they will often 
reflect both atmospheric and SIC forcing. Thus, our suggestive 
though modest results in Fig. 5, with a maximum correlation of 0.23 
with SIC leading the atmosphere over the ESAC region in JJA or JA 
by about 20 to 25 days for differences between low and high SIC, 
should be preferred as a truer measure of SIC forcing to observa-
tional analyses of the above type. Thus, correlation values exceeding 
0.5 in Table 1 (top) between JJA and JA ESAC SIC and the SNAO are 
likely overestimates when taken as a measure of SIC forcing alone 
(78). Accordingly, as discussed in the section on AMIP results, some 
of the coupled model results we examine might still have a com-
ponent related to extratropical internal atmospheric variability that 
remains to be uncovered.

A number of papers suggest that other factors like SST also may 
modulate the SNAO as described in Introduction, so SIC influences 
are only a partial potential explanation of forced SNAO variability. 
However, in most of our analysis period of 1979–2015, there is 
evidence that the influences of SST on the SNAO may be rather 
small (fig. S9), especially from the main potential influences, the 
North Atlantic tripole and the tropical West Pacific, and smaller 
than in the earlier decades (55). This is consistent with our Rossby 
wave source results, there being no obvious source in the North 
Atlantic or West Pacific (figs. S5 and S6). In addition, a consequence 
of the improved way we have defined the spatial extent of the SNAO 
shows that it explains appreciably more variance of summer PMSL 
over the North Atlantic region than our original definition (40). At 
about 40% for the whole summer, this is only a moderately less 
percentage of total variance than exhibited by the NAO in winter. 
However, some details of the southern node of the SNAO pattern 
are likely to have varied over time. This may be important for the 
influences of SST and thus overall predictability (55).

Our key result that ESAC SIC may influence the SNAO might also 
modestly contribute to seasonal predictability of the SNAO. Recently, 
a factor that has been found that influences the SNAO, and thus its 
year- to- year character and predictability, is the state of the Arctic 
stratospheric winds in spring before the summer stratospheric 
easterlies develop (79). This only contributes when these winds are 
strong enough but it is the first clear evidence of some predictability. 
Our results may contribute further to predictability if a forecasting 
model has a sufficiently good interaction between the SNAO and 
ESAC Arctic sea ice. Thus, routine seasonal forecasts are now made of 
Arctic sea ice (58) (and, e.g., www.metoffice.gov.uk/research/climate/
seasonal- to- decadal/long- range/arctic- sea- ice as of 28 April 2024).

In addition, we provide evidence that the SNAO influence ex-
tends over much of Eurasia, adding further to the now well- known 
influences of the SNAO on Eurasian summer climate and bringing 
together the regional results shown in a number of papers. Not all 
the areas shown as statistically significant have been commented 
on, but the Mediterranean, China, and Tibet have been discussed 
in some detail. However, Fig. 7 shows that much of the NH north 
of 25°N is affected (40, 43, 57, 70, 80–82), especially Eurasia and 
parts of North America. Nevertheless, internal variability may 
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substantially limit SNAO predictability unless other causes of SNAO 
forcing can be found. Future research needs to be carried out with 
a larger coupled multimodel ensemble having good NH jet stream 
climatologies. Experimental designs should attempt to isolate influ-
ences of SIC variations, influences of worldwide SST, and any addi-
tional influences of tropical rainfall variations on the SNAO, includ ing 
the Sahel (83), in addition to quantifying internal variability.

Last, our results may have relevance for climate change. Our high 
ESAC sea ice years are all in the period 1979–1996 and the low 
sea ice years all in the later period 2007–2015. This reflects recent 
decadal changes in the SNAO to a more negative phase overall. Can 
this hitherto unexplained behavior of the SNAO be understood, and 
will it relatively soon reverse strongly under climate warming (40)? 
Thus, climate change projections tend to show marked increases of 
summer anticyclonicity over northwest Europe (84, 85).

MATERIALS AND METHODS
Observations
The paper uses both directly observed data and atmospheric reanaly-
ses which integrate observed atmospheric data with weather forecast-
ing models. The key observed dataset is the HadISST2.2.0.0 SIC 
dataset available from www.metoffice.gov.uk/hadobs/hadisst2/index.
html (as of 8 December 2020).

This is an update from HadISST 2.1.0.0 (48). HadISST2.2.0.0 is a 
monthly globally complete SST and sea ice dataset starting in 1850 
where the sea ice data have a resolution of 1° × 1° for both the Arctic 
and Antarctic. The SIC are based on a combination of satellite and 
in situ data. HadISST2.2.0.0 SST data are currently not publicly 
available. There are additional historical as well as more recent 
sea ice data in HadISST2.2.0.0 compared to HadISST2.1.0.0. These 
slightly affect SIC trends in the Arctic in the period of our analysis. 
HadISST2.2.0.0 is updated regularly.

We use the Twentieth Century Reanalysis dataset, version 3 (20Cv3) 
(86) to provide PMSL data (https://psl.noaa.gov/data/gridded/
data.20thC_ReanV3.html as of 20 January 2021) for calculating the 
various versions of the SNAO. However, these data are available only 
from 1836 to 2015, so we update this using the National Centres for 
Environmental prediction Reanalysis (NCEP) R1 PMSL analysis 
(87) that commences in 1948 (https://psl.noaa.gov/data/gridded/
data.ncep.reanalysis.html as of 22 January 2021), slightly adjusted to 
be consistent with 20Cv3. This is updated monthly. Only monthly 
PMSL data are used for the SNAO in this paper. For the maximum 
covariance analysis between North Atlantic/European PMSL and 
Arctic SIC variations over 1979–2015 (see the “Statistical methods” 
section below), we use the ERA5 Reanalysis (49) accessible from 
https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis- era5- 
single- levels- monthly- means?tab=form as of 21 January 2021. We 
accessed this dataset via KNMI Climate Explorer (https://climexp.
knmi.nl/). For maximum covariance analysis, the ERA5 PMSL data 
are used at reduced 3° × 3° resolution because of the computational 
demands, and for the Rossby wave source analyses, we used ERA5 at 
0.75° × 0.75° resolution to reduce noise in the diagnostics. We also 
used the JRA- 55 (https://search.diasjp.net/en/dataset/JRA55 as of 
7 March 2024) and NCEP- DOE AMIP- II (R- 2) (https://psl.noaa.
gov/data/gridded/data.ncep.reanalysis2.html as of 22 March 2024) 
reanalyses for some of the results. A complication exists for inter-
preting the observed averaged lead- lag analyses of SIC and the 
SNAO in Fig. 5. The external datasets used for SIC are different 

among ERA5, JRA- 55, and NCEP- 2. The Ocean and Sea Ice Satellite 
Application Facilities (OSI SAF) SIC from the European Organisa-
tion for the Exploitation of Meteorological Satellites is used in ERA5. 
Until August 2007, this is the SI SAF (409a) version and from 
September 2007 onward: the OSI SAF (operational) (49). Daily 
data on SIC conditions in JRA- 55 are obtained from COBE- SST 
(Centennial In Situ Observation- based Estimates of the Variability 
of Sea Surface Temperatures and Marine Meteorological Variables) 
(53). The SIC in NCEP- 2 follows the sea ice specifications in AMIP 
II (54). In addition, the SIC in ERA5 is fractional, while both JRA- 55 
and NCEP- 2 have a binary representation with which the sea is 
completely ice covered when SIC is above 55% (50% for NCEP- 2). 
Sea ice thickness is set to 1.5 m in ERA5 and 2 m for both JRA- 55 
and NCEP- 2 reanalyses. JRA- 55 and NCEP- 2 have a small conduc-
tive heat flux value unlike ERA5. A general warm bias seen in ERA5 
is reduced in both JRA- 55 and NCEP- 2. However, a cold bias is pro-
duced in the boundary regions in both JRA- 55 and NCEP- 2, such as 
the Barents- Kara Sea, Laptev Sea, and Chukchi Sea (88).

We used HadISST 2.2.0.0 Arctic SIC at a resolution of 2° × 2° 
degrees. For comparisons between CMIP6 models and observa-
tions, we use ERA5 at its full resolution of 0.25° × 0.25°, taken as 
above. We use ERA5 for u and v components of wind at 300 hPa, 
PMSL, precipitation, and TAS. We also tested diagnostics of u200hPa 
and u500hPa related to ESAC SIC to lastly choose 300 hPa as the 
most responsive level to use for the wind and dynamical diagnostics 
described here.

Climate models
The data used come from the CMIP6 historical (1979–2014) and 
shared socioeconomic pathway 2- 4.5 (SSP 2- 4.5) scenario (2015) 
runs (50) and include anthropogenic and natural forcings. Thirty- 
seven CMIP6 models were initially chosen (downloaded from 
https://esgf- data.dkrz.de/search/cmip6- dkrz/ accessed 23 August 
2021). These were reduced to the 12 models having the most skillful 
climatology over the North Atlantic region using the diagnostics in 
table S3. Thus, the original set of models listed in table S3 is ranked 
according to their skill in reproducing the observed climate of 
PMSL over the extratropical North Atlantic and Europe (25°N to 
90°N, 80°W to 40°E). Testing was done using ERA5 with a maxi-
mum resolution of 0.75° × 0.75° during the climatological 30- year 
period 1981–2010 in JJA and JA. The year 1979 was the first model 
year chosen for the analyses because this was the year when ERA5 
data were originally first available, though they are now available 
back to 1940. However, another reason is that HadISST2.2.0.0 SIC 
is generally most reliable from 1979 because of the availability of 
comprehensive good quality satellite data (48). The two measures of 
model skill are correlated at the resolution of 0.75° × 0.75° as the 
ERA- Interim and root mean squared error. The chosen 12 models 
are listed in Table 2 (left) on the basis of a ranking of these statistics 
giving 31 ensemble members. As a result, key model results are all 
based on the differences between 248 extremely high and 248 ex-
tremely low SIC cases. However, only 10 models have daily data for 
the analysis in Fig. 5, so this used to create 28 daily ensemble members 
(Table 2, left). Ensemble members have equal weight so that different 
models have different weights. In Fig. 5, we calculate mean lead and 
lag correlations for the SNAO and ESAC SIC and their 95% confi-
dence levels for (i) all data over 1979–2015 for JJA, (ii) the eight 
lowest concentration sea ice years, and (iii) the eight highest concen-
tration sea ice years. Here, the regional SNAO index is convenient 
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for analyzing daily CMIP6 data, overcoming the problem that 
different climate models may have differing SNAO EOF patterns. 
Though this may affect the representativeness of the regional SNAO 
in some models, this is not a serious problem as shown by the pat-
terns of the first JJA model EOFs in fig. S3. All the patterns resemble 
the observed JJA EOF of Fig. 1 to some extent, several models being 
very similar. The percentages of variance explained, here are nominally 
for 1981–2010 and vary somewhat, though none seem unrealistic. 
The overall average is close to that explained by the JJA SNAO EOF 
in Fig. 1. Similar results are found for JA and August (not shown). 
As a result, the likelihood of identifying a reasonably realistic SNAO 
index using this set of 12 models is well supported by fig. S3.

Besides the CMIP6 historical runs, AMIP simulations, in which 
the SSTs, SICs, and external forcings (e.g., CO2 concentration) are 
prescribed on the basis of observations (50), were also used to assess 
the possible response of atmospheric and land components to pre-
scribed SSTs and SICs. The 12 most skillful models were chosen 
from the 36 candidate models in a similar way to the process of 
choosing the CMIP6 historical runs (table S4). The AMIP simula-
tions cover the period from January 1979 to December 2014.

Dynamical methods
We use dynamical diagnostics of the sources of atmospheric Rossby 
wave and their identification through the use of stream functions in 
Fig. 7 to investigate possible mechanisms of the influence of ESAC 
SIC variations on the atmosphere. In our case, dynamical diagnos-
tics of 300- hPa height over the ESAC region was of most interest, 
being of most variability. The strength of a Rossby wave source or 
sink in a region of the atmosphere at a given level is related to the 
propagation of Rossby waves (71)

Here, ζ is the absolute vorticity, vψ is the nondivergent or rota-
tional wind vector, where its components uψ and vψ here are con-
fined to a horizonal level and vχ is the corresponding divergent 
component of the wind.

Here, we diagnose differences in 300- hPa Rossby wave source 
globally in Fig. 7 between the 8 years over 1979–2015 with extremely 
low SIC and the 8 with extremely high SIC in the ESAC region using 
the westerly, u, and southerly, v, components of the wind at 300 hPa. 
This level is almost always in the upper troposphere at high lati-
tudes, unlike 200 hPa, and shows a stronger Rossby wave source. 
Equation 1 shows that the stream function ψ is important as it mea-
sures the nondivergent component of the wind which, as the left- 
hand side of Eq. 1 shows, is the component that propagates Rossby 
waves. The stream function can be calculated from the individual 
wind components using the vector relation

In Fig. 7, the zonal mean stream function has been removed be-
cause zonal mean summer winds are mostly westerly at 300 hPa in 
the extratropics, and much larger than the v component, rendering 
this necessary to highlight any quasi- zonal wave- like responses.

Statistical methods
We first use EOF analysis to extract the pattern for identifying the 
SNAO in JJA, JA, and August separately. This is used to extract or-
thogonal spatial patterns or EOFs of a vector x of p variables ex-
plaining the most variance. Here, we look for the linear vector 

function a1Tx of the elements of x with maximum variance where T 
is the transpose

In Eq. 3, the p a1j give the first EOF pattern. Next, we look for a 
linear function a2Tx uncorrelated with a1Tx that maximizes the re-
maining variance to give the second pattern, etc. In our case, the 
SNAO pattern of weights a1j is much the most important or very 
clearly the first EOF. Remaining EOFs of course are orthogonal to 
the SNAO and thus have independent time series for the same pe-
riod that the spatial patterns are calculated. A basic summary (71) 
and a detailed explanation of EOF analysis is readily available in 
many publications (89). It is possible to estimate the statistical sig-
nificance of an EOF pattern, but we have not done this here for the 
SNAO as this is a well- accepted pattern.

We also use a multivariate method known as maximum covariance 
analysis (89), sometimes referred to as SVD, which identifies the 
covariance structure between two different datasets. Climate applica-
tions of this method have been described in detail (90, 91). We use 
this to compare the maximally covarying patterns of Arctic- wide 
SIC with PMSL in the North Atlantic/European region in JJA, JA, 
and August separately. The method extracts the pair of patterns and 
their associated time series from two sets of data that maximally 
covary with each other as measured by their covariance squared. As 
with EOF analysis, further patterns can be extracted from the re-
sidual variability remaining after the variability associated with the 
first set of patterns is subtracted from the datasets. We do not need 
to compute any of the lower variance patterns here. Each set of 
pattern loadings can be projected onto the original data to give a 
time series of the amplitude of the set of patterns. If the first calcu-
lated pattern (the left vector) is projected onto the left set of original 
maps (thus the same variable), the resulting time series is called 
homogeneous. If the first calculated pattern is projected onto the 
second or right original time series (the other variable), the resulting 
time series is called heterogeneous. Here, we only calculate homoge-
neous time series of the first set of left and right vectors in the form 
of Arctic SIC changes (the left vector) and the PMSL in the North 
Atlantic/European region (the right vector) as these turn out to be 
the dominantly covarying ESAC SIC and SNAO PMSL patterns. 
This method can be viewed as a form of principal component analyses 
carried out on the SIC and PMSL datasets so as to match up their 
time series as closely as possible (89).

For calculating the uncertainties in the running lead- lag cor-
relations, we have adopted the following procedure. A Fisher z- 
transformation has been applied to the correlation coefficient (r) of 
each ensemble member of the CMIP6 simulations (or each year for 
the reanalysis) before calculating the 95% confidence level. The 
Fisher z- transformation of r is

Equations 5 and 6 below are then used to get the z values for the 
upper and lower confidence limits for a given lead/lag day from all 
ensemble members at the 95% confidence level

�ζ∕�t + v
�

. ∇ ζ = −∇. (v
�
ζ) (1)

vψ = k x ∇ψ (2)

a
1

T
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p
∑

j=1

a1j xj (3)
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2
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where zmean is the mean of z value for all members for the given 
lead/lag day; SD is their standard deviation; N is the number of 
members; z.95 is the 95% confidence interval equal to 1.96. Then 
zmean, zLower limit, and zUpper limit are converted to the mean, lower, 
and upper limits at the 95% confidence interval of correlation co-
efficient for all the members using Eq. 4

Last, when comparing the temporal correlation between two se-
ries, we noted whether the first few serial correlation coefficients 
were significantly different from zero in both series. If they differ 
from zero in only one series, the number of degrees of correlation 
freedom is not reduced. Thus, if N is the number of independent 
pairs of data for calculating the significance of a correlation coeffi-
cient, then the reduced effective number Ne when both datasets m 
and n are serially correlated is (92)

where the summation is done over all serial correlations |τ| < N 
until they are statistically insignificant. However, if either all serial 
correlations ρmm or all ρnn are insignificant (effectively zero), then it 
can be seen that Ne = N. Because the first serial correlation coeffi-
cients of all versions of the SNAO, the SVD1 patterns and the Rossby 
wave source index used here over 1979–2015 or 1961–2019 are not 
significantly different from zero over 1961–2019, we can use their 
nominal N − 2 or 35 correlation degrees of freedom to estimate the 
significance of correlations with SIC and Rossby wave source aver-
ages, despite appreciable serial correlation in the ESAC SIC data.

Supplementary Materials
This PDF file includes:
Figs. S1 to S9
tables S1 to S4
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