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Abstract
Despite the advancements in quantum convolution or quanvo-
lution, challenges persist in making quanvolution scalable, effi-
cient, and applicable to multi-dimensional data. Existing quan-
volutional networks heavily rely on classical layers, with mini-
mal quantum involvement due to inherent limitations in current
quanvolution algorithms. Moreover, the application of quanvo-
lution in the domain of 1D data remains largely unexplored. To
address these limitations, we propose a new quanvolution algo-
rithm–Quanv1D–capable of processing arbitrary-channel 1D data,
handling variable kernel sizes, and generating a customizable num-
ber of feature maps, along with a classification network–fully
quanvolutional network (FQN)–built solely using Quanv1D layers.
Quanv1D is inspired by the classical Conv1D and stands out from
the quanvolution literature by being fully trainable, modular, and
freely scalable with a self-regularizing feature. To evaluate FQN, we
tested it on 20 UEA and UCR time series datasets, both univariate
and multivariate, and benchmarked its performance against state-
of-the-art convolutional models (both quantum and classical). We
found FQN to outperform all compared models in terms of average
accuracy while using significantly fewer parameters. Additionally,
to assess the viability of FQN on real hardware, we conducted a
shot-based analysis across all the datasets to simulate statistical
quantum noise and found our model robust and equally efficient.
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1 Introduction
As Moore’s law approaches its physical limits in a classical setting,
a global shift is underway toward quantum computing to overcome
the limitations of classical computers [32].With companies like IBM
and Google actively testing and developing quantum computers
[1, 6], researchers are exploring themigration of classical algorithms
to the quantum domain in anticipation of a future where quantum
computing is commercially accessible. Given the fundamentally
different operating paradigms of quantum and classical systems, not
all classical algorithms can be directly implemented on quantum
computers [32]. However, achieving a semblance of performance
and functionality is highly desirable in most cases.

One prominent family of algorithms for which quantum equiv-
alents are being actively developed is machine learning (ML). ML
algorithms are computationally expensive, making them ideal can-
didates to benefit from the "quantum advantage" that quantum
computing promises. As a result, quantum machine learning (QML)
has emerged as a promising field, with progress in quantum adap-
tations of support vector machines [27, 37] and neural networks
[45, 46]. Quantum convolution, sometimes referred to as "quanvo-
lution" in some cases (the demarcation is elaborated in the next
section), has also undergone some development in recent years
[8, 17, 19, 30]. However, compared to their classical counterparts,
existing quanvolution modules often fall short in terms of perfor-
mance and utility. As such, further research and the development
of more robust quanvolutional frameworks are necessary.

This paper introduces a novel 1D quanvolutional framework that
demonstrates performance on par with classical convolution (and,
in some cases, outperforms it) while offering greater scalability and
modularity than existing quanvolutional models.

1.1 Background
In the literature, there are two variants of quantum convolution:
circuit-based and kernel-based. The circuit-based variant mimics
Conv2D and pooling layers with different quantum operations to
turn a convolutional neural network (CNN) into a quantum circuit
[8, 19]. However, unlike a typical convolution operation, this variant
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works with the entire flattened input instead of individual input
patches. Although the entire process can be executed on a quantum
computer, the scalability of circuit-based quantum convolution
compared to classical CNNs remains open for debate. For instance,
this variant struggles to encode large, complex image datasets in
this noisy intermediate-scale quantum (NISQ) era. Additionally,
the reliance of neural networks on nonlinearities conflicts with
quantum mechanics incapable of nonlinear operations.

In contrast, kernel-based quantum convolution, also known as
quanvolution, functions similarly to a single classical convolutional
layer [17]. Essentially, the quanvolution operation results from
quantum circuits substituting for typical filters or kernels inside a
convolutional layer. This approach offers greater flexibility than the
circuit-based variant, enabling the development of hybrid models
and training schemes. In a classical-quantum hybrid model, a quan-
tum computer deals with the primary computations–interactions
between input patches and filters–while classical computers handle
tasks like processing loss values and applying nonlinear activations
[35]. Owing to its versatility, the algorithm’s introduction remains
a staple in quantum-based computer vision with a wide range of
applications [22, 34, 49, 51, 53].

Our study focuses on the kernel-based quantum convolution, or
quanvolution, and aims to address various limitations outlined in
the following section.

1.2 Motivation
Quanvolutional neural networks are implemented as hybrid sys-
tems, where learning is achieved through the combined effort of
quantum and classical layers. In such architectures, the initial con-
volution layer in models like LeNet-5 [25] is replaced with a quan-
volutional layer, while the rest of the network remains unchanged.
Even when such models perform well, questions arise about the
valid contribution of quanvolutional layers—whether they play a
meaningful role or if the classical layers are doing the heavy lifting.
Additionally, with only one quantum layer, as is typical in quan-
volutional neural networks, it is uncertain if the model can truly
achieve the "quantum advantage."

The original quanvolution algorithm was initially designed to
work only with single-channel image patches [17]. Although some
studies have managed to extend its application to RGB or three-
channel images [21, 40], the algorithm still lacks the ability to
process data with an arbitrary number of channels. This limitation
restricts the placement of a quanvolutional layer deeper within
the network, as the number of channels typically increases in later
layers (observed in architectures like ResNet [16], EfficientNet [47],
Inception [44], and DenseNet [18]). Moreover, existing quanvolu-
tional algorithms can only produce a limited and fixed number of
feature maps because they rely on just one filter. In contrast, in
classical convolution, a layer utilizes multiple kernels or filters to ex-
tract varied but pertinent patterns from the same input, improving
the model’s generalization ability [24]. Additionally, owing to the
reliance on angle embedding or similar linear encoding, the existing
quanvolutional algorithms have to keep their kernel size small, or
the algorithm gets too computationally expensive. A smaller kernel
restricts the effective receptive fields [29], hindering the layer from
capturing broader contextual features. In the literature, the limited

number of output features resulting from a single filter has been
partially addressed by mapping the output of each wire to separate
output channels. However, the number of output features remains
relatively low due to the small kernel sizes, as the kernel size in-
fluences the number of wires in the circuit, consequently affecting
the number of feature maps. Furthermore, most implementations
do not use trainable weights for the quanvolutional layer, limiting
proper representation learning.

The 1D variant of quanvolution has received even less attention
in existing research. We found only two articles on 1D quanvo-
lution [39, 42]. Since these two studies drew inspiration from the
original 2D quanvolution, the limitations of the 2D variant, mainly
related to scalability, limited feature maps, and rigid kernel size,
carry over to the 1D variant. For instance, in the implementation
of Rivera-Ruiz et al. [39], the authors replaced the 2D kernel of
Henderson et al. [17] with a fixed-length, trainable 1D kernel and
kept the rest of the model as is by changing 2D convolutional layers
to 1D convolutional layers. Soltani et al. [42] used the same 1D
quanvolutional algorithm as Rivera-Ruiz et al. [39] while keeping
the weights of the quantum layer untrainable and replacing the
rest of the model with an echo state network. Aside from these two,
some studies also worked with quanvolution applied to 1D data
[26, 36, 40, 43, 51]. However, instead of adapting to a 1D variant
of quanvolution, they converted the 1D data into visual represen-
tations such as scalograms or spectrograms and then applied 2D
quanvolution.

Given all the restrictions and shortcomings of existing quanvo-
lutional algorithms, our motivation for this work was to create a
learnable, scalable, and modular quanvolutional layer that works
like modern convolutional layers and gives users the freedom to
choose the kernel size, the number of output feature maps, and
other common hyperparameters. We aimed to ensure that this layer
could be seamlessly integrated into any neural network, provided
the input dimensions were compatible, mirroring the versatility
of conventional convolution. In this study, we opted to work with
1D quanvolution to establish a strong foundational understanding
before advancing to the 2D variant. Moreover, given the constraints
of simulating quantum computing on classical hardware, 1D data
presents a practical advantage as it involves less computational
overhead compared to 2D. We evaluated our 1D quanvolutional
algorithm on 1D time series data, including univariate and multi-
variate datasets, to analyze the differences between quanvolution
and convolution in representation learning.

1.3 Contributions
As a main contribution, this study introduces the Quanv1D layer, a
quantum analog to the Conv1D layer. Similar to Conv1D, Quanv1D
supports multichannel data, variable kernel lengths, and adaptable
feature map generations. While designing this layer, we prioritized
efficiency and practicality, considering the limitations of current
quantum hardware and aiming to minimize computational costs.
For instance, based on the input requirements and desired out-
put, the layer adjusts itself by either using a higher number of
qubits with fewer circuits or reducing the number of qubits while
increasing the number of filters. Additionally, we reduced the qubit
usage with amplitude embedding for scalable data encoding, which
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Figure 1: (a) FQN’s overall architecture. It has three main parts–embedding, propagation, and projection–consisting of Quanv1D
layers. We included batch normalization and ReLU activation in the architecture for learning stability and non-linearity. GAP
denotes global average pooling. (b) Workflow inside the Quanv1D layer. Unlike a conventional filter found in a convolutional
layer, Quanv1D uses quantum circuits to generate feature maps.

resulted in a single filter requiring 𝑙𝑜𝑔2 (𝐶𝑖𝑛 ∗ 𝑘) qubits instead
of 𝐶𝑖𝑛 ∗ 𝑘 qubits stemming from linear mapping methods. Here,
𝐶𝑖𝑛 represents the input channel size, and 𝑘 represents the ker-
nel length. Furthermore, thanks to our carefully chosen ansatz,
Quanv1D exhibits a self-regularizing property that enhances train-
ing performance.

Our secondary contribution lies in designing an efficient quanvo-
lutional neural network for time series classification. We deviated
from the standard design where there is an overreliance on classical
layers and instead built a fully quanvolutional network (FQN) built
only with our Quanv1D layer. This design demonstrates the poten-
tial of stacked quantum layers to enhance representation learning
in temporal data without relying on classical layers. Moreover,
FQN is very lightweight, requiring substantially fewer trainable
parameters than its quantum and classical counterparts.

The following section provides detailed technical explanations
of Quanv1D and FQN’s design specifics. In Appendix A, we discuss
some quantum computing basics to help readers follow along.

2 Method
2.1 Quanv1D
In general, Conv1D accepts input in the form (𝑁,𝐶𝑖𝑛, 𝐿𝑖𝑛), where
𝑁 represents the batch size, 𝐶𝑖𝑛 is the number of input channels

or dimensions, and 𝐿𝑖𝑛 refers to the sequence length. The output
shape is (𝑁,𝐶𝑜𝑢𝑡 , 𝐿𝑜𝑢𝑡 ), where 𝐶𝑜𝑢𝑡 is a user-defined parameter
specifying the number of output channels following the quanvolu-
tion operation. The value of 𝐿𝑜𝑢𝑡 is computed using the following
equation:

𝐿𝑜𝑢𝑡 =

⌊
𝐿𝑖𝑛 + 2 × 𝑝 − 𝑑 × (𝑘 − 1) − 1

𝑠
+ 1

⌋
(1)

Here, 𝑘 stands for the kernel size, 𝑠 for the stride, 𝑝 for the
padding on both sides of the input, and 𝑑 for the spacing between
kernel points. Quanv1D has been designed to mimic a Conv1D
layer and follows the same patching operations [7]. For this reason,
we use the hyperparameters presented in Equation (1) to determine
the patches that will be input to the quanvolutional filters. These
hyperparameters, such as the kernel length, also affect quantum-
related calculations inside the layer, like how many quantum filters
there are, how many qubits are in a single filter, how many unitary
operations are in an ansatz, and so on.

This study uses amplitude embedding to convert the classical
information from the extracted patches into a quantum feature
space [41]. This method encodes 2𝑛 features into the amplitude
vector of 𝑛 qubits, as shown in the following equation:
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Table 1: Descriptions of the datasets used in the study.

Code Dataset Sample Length Dim Type Domain

D1 Chinatown 363 24 1 Traffic Urban planning
D2 SharePriceIncrease 1931 60 1 Financial Stock market
D3 SyntheticControl 600 60 1 Simulated Synthetic data analysis
D4 PhalangesOutlinesCorrect 2658 80 1 Image Osteology
D5 ECG200 200 96 1 ECG Cardiovascular diagnostics
D6 PowerCons 360 144 1 Device Smart grid
D7 ToeSegmentation2 166 343 1 Motion Biomechanics
D8 DiatomSizeReduction 322 345 1 Image Microbiology
D9 Earthquakes 461 512 1 Sensor Seismology
D10 InsectEPGRegularTrain 311 601 1 EPG Entomology
D11 StarLightCurves 9236 1024 1 Sensor Astronomy
D12 NerveDamage 204 1500 1 EMG Neurophysiology
D13 BinaryHeartbeat 409 18530 1 Audio Cardiovascular diagnostics
D14 Epilepsy 275 206 3 Sensor Human activity recognition
D15 EthanolConcentration 524 1751 3 Spectroscopy Chemical analysis
D16 Blink 950 510 4 EEG Brain-computer interface
D17 SelfRegulationSCP2 380 1152 7 EEG Brain-computer interface
D18 HandMovementDirection 234 400 10 EEG Brain-computer interface
D19 FingerMovements 416 50 28 EEG Brain-computer interface
D20 MotorImagery 378 3000 64 EEG Brain-computer interface
ECG: electrocardiogram; EPG: electrical penetration graph; EMG: electromyogram; EEG: electroencephalogram

|𝜓 ⟩ =
2𝑛∑︁
𝑖=1

𝛼𝑖 |𝑖⟩ (2)

In this equation, 𝛼𝑖 are the elements of the amplitude vector
𝛼 , and |𝑖⟩ represent the computational basis states. Each quanvo-
lutional filter takes an input of 𝐶𝑖𝑛 × 𝑘 features, requiring 𝑛 =⌈
log2 (𝐶𝑖𝑛 × 𝑘)

⌉
qubits for encoding. Before encoding, the features

are normalized using
√︁
𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝛼) to ensure |𝛼 |2 = 1. Addition-

ally, if𝐶𝑖𝑛 ×𝑘 is smaller than 2𝑛 , the features are padded with zeros
after normalization to match the required dimension size. We chose
amplitude embedding over the usual linear mapping method, such
as angle encoding, to reduce qubit usage and achieve compact data
representation. This approach ensures the modularity we tried to
achieve, which, otherwise, would be difficult to achieve with angle
encoding due to its requirement for an impractically large number
of qubits (even in simulations).

The matrix form of the chosen unitary operator, 𝑈 , is given by:

𝑈 (𝜃, 𝜙, 𝜆) =
(

cos(𝜃 𝜋
2 ) −𝑒𝑖𝜆 sin(𝜃 𝜋

2 )
𝑒𝑖𝜙 sin(𝜃 𝜋

2 ) 𝑒𝑖 (𝜙+𝜆) cos(𝜃 𝜋
2 )

)
(3)

Here, 𝜃 and 𝜆 are trainable, while 𝜙 is fixed but initialized ran-
domly. This is because, although𝜙 is essential for introducing phase
shifts within the circuit, its gradient during parameter updates is
theoretically derived to be zero (refer to Appendix F). Consequently,
it remains static throughout the optimization process.

For an 𝑛-qubit circuit, the unitary operator is applied to each
qubit, forming a layer of unitaries, and this layer is repeated 𝑘 times.
The total unitary operations can be expressed as follows:

𝑈total =
𝑘∏
𝑙=1

(
𝑛⊗
𝑖=1

𝑈𝑖𝑙 (𝜃𝑖𝑙 , 𝜙𝑖𝑙 , 𝜆𝑖𝑙 )
)

(4)

Here,𝑈𝑖𝑙 (𝜃𝑖𝑙 , 𝜙𝑖𝑙 , 𝜆𝑖𝑙 ) represents the unitary operation acting on
the 𝑖-th qubit in the 𝑙-th layer. Let |𝜓𝑜 ⟩ represent the quantum state
of the circuit after the unitary operations have been applied. The
following equations describe our decoding process:

𝐸𝑖 = ⟨𝜓𝑜 |𝑍𝑖 |𝜓𝑜 ⟩ (5)

𝑍𝑖 = 𝐼⊗(𝑖−1) ⊗ 𝑍 ⊗ 𝐼⊗(𝑛−𝑖 ) (6)

𝑍 =

(
1 0
0 −1

)
(7)

𝐼 =

(
1 0
0 1

)
(8)

Wemeasure each qubit in the circuit using Equation (5), where 𝐸𝑖
represents the expectation value and 𝑍𝑖 is the observable for the 𝑖-
th qubit. Although the circuit or filter’s operations and calculations
occur in the complex domain, the resulting expectation values are
real and fall within the range of [−1, 1]. For instance, an expectation
value close to −1 suggests a high probability of the qubit being in
the |1⟩ state and vice versa.

Each expectation value is mapped to a distinct output channel.
A filter with 𝑛 qubits will produce 𝑛 feature maps, and the total
number of filters required is

⌊
𝐶out+𝑛−1

𝑛

⌋
. However, if the total num-

ber of feature maps exceeds the user-defined number of output
channels, we discard the extra maps, retaining only 𝐶𝑜𝑢𝑡 feature
maps. Finally, we add a bias term to the generated features for each
output channel, just like in a classical convolutional layer.

2.2 FQN
The FQN architecture is designed to be parameter-efficient, built
exclusively with Quanv1D layers, as shown in Fig. 1. It consists of
three primary components: embedding, propagation, and projec-
tion. In summary, the embedding layer transforms the input into a
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Table 2: Classification performance across datasets. Each experiment is repeated five times. We present the mean and standard
deviation for test accuracy (%). Bold indicates the best performance.

Dataset FQN FCN QuanvNet* ESQN* OS-CNN ROCKET InceptionTime ModernTCN TimesNet†

D1 96.4 (1.2) 96.4 (0.8) 93.2 (5.1) 63.8 (17.1) 97.0 (0.6) 97.3 (0.0) 96.4 (1.2) 97.5 (0.6) 98.1 (0.8)
D2 59.5 (1.0) 59.0 (1.1) 58.0 (2.6) 48.2 (5.5) 61.9 (0.9) 57.6 (0.5) 62.3 (1.8) 61.3 (0.9) 62.0 (1.1)
D3 99.0 (0.4) 99.3 (0.4) 96.0 (2.0) 39.5 (4.8) 100.0 (0.0) 99.8 (0.4) 99.5 (0.5) 96.8 (0.7) 99.3 (0.4)
D4 78.7 (1.0) 82.0 (2.0) 70.9 (1.8) 61.2 (4.2) 81.0 (0.8) 82.6 (1.1) 80.5 (0.8) 82.5 (1.4) 81.3 (0.6)
D5 80.5 (4.1) 74.5 (2.7) 76.0 (7.2) 63.5 (4.5) 82.5 (3.1) 84.0 (1.4) 80.5 (2.1) 82.0 (3.3) 79.0 (3.8)
D6 93.3 (1.2) 99.2 (0.8) 87.2 (3.3) 62.8 (28.4) 92.2 (2.1) 95.8 (1.0) 97.2 (1.0) 99.4 (0.8) 99.2 (1.2)
D7 95.8 (1.7) 90.3 (3.3) 81.8 (8.6) 66.1 (6.9) 93.3 (3.3) 95.8 (1.7) 90.3 (2.5) 76.4 (5.0) 77.6 (8.2)
D8 98.1 (1.3) 100.0 (0.0) 89.1 (5.3) 59.4 (20.3) 92.2 (7.2) 100.0 (0.0) 98.8 (2.0) 100.0 (0.0) 99.4 (0.9)
D9 75.7 (2.3) 73.3 (4.5) 66.5 (12.3) 71.7 (9.3) 76.1 (2.4) 75.2 (2.1) 67.6 (4.7) 70.2 (3.7) 75.2 (2.7)
D10 100.0 (0.0) 100.0 (0.0) 100.0 (0.0) 49.4 (13.8) 100.0 (0.0) 100.0 (0.0) 100.0 (0.0) 100.0 (0.0) 100.0 (0.0)
D11 96.9 (0.3) 97.6 (0.2) 95.6 (0.6) 42.0 (6.2) 97.5 (0.3) 97.4 (0.2) 97.0 (0.3) 92.1 (1.9) 92.7 (0.5)
D12 99.5 (1.1) 99.5 (1.1) 98.5 (1.1) 28.8 (4.7) 100.0 (0.0) 97.6 (0.0) 100.0 (0.0) 55.1 (5.6) 78.5 (7.0)
D13 72.7 (1.1) 74.1 (3.4) 73.7 (4.1) 63.9 (8.8) 67.8 (1.4) 58.3 (2.0) 72.7 (3.5) 60.0 (6.8) –
D14 99.3 (1.0) 98.9 (1.0) – – 99.6 (0.8) 100.0 (0.0) 100.0 (0.0) 94.5 (3.6) 86.2 (4.2)
D15 30.9 (2.1) 26.1 (3.1) – – 36.0 (1.7) 36.2 (0.7) 33.0 (4.5) 26.7 (3.8) 28.6 (2.7)
D16 99.2 (0.3) 99.6 (0.2) – – 99.9 (0.2) 99.8 (0.3) 99.5 (0.4) 99.5 (0.0) 98.3 (0.8)
D17 56.8 (2.4) 44.7 (0.9) – – 53.2 (2.2) 56.1 (1.2) 53.4 (5.8) 51.1 (5.4) 49.2 (4.2)
D18 35.7 (3.5) 31.1 (6.3) – – 40.0 (6.6) 39.6 (2.4) 35.3 (4.1) 48.1 (7.3) 54.9 (2.8)
D19 56.1 (2.8) 55.7 (2.9) – – 53.0 (3.5) 56.4 (1.0) 52.5 (2.3) 57.4 (1.1) 53.7 (4.2)
D20 52.4 (1.1) 51.1 (6.6) – – 51.6 (3.1) 43.4 (0.0) 49.2 (2.4) 48.4 (7.1) 46.3 (5.2)

Average 78.8 77.6 – – 78.7 78.6 78.3 74.9 –
*The results for QuanvNet and ESQN are incomplete because these models can handle univariate data only.
†Due to its embedding scheme, TimesNet cannot handle sequence lengths larger than 5000. As such, TimesNet’s D13 performance is incomplete.

high-dimensional feature space, the propagation layers employ dila-
tion [52] to iteratively improve feature representations with longer
receptive fields, and the projection layer transfers these enhanced
features to a desired output space.

The embedding layer expands the raw input data into a learned
embedding dimension, 𝑑𝑖𝑚𝑒 , which helps aggregate local informa-
tion and prepares the data for more complex hierarchical feature
extraction. For long sequences, the kernel size 𝑘𝑒 can remain large
without shortening the sequence length, as padding is automatically
adjusted using

⌊
𝑘𝑒
2

⌋
. However, this adjustment is only applicable to

kernels with odd sizes. In addition, strides can reduce the input se-
quence length if necessary. For example, setting 𝑠𝑒 = 3 will shorten
the embedded feature sequence to one-third of the original input
length.

After the embedding stage, the propagation layers form the core
of the architecture. There are 𝑑𝑒𝑝𝑡ℎ propagation layers, each com-
posed of a Quanv1D layer, followed by batch normalization and
ReLU activation. These layers improve the embedded representa-
tion over time by reducing the internal covariate shift and adding
nonlinearity to the data. The dilation rate, 𝑑𝑖 = 𝑖 (where 𝑖 is the
layer index), linearly increases the network’s receptive field as the
depth grows. This allows the model to capture dependencies at
multiple scales–from local interactions in the lower layers to long-
range dependencies in the deeper layers–without increasing the
number of parameters. In the propagation layers, no padding was
applied, and 𝑠𝑝𝑟𝑜𝑝 was set to one. However, the kernel size, 𝑘𝑝𝑟𝑜𝑝 ,
was adjusted based on the specific dataset.

Following the propagation layers, the projection layer maps the
multi-scale, transformed features to a space corresponding to the

target classes. This allows the network to produce class-specific
feature maps. For this layer, the kernel size is set to 𝑘𝑝𝑟𝑜 𝑗 = 1,
with a stride of 𝑠𝑝𝑟𝑜 𝑗 = 1, no padding (𝑝𝑝𝑟𝑜 𝑗 = 0), and a dilation
rate of 𝑑𝑝𝑟𝑜 𝑗 = 1. We then apply global average pooling (GAP)
across the channel dimension and pass the pooled features to a
softmax classifier for final prediction. Using GAP instead of linear
layers helps prevent overfitting by reducing the number of trainable
parameters and acts as a form of regularization.

3 Experiments
3.1 Datasets and Models
To evaluate the performance of FQN (and Quanv1D), we utilized
20 datasets from the UEA and UCR time series archives [3, 10]. We
randomly selected the datasets but ensured a broad spectrum of
practical applications. As such, the selected binary and multi-class
datasets cover 15 different fields, with inputs that have different
sizes (up to 64 channels) and lengths (up to 18530). Table 1 provides
a detailed description of these datasets, and Appendix C outlines
the selection process used in this study.

Our goal was to compare FQN to a fully convolutional network
(FCN) with the same architecture and hyperparameters but with
classical convolutional layers. This comparison helped us examine
the differences between Quanv1D and Conv1D regarding training
and inference. We also added two 1D quanvolutional networks,
QuanvNet [39] and ESQN [42], in the mix. To assess FQN’s bench-
marking potential, we included ModernTCN [28], the current state-
of-the-art (SOTA) in time series classification, in the comparison,
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Figure 2: Variation of model parameter count against hyperparameter change. The base hyperparameters are: 𝐶𝑖𝑛 = 3, 𝑘𝑒 = 3,
𝑠𝑒 = 2, 𝑑𝑖𝑚𝑒 = 16, 𝑘𝑝𝑟𝑜𝑝 = 3, and 𝑑𝑒𝑝𝑡ℎ = 4. The parameter change is then observed by varying one hyperparameter at a time. For
illustration, we used a Gaussian filter for line smoothing.

alongside previous SOTAs, including TimesNet [50], OS-CNN [48],
ROCKET [12], and InceptionTime [20].

3.2 Time Series Classification
According to the performance results outlined in Table 2, FQN
outperforms FCN despite having substantially fewer parameters
(refer to Table 6).While FQN and FCN outperformed othermodels in
four cases (resulting in a tie), FQN was better overall and surpassed
FCN in ten cases. Since our goal with FQN was to develop a model
comparable or equivalent to FCN, the results in Table 2 highlight the
potential of quantum-based representation learning. The advantage
of FQN over FCN comes from its efficient parameter management
and self-regularization, which we discuss in the next section.

FQN consistently outperforms the other quantum models across
all datasets. In terms of stability, QuanvNet and ESQN exhibit the
highest variance in accuracy. Their subpar performance stems from
two main limitations: (i) a fixed, small kernel length that restricts
their ability to capture temporal relationships effectively and (ii)
reliance on a single circuit as a filter, which limits their capacity to
extract diverse patterns. Furthermore, ESQN does not have a train-
able quanvolution layer, and its randomness significantly impairs
learning. Since both models can only handle univariate time series
data, we could not evaluate them on all 20 datasets.

Although it is a common notion that more parameters lead to
better performance, a model with sufficient parameters to fit the
data properly–provided it is well-suited to the task–should not
underperform compared to a model with significantly more pa-
rameters [2]. This parametric efficiency was evident with FQN,
which performed on par with OS-CNN, ROCKET, and Inception-
Time—and even surpassing them in some cases—despite being very
lightweight (refer to Table 6). FQN also significantly outperformed
the current SOTA in time series classification, ModernTCN.

3.3 Parameter Efficiency
Despite both models sharing the same architecture and hyperpa-
rameters, FQN is, on average, 6.5 times lighter than FCN (refer to
Table 6). Figure 2 illustrates the parameter differences between the
two models across various hyperparameter settings. As seen in

the graph, the primary difference comes from 𝑑𝑖𝑚𝑒 , where FCN’s
parameter count grows exponentially, while FQN shows only a
gradual linear increase. While both models experience linear scal-
ing in parameter count as 𝑑𝑒𝑝𝑡ℎ increases, the rate of increase is
significantly higher for FCN. Additionally, Quanv1D’s efficient en-
coding and decoding processes help keep FQN’s parameter count
nearly constant for increasing 𝐶𝑖𝑛 , in contrast to FCN’s steady
linear growth. A higher 𝐶𝑖𝑛 typically requires more qubits (and
hence, more parameters), but Quanv1D minimizes this by utilizing
all available qubits in its circuits, thereby reducing the total number
of filters needed. This synergistic approach makes Quanv1D (and
FQN) more efficient in managing parameters.

Table 3 shows that FQN consistentlymaintains comparable losses
across the training, validation, and test sets. This uniformity con-
trasts with its classical counterpart, FCN, which often overfits and
achieves almost zero training loss but much higher validation and
test losses. However, after closely looking at Table 3 and how FQN
behaves during training, we hypothesize that having more param-
eters is not the sole reason why FCN fell behind FQN in multiple
datasets. To test this hypothesis, we rerun the experiments, ad-
justing the hyperparameters of FCN to ensure that the trainable
parameter for both FCN and FQN is equal. While reducing parame-
ters lessened overfitting in six cases (dropping from 12 to six), the
test accuracy declined for ten cases, causing overall performance
degradation. Therefore, FQN offers more stable learning than FCN
despite the number of parameters used.

3.4 Self-Regularization
Table 3 provides empirical evidence of FQN’s self-regularization,
which enabled it to generalize more effectively in most test cases.
Although this implicit regularization is partly due to the reduced
number of parameters, we believe it stems from the fundamental
nature of quantum operations within the Quanv1D layer. To illus-
trate this, consider a single-wire quanvolutional kernel (or quantum
circuit) with a single unitary operator. The derivatives of the output,
𝑄𝑜𝑢𝑡 , with respect to 𝜃 and 𝜆 for a given patch are expressed as
follows:
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Table 3: The mean loss values of FQN and FCN across datasets with different splits. For FCN*, the total number of trainable
parameters matches that of FQN.

FQN FCN FCN* FCN-FCN*

Dataset Train Val Test Train Val Test Overfitting? Train Val Test Overfitting? Change in accuracy (%)

D1 0.27 0.29 0.31 0.00 0.01 0.23 ✓ 0.00 0.01 0.17 ✓ 0.5
D2 0.61 0.68 0.68 0.01 2.87 2.51 ✓ 0.03 3.21 2.96 ✓ 0.5
D3 0.80 0.83 0.82 0.00 0.06 0.01 × 0.05 0.08 0.04 × -0.2
D4† 0.44 0.56 0.50 0.01 0.91 0.87 ✓ 0.48 0.53 0.51 × -5.2
D5 0.43 0.60 0.55 0.00 1.29 1.36 ✓ 0.01 1.09 0.59 ✓ 6.5
D6 0.40 0.44 0.43 0.00 0.00 0.02 × 0.00 0.02 0.02 × 0.0
D7 0.38 0.39 0.41 0.02 0.26 0.29 ✓ 0.13 0.48 0.27 ✓ 1.2
D8 0.68 0.54 0.59 0.17 0.00 0.00 × 0.17 0.08 0.08 × -2.2
D9† 0.48 0.82 0.57 0.00 4.19 1.70 ✓ 0.00 3.10 1.38 ✓ 0.7
D10 0.66 0.64 0.68 0.02 0.01 0.01 × 0.13 0.08 0.07 × 0.0
D11 0.36 0.38 0.38 0.00 0.36 0.17 ✓ 0.03 0.14 0.09 × -5.1
D12† 0.57 0.57 0.56 0.02 0.07 0.03 × 0.44 0.68 0.34 × -2.4
D13 0.58 0.67 0.58 0.01 2.14 1.19 ✓ 0.55 0.72 0.57 × -3.2
D14 0.50 0.53 0.51 0.00 0.07 0.03 × 0.01 0.08 0.07 × -2.2
D15 1.36 1.41 1.38 0.46 1.88 2.35 ✓ 0.96 1.52 1.67 ✓ 10.1
D16 0.15 0.19 0.17 0.00 0.01 0.02 × 0.08 0.21 0.21 × -3.5
D17 0.61 0.71 0.70 0.41 1.07 1.09 ✓ 0.64 0.75 0.71 × 7.6
D18 1.34 1.43 1.36 0.66 1.75 1.75 ✓ 1.36 1.40 1.36 × 2.6
D19 0.55 0.75 0.69 0.07 1.85 1.74 ✓ 0.61 0.85 0.75 × -2.9
D20† 0.67 0.71 0.70 0.39 1.12 1.14 × 0.68 0.70 0.71 × -3.7

Overall -0.1
†For these datasets, the grid search could not identify hyperparameters for FCN* that perfectly matched the parameter count of FQN.
As a result, FCN* has one additional trainable parameter for these cases–for instance, 3401 instead of the exact 3400 for D4.

𝑑𝑄𝑜𝑢𝑡

𝑑𝜃
= −𝜋 (𝑥21 − 𝑥22 ) sin(𝜋𝜃 ) − 2𝜋𝑥1𝑥2 cos(𝜆) cos(𝜃𝜋) (9)

𝑑𝑄𝑜𝑢𝑡

𝑑𝜆
= 2𝑥1𝑥2 sin(𝜆) sin(𝜃𝜋) (10)

Both equations demonstrate a sinusoidal relationship between
the derivatives and the weight values: 𝜃 and 𝜆. A sinusoidal func-
tion, naturally bound between -1 and 1, inherently constrains the
gradient update due to its periodicity. Additionally, the amplitude
embedding restricts the input values to a range between 0 and 1.
As the inputs are the coefficients of the sinusoids, the input scaling
limits the magnitude of the gradient updates even further. Together,
these factors help prevent extreme gradient values, promoting self-
regularization.

Similarly, we can extend this illustration to a two-qubit, two-
unitary circuit. The gradients for each wire with respect to the
weights are as follows:

𝑑𝑄𝑜𝑢𝑡

𝑑𝜃1
= −𝜋 (𝑥21 + 𝑥22 − 𝑥23 − 𝑥24 ) sin(𝜃1𝜋)

−2𝜋 (𝑥1𝑥3 + 𝑥2𝑥4) cos(𝜆1) cos(𝜋𝜃1)
(11)

𝑑𝑄𝑜𝑢𝑡

𝑑𝜃2
= −𝜋 (𝑥21 − 𝑥22 + 𝑥23 − 𝑥24 ) sin(𝜃2𝜋)

−2𝜋 (𝑥1𝑥2 + 𝑥3𝑥4) cos(𝜆2) cos(𝜋𝜃2)
(12)

𝑑𝑄𝑜𝑢𝑡

𝑑𝜆1
= (𝑥1𝑥3 sin(𝜆1) + 𝑥2𝑥4 sin(𝜆1)) sin(𝜋𝜃1) (13)

𝑑𝑄𝑜𝑢𝑡

𝑑𝜆2
= (𝑥1𝑥2 sin(𝜆2) + 𝑥3𝑥4 sin(𝜆2)) sin(𝜋𝜃2) (14)

𝜃𝑖 and 𝜆𝑖 represent the weights of the 𝑖-th wire. The regular-
ization effect is also evident in Equations (11, 12, 13, and 14). The
gradient update value discussed here applies to a single layer, but
because the model is fully quanvolutional, adding more layers will
not affect this behavior. Since gradient updates occur via a multi-
plicative chain rule, a similar regularization effect will propagate
across all layers. The derivation for the single-wire circuit can be
found in Appendix F, and the equations for the two-wire circuit
were derived using SymPy [31]. Note that the derivatives with
respect to 𝜙 are always zero.

3.5 Impact of Finite Shots
Despite the promise of FQN to classify real-world data, its im-
plementation on actual quantum computers remains a challenge.
Quanv1D is primarily theoretical, as we rely on analytical or raw
expectation values. In practice, this approach is not feasible be-
cause expectation values must be measured using a finite number
of shots. To assess our model’s performance under such conditions,
we conducted experiments starting with 1000 shots and continued
until FQN achieved the analytical benchmark.

Due to the high computational cost of simulating individual
measurement shots, we approximated their effects as sampling er-
rors. Specifically, we introduced stochastic perturbations to the
probability amplitudes to model the uncertainty from finite-shot
measurements. These perturbations were drawn from a normal
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Table 4: FQN’s performance under statistical noise. The model is evaluated five times for each shot count on the test sets. We
present the mean and standard deviation for test accuracy (%).

Number of shots

Dataset 1000 10000 100000 1000000 10000000 Analytical

D1 95.1 (0.8) 96.4 (0.8) – – – 96.4 (1.2)
D2 56.3 (0.3) 60.3 (0.7) – – – 59.5 (1.0)
D3 96.8 (0.4) 99.0 (0.4) – – – 99.0 (0.4)
D4 72.7 (0.9) 75.6 (0.6) 77.1 (0.4) 78.2 (0.2) 78.8 (0.1) 78.7 (1.0)
D5 80.5 (2.1) – – – – 80.5 (4.1)
D6 93.9 (0.8) – – – – 93.3 (1.2)
D7 95.2 (1.7) 95.8 (1.7) – – – 95.8 (1.7)
D8 97.5 (1.4) 98.1 (0.7) – – – 98.1 (1.3)
D9 76.1 (1.1) – – – – 75.7 (2.3)
D10 32.3 (1.1) 53.5 (2.1) 71.0 (0.0) 100.0 (0.0) – 100.0 (0.0)
D11 96.2 (0.1) 96.9 (0.1) – – – 96.9 (0.3)
D12 85.4 (0.0) 99.5 (1.1) – – – 99.5 (1.1)
D13 72.9 (1.8) – – – – 72.7 (1.1)
D14 96.0 (0.8) 98.2 (1.3) 100.0 (0.0) – – 99.3 (1.0)
D15 30.9 (0.5) – – – – 30.9 (2.1)
D16 98.4 (0.5) 99.3 (0.3) – – – 99.2 (0.3)
D17 57.4 (3.0) – – – – 56.8 (2.4)
D18 26.4 (1.9) 28.5 (1.2) 32.8 (1.2) 34.5 (1.0) 35.7 (1.0) 35.7 (3.5)
D19 54.7 (1.6) 56.2 (0.7) – – – 56.1 (2.8)
D20 52.4 (1.4) – – – – 52.4 (1.1)

distribution, N(0, 𝑝 (1−𝑝 )𝑛 ), where the variance corresponds to the
squared standard error of a Bernoulli process over 𝑛 shots. Since
each shot outcome follows a Bernoulli distribution, this formula-
tion approximately captures the statistical fluctuations. With this
method, we significantly reduced computational time and memory
usage compared to explicitly simulating each shot or employing
parallel processing, allowing us to simulate any number of shots
efficiently. The results of the shot-based analysis are presented in
Table 4.

Since we begin with a sufficiently large number of shots (1000),
FQN achieves analytical accuracy in the first run for some cases.
However, a consistent trend is that FQN converges as the number
of shots increases, aligning with the law of large numbers [15].
Interestingly, the introduced noise can sometimes enhance per-
formance, even surpassing the noise-free analytical baseline, as
observed across multiple datasets. This result is in accordance with
previous studies on QML [9, 13, 14] and classical neural networks
[4, 38], which suggest that noise can, in certain cases, enhance data
learning, promote robustness, and improve generalizability.

3.6 Ablation Study
Although FQN primarily uses a quantum layer, Quanv1D, the model
itself is a classical-quantum hybrid, as we had to use batch normal-
ization and ReLU activation in our implementation. We have used
the batch normalization layers to help maintain an even distribution
over the limited working range of [-1, 1] of Quanv1D by mitigating
the covariance shift and ReLU activations to add nonlinearity in the
otherwise linear model to facilitate better training. We found that
removing batch normalization layers reduces the accuracy of the
model by 32%, while removing ReLU decreases performance by 6%

on average, highlighting the importance of their functionalities. In
particular, batch normalization plays a critical role in stabilizing the
outputs, which otherwise exhibit low variance or skewed/biased
means. Without batch normalization layers, the model simply fails
to converge.

4 Concluding Remarks
The primary objective of this study was to introduce a QML algo-
rithm for quantum computers, aiming to create a quantum equiv-
alent of a well-established and widely used classical method, 1D
convolution. We designed our proposed quanvolution algorithm,
an analog to convolution, with NISQ-related constraints in mind,
and it proved effective in temporal data learning tasks. In fact, it
was able to outperform contemporary classical models in some
cases, thanks to its efficient parameter management and inherent
regularization. Despite our model being a theoretical framework,
it remained effective when we simulated a realistic scenario with
statistical noise. Our proposed model, FQN, incorporates nonlin-
ear activation functions, which present a challenge in a quantum
environment. But the computational overhead for these activation
functions is negligible, and the network should, in theory, work well
in a classical-quantum hybrid framework. Previous studies have
demonstrated promising results for similar hybrid approaches with
smaller models [45, 46]. As the world moves toward fault-tolerant
quantum computing with increased qubits, we are optimistic that,
under the right conditions, our model will achieve performance
close to its theoretical potential. Nonetheless, much progress is still
required before reaching that point.
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4.1 Limitations
For this study, we tested our FQN only on classification tasks and
have yet to explore regression and data imputation problems. Using
a fully quanvolutional structure for these tasks will be challenging,
as Quanv1D’s output is in the range of -1 to 1, which limits its
applicability for tasks that require output values beyond this range.
Additionally, for multi-class problems, we noticed that training
FQN gets complicated due to the limited number of parameters
and/or the usage of classical optimizers on a quantum model.

In addition to these limitations, we believe it is important to
address the constraints related to hardware implementation. Our
quanvolutional layer is mainly theoretical and is simulated using
classical computers. Given the constraints associated with the NISQ
era, it remains uncertain whether we can achieve this level of im-
plementation, as we did not have access to real hardware to ver-
ify our algorithm. Moreover, although amplitude encoding offers
improved parameter efficiency for the model, it significantly in-
creases circuit depth [22, 41], posing further challenges. Finally, the
high computational complexity of FQN makes classical simulation
difficult. For comparison, the time complexity of quanvolution is
O(𝑘2×𝑐2

𝑖𝑛
×𝑐𝑜𝑢𝑡 ), whereas that of convolution is O(𝑘 ×𝑐𝑖𝑛 ×𝑐𝑜𝑢𝑡 ),

where 𝑘 is the kernel length, 𝑐𝑖𝑛 is the input dimension, and 𝑐𝑜𝑢𝑡 is
the number of output channels. Optimizing the design to reduce
simulation complexity remains an area for future exploration.

4.2 Future Work
Our immediate priority is to improve the model’s performance
with a larger number of classes and streamline its design to min-
imize time complexity. After completing the classification phase,
we will address the output range limitation of -1 to 1 for regression
and forecasting tasks. While the output of the quantum layer can-
not be altered, we aim to design an activation function that maps
outputs to a higher range while preserving distinct quantum prop-
erties. Evaluating the model on diverse temporal data learning tasks
will help establish the true operational scope of 1D quanvolution.
Additionally, we plan to integrate quantum-aware optimizers to
enable more informed gradient updates, promoting stable and ro-
bust learning. Finally, considering the aforementioned constraints,
transitioning from 1D to 2D quanvolution while maintaining this
level of modularity will be a significant challenge. Nevertheless, we
believe that this progression is the logical next step, especially for
expanding applications into image processing and computer vision.
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A Preliminaries
Quantum bits, or qubits, are the fundamental units of quantum
computation. Unlike classical bits, which can only exist in one of
two definite states (0 or 1), qubits can be in the 0 state (|0⟩), the 1
state (|1⟩), or any linear combination (superposition) of these states,
expressed as |𝜓 ⟩ = 𝛼 |0⟩ +𝛽 |1⟩. Here, 𝛼 and 𝛽 are complex numbers
that satisfy the condition |𝛼 |2+|𝛽 |2 = 1. This superposition property
allows quantum operations to act on multiple states simultaneously,
which classical computers cannot achieve. When combined with

the phenomena of entanglement and interference, superposition
forms the basis of "quantum advantage"–the ability of quantum
systems to solve specific problems more efficiently than classical
systems.

Quantum circuits provide the framework for modeling quan-
tum computations; wires represent qubits, and gates correspond to
quantum operations that manipulate these qubits. In the context of
applying QML to classical data, quantum circuits typically consist
of three main phases: encoding, manipulation, and measurement.

(1) Encoding: In this phase, classical information is mapped
into a quantum Hilbert space, preparing the quantum system
for computation. Two widely used encoding methods are
angle encoding and amplitude encoding. Angle encoding
represents classical values as angles of rotation gates applied
to qubits, typically starting from the |0⟩ state. This method
requires 𝑛 qubits to encode 𝑛 classical features. Amplitude
encoding or embedding, in contrast, stores classical data
in the amplitudes of a quantum state, allowing 𝑛 qubits to
represent up to 2𝑛 classical values.While amplitude encoding
is highly efficient in terms of qubit usage, preparing such
states can be computationally intensive.

(2) Manipulation: After encoding, the quantum data is pro-
cessed using a sequence of quantum gates. Researchers often
design parameterized quantum circuits, known as ansatz,
which include gates such as Hadamard, Controlled-NOT
(CNOT), and rotations around the X, Y, and Z axes. These
gates enable critical quantum phenomena for quantum ad-
vantage. For example, the Hadamard gate creates superposi-
tion, while the CNOT gate establishes entanglement.

(3) Measurement: The final stage involves measuring quantum
states to extract classical outcomes. Measurement causes
the quantum state to collapse into one of its basis states
(either 0 or 1). Due to the probabilistic nature of quantum
measurement, multiple repetitions (referred to as "shots")
are performed to gather sufficient statistics. With enough
measurements or experimental reruns, the outcomes reliably
reflect the expected or analytical results of the quantum
computation.

B Experimental Setup
In this study, we conducted the experiments on an NVIDIA GeForce
RTX 4060 Ti 16GB GPU using PyTorch [33].

C Dataset Setup
The datasets used in this experiment were taken from the UEA
and UCR archives [3, 10]. Among the 150+ datasets available in the
archive, we have considered a subset of 20. The selected datasets,
alongwith their descriptions, are provided in Table 1. Our dataset se-
lection criteria were primarily based on the domain and its real-life
applicability, i.e., we wanted to cover as many domains as possible
to test our proposed model. The considered datasets come from
15 different domains and include a mix of both binary and multi-
class classification tasks. A major portion of the selected datasets is
univariate, as QuanvNet [39] and ESQN [42], two of our baselines,
only work on univariate data. One exception to the criteria was
the selection of multiple EEG datasets. This was due to the high
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Table 5: Total trainable parameters of FQN with its hyperparameters.

Dataset Batch size Parameters LR decay factor 𝑘𝑒 𝑠𝑒 𝑑𝑖𝑚𝑒 𝑘𝑝𝑟𝑜𝑝 𝑑𝑒𝑝𝑡ℎ

D1 64 856 0.85 9 1 16 3 4
D2 256 908 0.85 15 3 16 3 3
D3 128 2988 0.85 15 2 48 3 4
D4 256 2576 0.75 21 2 32 3 4
D5 32 1808 0.75 31 4 16 3 4
D6 64 4434 0.75 33 2 32 7 4
D7 32 3200 0.75 31 5 24 5 5
D8 32 6098 0.8 45 4 32 9 4
D9 64 3400 0.9 21 5 32 5 5
D10 32 2796 0.75 33 5 16 9 5
D11 128 3400 0.8 21 8 32 5 5
D12 32 3440 0.85 41 10 16 7 6
D13 32 1166 0.9 15 20 8 7 5
D14 64 6072 0.85 25 3 64 3 5
D15 128 4858 0.85 45 10 24 7 7
D16 128 3618 0.85 41 5 24 5 5
D17 64 4882 0.85 41 9 32 5 5
D18 128 1488 0.75 9 2 8 5 9
D19 64 728 0.75 5 2 16 3 4
D20 16 524 0.9 3 25 16 3 3

Table 6: Parameter counts across datasets. The table shows the ratio of total trainable parameters for each model relative to
FQN. Bold indicates the least number of parameters.

Dataset FQN FCN QuanvNet* ESQN* OS-CNN ROCKET InceptionTime ModernTCN TimesNet†

D1 ×1.0 ×4.0 ×108.0 ×1.2 ×567.4 ×23.4 ×552.2 ×11.8 ×203.6
D2 ×1.0 ×3.0 ×101.8 ×1.1 ×377.3 ×22.0 ×520.5 ×13.7 ×194.5
D3 ×1.0 ×9.1 ×23.4 ×0.8 ×85.3 ×29.8 ×117.4 ×5.0 ×45.7
D4 ×1.0 ×7.9 ×27.2 ×0.3 ×91.3 ×5.9 ×139.0 ×4.0 ×52.3
D5 ×1.0 ×2.1 ×51.1 ×0.6 ×161.1 ×11.1 ×261.4 ×8.1 ×99.0
D6 ×1.0 ×6.8 ×20.8 ×0.2 ×61.4 ×4.5 ×106.6 ×4.0 ×41.0
D7 ×1.0 ×4.9 ×28.9 ×0.3 ×71.6 ×6.3 ×147.7 ×9.5 ×60.9
D8 ×1.0 ×6.4 ×15.2 ×0.3 ×37.6 ×13.1 ×77.6 ×8.7 ×35.6
D9 ×1.0 ×7.9 ×27.2 ×0.3 ×69.3 ×5.9 ×139.0 ×12.2 ×60.5
D10 ×1.0 ×4.4 ×33.2 ×0.5 ×84.3 ×21.4 ×169.1 ×23.7 ×82.4
D11 ×1.0 ×6.4 ×23.3 ×0.4 ×59.0 ×15.0 ×118.4 ×26.8 ×67.9
D12 ×1.0 ×3.4 ×27.0 ×0.4 ×68.5 ×17.4 ×137.4 ×44.4 ×92.1
D13 ×1.0 ×2.2 ×79.3 ×0.9 ×202.2 ×17.2 ×405.4 ×1024.4 –
D14 ×1.0 ×11.1 – – ×54.2 ×13.2 ×78.0 ×17.3 ×32.8
D15 ×1.0 ×6.1 – – ×53.6 ×18.0 ×106.7 ×157.5 ×89.6
D16 ×1.0 ×4.0 – – ×80.9 ×6.8 ×160.4 ×56.2 ×69.7
D17 ×1.0 ×7.2 – – ×49.5 ×4.1 ×97.1 ×118.8 ×50.6
D18 ×1.0 ×2.9 – – ×207.9 ×68.0 ×403.6 ×516.1 ×191.2
D19 ×1.0 ×7.6 – – ×7195.1 ×27.5 ×656.4 ×576.4 ×245.3
D20 ×1.0 ×10.6 – – ×565.8 ×38.2 ×925.1 ×25452.0 ×707.7
Average ×1.0 ×6.5 – – ×174.3 ×14.3 ×157.2 ×292.7 –
*The results for QuanvNet and ESQN are incomplete because these models can handle univariate data only.
†Due to its embedding scheme, TimesNet cannot handle sequence lengths larger than 5000. As such, TimesNet’s D13 performance
is incomplete.

variability and low statistical power of EEG datasets [5, 11], along
with their high dimensionality.

All datasets were processed following the same procedure. We
first applied Z-normalization to the entire dataset, followed by
a 60:20:20 split for training, validation, and testing. For multi-
dimensional data, we performed Z-normalization on each input

channel individually. We saved the normalization factors and data
splits to ensure reproducibility and fair comparisons among mod-
els trained on the same datasets. Additionally, we calculated class
weights and integrated them into the cross-entropy loss function
to address class imbalances in several datasets.
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D Training Setup
We trained each model for 200 epochs, opting for a learning rate
scheduler instead of early stopping. As mentioned before, our objec-
tive was to evaluate the differences in learning between Quanv1D
and traditional convolutional layers. The scheduler had a patience
of 5 epochs and a relative threshold of 0.001, monitoring the val-
idation loss to reduce the learning rate by different factors when
performance plateaued. We varied the decay factor to ensure stable
training and minimize overfitting. However, for consistency, the
decay factor remained the same across all comparison models for
each dataset. The data specific factors are presented in Table 5.

We optimized all the models using Adam [23], starting with de-
fault values set by PyTorch. The initial learning rate for all datasets
was 0.01, except for D10 and D12, where it was 0.001. We repeated
all the experiments five times without using any specific seeds.

E Model Setup
Table 5 presents FQN’s hyperparameters for each dataset. Note that,
for fairness, we also use the same batch size for other models under
comparison. In the case of FCN, the hyperparameters are identical
to the values presented in Table 5. In the table, 𝑑𝑒𝑝𝑡ℎ refers to the
number of propagation layers.

We utilized the official implementations retaining the hyperpa-
rameters recommended by respective authors for the SOTA convo-
lutional models. Since no code was available, we implemented the
quantum models from scratch based on the approach outlined in
the respective papers.

F Gradient Derivation
Let us consider a one-wire, one-unitary quantum circuit where the
number of inputs is 2. Before being processed by the circuit, the
inputs undergo amplitude embedding, such that the input vector is
given by:

|𝑥𝑖𝑛𝑝𝑢𝑡 ⟩ =
(
𝑥1
𝑥2

)
(15)

The output state of the quantum circuit after applying a unitary
transformation parameterized by angles 𝜃 , 𝜙 , and 𝜆 is described as:

|𝜓𝑜 ⟩ = 𝑈 (𝜃, 𝜙, 𝜆) ∗ 𝑥𝑖𝑛𝑝𝑢𝑡

=

(
𝑥1 ∗ cos(𝜃 𝜋

2 ) − 𝑥2 ∗ 𝑒𝑖𝜆 sin(𝜃 𝜋
2 )

𝑥1 ∗ 𝑒𝑖𝜙 sin(𝜃 𝜋
2 ) + 𝑥2 ∗ 𝑒𝑖 (𝜙+𝜆) cos(𝜃 𝜋

2 )

) (16)

After passing through the measurement block, the output 𝑄𝑜𝑢𝑡

is computed as the expectation value of the Pauli-Z operator:

𝑄𝑜𝑢𝑡 = ⟨𝜓𝑜 |𝑍 |𝜓𝑜 ⟩ (17)
Substituting |𝜓𝑜 ⟩ into this expression and simplifying, we obtain:

𝑄𝑜𝑢𝑡 = 𝑥21 cos
2 (𝜃 𝜋

2
) + 𝑥22 sin

2 (𝜃 𝜋
2
) − 𝑥1𝑥2 cos 𝜆 sin(𝜋𝜃 )

−𝑥21 sin
2 (𝜃 𝜋

2
) − 𝑥22 cos

2 (𝜃 𝜋
2
) − 𝑥1𝑥2 cos 𝜆 sin(𝜋𝜃 )

= (𝑥21 − 𝑥22 ) cos
2 (𝜃 𝜋

2
) − (𝑥21 − 𝑥22 ) sin

2 (𝜃 𝜋
2
) − 2𝑥1𝑥2 cos 𝜆 sin(𝜋𝜃 )

(18)

Now, the derivatives of 𝑄𝑜𝑢𝑡 with respect to 𝜃 , 𝜆, and 𝜙 are:

𝑑𝑄𝑜𝑢𝑡

𝑑𝜃
= −2𝜋

2
(𝑥21 − 𝑥22 ) cos(𝜃

𝜋

2
) sin(𝜃 𝜋

2
)

−2𝜋
2
(𝑥21 − 𝑥22 ) sin(𝜃

𝜋

2
) cos(𝜃 𝜋

2
) − 2𝜋𝑥1𝑥2 cos(𝜆) sin(𝜋𝜃 )

= −𝜋 (𝑥21 − 𝑥22 ) sin(𝜋𝜃 ) − 2𝜋𝑥1𝑥2 cos(𝜆)𝑐𝑜𝑠 (𝜋𝜃 )

(19)

𝑑𝑄𝑜𝑢𝑡

𝑑𝜆
= 2𝑥1𝑥2 sin(𝜆) sin(𝜋𝜆) (20)

𝑑𝑄𝑜𝑢𝑡

𝑑𝜙
= 0 (21)

G Parameter Efficiency (Extended)
Compared to SOTA convolutional models such as InceptionTime,
OS-CNN, TimesNet, and ModernTCN, FQN is over 150 times lighter
(refer to Table 6). It is about 14 times more parameter-efficient than
ROCKET, the widely recognized industry-standard lightweight time
series model. The only model with fewer parameters than FQN is
ESQN, which achieves this by having no trainable layers aside from
a single linear layer.

H FQN vs Quantum Noise
Related to practical deployment, we introduced finite-shot analysis
for realistic measurement scenarios. However, considering only
measurement error provides an incomplete picture of the noise
present in real-world quantum systems. As such, after the review
comments, we extended our noise model beyond measurement
error by incorporating three complementary mechanisms: ampli-
tude perturbation, coherent unitary misrotations, and depolarizing
noise. Amplitude perturbation simulates numerical imprecision
and partial decoherence by adding small Gaussian noise (𝜖 = 0.001)
and dropout (𝑝 = 0.01) to the state amplitudes, modeling gate infi-
delity and depth-induced noise. Coherent unitary noise captures
analog control errors through systematic gate misrotations, imple-
mented by perturbing rotation angles with Gaussian noise of the
same scale. This models calibration drift and hardware inaccura-
cies. Depolarizing noise is approximated by randomly applying
a single-qubit Pauli operator (X, Y, or Z) with 1% probability, in-
troducing stochastic errors similar to environmental decoherence.
While this approach does not capture the full statistical mixing of a
true depolarizing channel, it serves as a lightweight, differentiable
approximation compatible with state-vector simulation. Together,
these mechanisms offer a practical and expressive model of NISQ-
era noise. We recognize that actual hardware may introduce further
complications, but we aimed to simulate its behavior as closely as
possible. Even under these noisy conditions, FQN showed robust-
ness (around 3% overall performance degradation), which is still
comparable to some SOTA architectures.
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