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This paper investigates the flexural bearing behavior of reinforced concrete beams through 
experimental analysis and advanced machine learning predictive models. The primary problem 
centers around understanding how varying compositions of construction materials, particularly the 
inclusion of recycled aggregates and carbon fiber-reinforced polymer (CFRP), affect the structural 
performance of concrete beams. Eight beams, including those with natural aggregates, recycled 
aggregates, fly ash, and CFRP, were tested. The study employs state-of-the-art machine learning 
frameworks, including Random Forest Regressor (RFR), XGBoost (XGB), and LightGBM (LGBM). The 
formation of these models involved data acquisition from experiments, preprocessing of key input 
features (such as rebars area, cement portion, recycled and natural aggregate masses, silica fume, fly 
ash, compressive strength, and CFRP presence), model selection, and hyperparameter tuning using 
Pareto optimization. The models were then evaluated using performance metrics like Mean Squared 
Error (MSE), Mean Absolute Error (MAE), and coefficient of determination (R2). Outputs focus on load-
induced deflection and mid-span displacement. With a dataset of 4851 samples, the optimized models 
demonstrated excellent performance. The experimental results revealed substantial enhancements in 
both compressive strength and load-bearing capacity, notably observed in beams incorporating 70% 
recycled aggregate and 10% silica fume. These beams exhibited a remarkable increase in compressive 
strength of up to 53.03% and a 7% boost in load-bearing capacity compared to those without recycled 
aggregate. By integrating experimental analysis with advanced computational techniques, this study 
advances the understanding of eco-friendly construction materials and their performance, shedding 
light on the intricate interactions between sustainable construction materials and the flexural bearing 
behavior of beams.

Keywords Flexural bearing behavior, Reinforced concrete beams, Recycled aggregates, Fly ash, Carbon 
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The global construction industry confronts pressing environmental challenges, leading to a surge in the use 
of recycled aggregates (RA) derived from construction and demolition waste (CDW). Wang et al.1 examined 
historical evolution, inherent defects, and improvement methods of recycled aggregate concrete (RAC). Building 
on this foundation, the flexural behaviour of concrete beams incorporating treated wastewater, recycled concrete 
aggregates, and fly ash was investigated by Abushanab and Alnahhal2. The study meticulously evaluated the 
influence of RCA and fly ash on the flexural behaviour and ultimate capacity of reinforced concrete (RC) beams. 
In contrast, the present study integrates experimental analysis with machine learning models—Random Forest 
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Regressor (RFR), XGBoost (XGB), and LightGBM (LGBM)—to predict beam deflection based on parameters 
like recycled aggregates, natural aggregates, silica fume, CFRP presence, and compressive strength. Pareto 
optimization is also employed to fine-tune the models, offering a predictive tool for sustainable construction 
and enhancing the understanding of eco-friendly materials in steel-reinforced concrete beams.

Several studies have significantly contributed to understanding the feasibility and structural performance of 
recycled aggregate concrete (RAC). Sato et al.3 conducted flexural loading tests on reinforced recycled concrete 
members, confirming the technical feasibility of incorporating RAC in RC beams. Momeni et al.4 focused 
on flexural strength, introducing intelligent models for predicting the ultimate flexural strength of recycled 
reinforced concrete (RRC) beams. González-Taboada et al.5 employed regression and genetic programming to 
predict key mechanical properties of structural recycled concrete, contributing valuable tools for sustainable 
construction. Ignjatović et al.6 investigated the flexural behavior of RAC beams, providing insights into the 
material properties of recycled aggregate concrete.

Velay-Lizancos et al.7 explored the impact of using recycled aggregate in precast beams, conducting real-
scale tests with varying proportions. Arezoumandi et al.8 experimentally investigated the flexural strength 
of full-scale reinforced concrete beams with 100% RCA, revealing comparable ultimate flexural strength to 
conventional concrete (CC) beams but with approximately 13% higher deflection. Choi et al.9 emphasized the 
importance of utilizing recycled aggregates in RAC beams to address concrete waste challenges. Tošić et al.10 
compiled a comprehensive database on the flexural and shear strength of reinforced RAC beams, comparing 
results to Eurocode 2 predictions. Collectively, these studies have provided valuable insights into the mechanical 
properties and structural behaviour of recycled aggregate concrete, offering a foundation for its sustainable 
application in construction.

The integration of basalt macro-fibres with RCA in Ghoniem’s research employed advanced computational 
methods to assess the shear capacity of fibrous RAC beams11. The study highlighted the evolving role of numerical 
modelling and deep learning techniques in understanding and predicting the behaviour of sustainable structural 
elements. Meanwhile, Sojobi and Liew12 study the flexural behaviour and efficiency of reinforced recycled 
concrete beams using CFRP laminate, showcasing the exploration of innovative materials to enhance structural 
performance.

Kar and Biswal13 addressed broader applications and conducted comprehensive review on the use of fiber-
reinforced polymer (FRP) composites for shear rehabilitation of RC flexural members. Their work drew from 
an extensive range of experimental studies, critically evaluating the impact of various parameters on the shear 
behaviour of FRP-strengthened RC beams. Recognizing the versatility of FRP, especially Carbon FRP (CFRP), in 
enhancing the structural performance of RC elements, the study underscored its significance beyond traditional 
applications, exploring its innovative role in strengthening the shear tensile zone of structures. Seminal works 
by Abdelkarim et al.14, Karayannis and Golias15, and Ruan et al.16 contributed to the broader understanding of 
FRP’s influence on structural behaviour, covering aspects such as FRP content, behaviour of slender RC beams, 
and flexural characteristics of concrete beams reinforced with various FRP materials. Ghalehnovi et al.17 further 
extended this exploration by examining the impact of Steel Fiber-Reinforced Concrete (SFRC) jacketing on the 
flexural performance of Coarse Recycled Aggregate Reinforced Concrete (CRARC) beams. Their study provided 
valuable insights for optimizing the behaviour of SFRC-jacketed recycled aggregate concrete elements.

The conventional approach to assessing shear and flexural capacities in concrete is labor-intensive and 
time-consuming. To address these challenges, researchers are increasingly adopting advanced computational 
methods such as Machine Learning (ML), Artificial Neural Networks (ANNs), and Deep Learning (DL)18. For 
instance, Murad et al.19 used Gene Expression Programming (GEP) to develop a simplified model for predicting 
the flexural behavior of fiber-reinforced polymer (FRP) reinforced concrete beams. Their findings revealed 
that the GEP model, built using six main parameters, showed high accuracy with R-squared values close to 
those of the ACI-440-17 and CSA S806-12 guidelines, indicating its reliability in predicting the beams’ flexural 
strength. Similarly, Momeni et al.4 developed ANN models, enhanced by particle swarm optimization (PSO) 
and imperialist competitive algorithm (ICA), to predict the ultimate flexural strength of RRC beams. Their 
experimental results indicated a 10% reduction in flexural strength for RRC beams compared to conventional 
beams made with natural aggregates. The PSO-based ANN model exhibited high prediction accuracy, with 
correlation coefficients of 0.997 and 0.994 for the testing data, outperforming the ICA-based and conventional 
ANN models.

In another significant study, Yuan et al.20 used ensemble ML methods to predict the compressive and flexural 
strengths of RAC, with random forest outperforming gradient boosting. Tran et al.21 improved predictions of 
recycled concrete compressive strength using hybrid models combining ML and PSO, such as Gradient Boosting 
(GB)_PSO and Extreme Gradient Boosting (XGB)_PSO, with GB_PSO showing the highest accuracy. Rezaiee-
Pajand et al.22 employed the ICA to predict the mechanical strengths of RCA concrete, achieving mean absolute 
errors of 0.54, 0.36, and 0.48 for compressive, flexural, and tensile strength predictions, respectively.

Recent studies further expand on the use of ML in sustainable construction. Al Martini et al.23 investigated 
concrete mixes with RCA and supplementary cementitious materials, developing ML-based models for 
predicting compressive and flexural strengths. Wakjira et al.24 proposed ML models for predicting the shear 
capacity of RC beams strengthened with inorganic composites, with the XGB model demonstrating superior 
prediction capability. In another study, Wakjira et al.25 developed a super-learner ML model for predicting the 
flexural capacity of FRP-RC beams, outperforming existing code and guideline equations. Additionally, Wakjira 
et al.26 used various ML models to predict the shear capacity of FRP-RC beams, with XGB providing the best 
performance. These studies highlight the potential of advanced ML techniques to enhance prediction accuracy 
for concrete properties, promoting sustainable construction practices by enabling the broader use of recycled 
materials and innovative reinforcement methods. In the quest for improved predictive capabilities, the changing 
landscape of machine learning drives the exploration of more advanced models. Notably, ensemble models like 
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Random Forest Regression (RFR)27,28 and Light Gradient Boosting Machine (LGBM)29,30 emerge as promising 
options. Their ability to blend multiple predictors makes them particularly adept at capturing complex data 
patterns.

The performance of machine learning (ML) models has been enhanced by coupling them with robust 
optimization methods like Student Performance Based Optimization (SPBO)31, Three Modified Symbiotic 
Organisms Search algorithm (3mSOS)32, and Adaptive Elitist Differential Evolution (AEDE)33. To further 
advance predictive accuracy and reliability, the development of more robust hybrid ML models using various 
metaheuristic optimization techniques is necessary. Pareto Optimization stands out as a powerful multi-
objective optimization method that identifies a set of optimal solutions, known as the Pareto front. Each solution 
on the Pareto front represents a trade-off where no objective can be improved without compromising another. 
This technique is widely used to address complex problems with conflicting objectives, offering a diverse range 
of solutions that balance different criteria34,35. This study selected Pareto Optimization for its ability to handle 
multiple objectives and provide comprehensive optimal solutions. By applying Pareto Optimization, the study 
aims to improve prediction accuracy and robustness in modeling the flexural behavior of beams with sustainable 
construction materials, ensuring well-balanced and effective models across various scenarios.

There exists a notable gap in the current studies regarding the significant impact of CFRP on the flexural 
capacity of beams incorporating RAC and fly ash. This study aims to address this gap by presenting a 
pioneering investigation to provide clarity and depth to a previously overlooked area. The research commences 
with a meticulously designed experimental program involving eight beams and a diverse range of materials. 
Subsequently, advanced ensemble models are developed based on the extensive dataset obtained from the 
experimental phase. By employing state-of-the-art ensemble learning rooted in comprehensive experimental 
investigations, this study not only seeks to fill the aforementioned research void but also aims to establish a new 
standard for research in the sustainable construction domain.

Experimental investigations
Materials and experimental scheme
This experiment investigates the behaviour of steel-reinforced concrete beams. The beams were designed with 
cross-sectional dimensions of 200 × 300 mm and a length of 1800 mm, as shown in Fig. 1. Each beam employed 
two Φ14 bars in the tension zone and two Φ12 bars in the compression zone, with Φ6 steel used as the stirrups 
at a spacing of 150 mm. To enhance the load-carrying capacity of the beams, they were strengthened with CFRP 
sheets. The CFRP sheets had a thickness of 0.167 mm, a width of 220 mm, a length of 1800 mm, a yield strength 
of 825 MPa, and an elastic modulus of 245,000 MPa.

The CFRP sheets were bonded to the underside of the beams in accordance with ACI 440.2R-0836, following 
these steps:

• Surface Preparation: Cleaned and smoothed the concrete surface for proper adhesion.
• Primer Application: Applied primer to enhance bonding with the CFRP sheet.
• Epoxy Application: Coated the surface with a two-part epoxy adhesive.
• CFRP Sheet Placement: Carefully aligned and placed the CFRP sheet onto the epoxy.
• Pressing and Curing: Applied pressure and allowed curing for full-strength bonding.

This method ensured effective reinforcement, as shown in Fig. 2.
As shown in Table 1, the concrete mixture used in this research involved recycled aggregate concrete (RAC) 

as a replacement for natural aggregate concrete (NAC), with the addition of silica fume for beams M2, M3, and 
M4, and the addition of fly ash for beams D2, D3, and D4. The weight percentages of RAC used to create the 
concrete mixtures under study were as follows: 30%, 50%, and 70%. The percentage of silica fume used in the 
concrete mixtures was 10%, and the percentage of fly ash was 30%. To assess the compressive strength of the 
concrete mixtures as listed in Table 1, cubic concrete samples with dimensions of 150 mm were casted and cured 
for 28 days before undergoing compressive strength testing. The properties of sand and natural coarse aggregate 
are analogous to those in the previous study by Thien et al.37.

Fig. 1. Dimensions of the reinforced concrete beam specimen.
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As shown in Table 2, silica fume has a specific gravity of 2.15 g/cm3, and its specific weight varies between 0.5 
and 0.7 g/cm3. The chemical characteristics of fly ash are presented in Table 3, while the mechanical properties 
of the CFRP sheet are shown in Table 4.

Testing procedures
Figure 3 shows two pictures of the three-point bending test (D3, see Table 1) for beams with a hydraulic loading 
system with a loading capacity of 500 kN. It should be noted that the four-point bending test creates a pure 
bending region, which accurately facilitates the assessment of a beam member’s bending behavior. Despite this 
distinction, the load-deflection characteristics observed in four-point bending tests are quite similar to those in 
three-point bending tests38.

Characteristics Fly ash

SiO2 (%) 65.90

Al2O3 (%) 24.00

Fe2O3 (%) 2.87

CaO (%) 1.59

K2O (%) 1.44

Table 3. Chemical characteristics of fly ash.

 

Characteristics Silica fume

Specific gravity (g/cm3
) 2.15

Specific weight (g/cm3
) 0.5–0.7

Chloride content (%) 0

SiO2 content (%) 92

Table 2. Characteristics of silica fume.

 

Matrix type
Cement
(kg/m3)

Sand
(kg/m3)

Water
(kg/m3)

RAC
(kg/m3)

NCA
(kg/m3)

Silica fume
(kg/m3)

Fly ash
(kg/m3)

M1 28.39 60.48 16.65 0 0.00 129.60 – –

M2 28.39 60.48 16.65 38.88 90.72 3.16 –

M3 28.39 60.48 16.65 64.80 64.80 3.16 –

M4 28.39 60.48 16.65 90.72 38.88 3.16 –

D2 19.87 60.48 16.65 38.88 90.72 – 8.52

D3 19.87 60.48 16.65 64.80 64.80 – 8.52

D4 19.87 60.48 16.65 90.72 38.88 – 8.52

Table 1. Concrete mix ratios.

 

Fig. 2. Reinforcement with CFRP sheet for the bottom face of the beam.
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The system is connected to a mobile data acquisition unit with 30 channels used for data recording. The span 
between the two supports in this experiment is 1500 mm. Three displacement measurement devices (LVDTs), 
including LVDT1, LVDT2, and LVDT3, are used to measure the deflection at the bottom of the beams under the 
bending load. A displacement control at a rate of 1.0 mm/minute is used in all tests. During the testing process, 
load data is recorded by the data acquisition machine, while deflection data from LVDTs is simultaneously 
recorded. Subsequently, this data is used to plot the load-deflection response curves of the tested beams.

Experimental results and discussion
Compressive strength
The compressive strength test was conducted in accordance with the Vietnam standard TCVN 3118:202239. 
The test began with the reference sample M1 and the compressive strength was measured at 16.70 MPa. It is 
to be noted that the introduction of RAC in combination with silica fume yielded notable improvements in 
compressive strength for samples M2, M3, and M4, which contained 30%, 50%, and 70% RAC, respectively, 
along with 10% silica fume. The compressive strengths of these test samples reached 25.5 MPa, 17.6 MPa, and 
19.1  MPa, respectively. This reflected substantial increases of 53.03%, 5.63%, and 14.62% compared to the 
compressive strength of the reference sample M1. The enhancement in strength is primarily attributed to the 
impact of silica fume on the concrete’s compressive strength. The addition of silica fume to the concrete mixture 
fills voids between cement particles, leading to a denser and more tightly bonded concrete structure, ultimately 
contributing to improved compressive strength.

Fig. 3. The flexural test conducted on specimen D3: (a) Initial model setup featuring three LVDTs for precise 
measurements; (b) Post-testing view, illustrating changes in specimen state; (c) Schematization of the initial 
model configuration with the planned positions of LVDTs.

 

Characteristics Steel bars
CFRP sheet
(220 × 1800 mm)

Steel grade CB300-V UT70-30G

Yielding strength (MPa) 300 –

Ultimate strength (MPa) 450 825

Elastic modulus (MPa) 200,000 245,000

Elongation (%) 16 –

Thickness (mm) – 0.167

Carbon weight (g/m2) – 300

Table 4. Mechanical properties of CFRP sheet UT70-30G.
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On another note, a different trend was observed for concrete mixtures utilizing 30%, 50%, and 70% RAC 
combined with 30% fly ash under similar curing conditions. As represented by samples D2, D3, and D4, the 
compressive strengths were found to be 16.5 MPa, 12.9 MPa, and 12.8 MPa, respectively. Surprisingly, these 
values indicated reductions of 1.44%, 23.01%, and 23.37%, compared to the compressive strength of the reference 
sample M1. This outcome suggests that the incorporation of fly ash in combination with higher proportions of 
recycled aggregate led to a decrease in compressive strength. The intricate interplay between the materials in the 
concrete mixture highlights the importance of carefully selecting and proportioning supplementary materials 
to achieve optimal strength characteristics. Further analyses and investigations into the underlying mechanisms 
are warranted to refine the understanding of these observed trends and guide the refinement of concrete mix 
designs for enhanced performance.

In Fig.  4, the destructive load tests on beams M1, M2, M3, and M4 reveal compelling insights into the 
structural performance of various concrete mixtures and reinforcement strategies. Notably, the applied loads 
on these beams highlight a remarkable load-bearing capacity for the beam M4, which incorporates 70% RAC 
and 10% silica fume in the concrete mix (Table  1), as well as further reinforced with CFRP (Table  4). This 
configuration yields a load-bearing capacity of 115.59 kN, showcasing a substantial improvement over the 
reference beam M1 (108 kN). The significant increase in load-bearing capacity is a testament to the synergistic 
effects of utilizing recycled materials with silica fume, leading to enhanced densification and bonding within the 
concrete matrix.

Flexural strength
The flexural strength test was conducted in accordance with ASTM C29340. The corresponding displacements 
(i.e., maximum) at the mid-span further elucidate the performance of each beam under the applied loads. 
In Fig. 4, Beam M3, despite its lower load-bearing capacity (81.87 kN), exhibits a notably smaller maximum 
displacement of 10.19  mm when it is compared to the other beams, suggesting a more rigid response. This 
behavior can be attributed to the specific composition of its concrete mixture, which may enhance stiffness but 
limit its load capacity. In contrast, the higher load-bearing capacity of beam M4 is associated with a slightly larger 
displacement of 18.65 mm, indicating that its concrete mixture and reinforcement provide a balance between 
strength and ductility. These observations highlight that an optimal mix of recycled materials and additives can 
result in beams that combine both rigidity and flexibility.

Turning attention to beams D2, D3, and D4, which incorporate 70% RAC with 30% fly ash, the load tests 
yield intriguing results. Despite the reduction in compressive strength observed in the earlier discussion, these 
beams exhibit competitive load-bearing capacities. Beam D4, with a load-bearing capacity of 105.94 kN, closely 
approximates the reference beam M1, demonstrating the potential of fly ash as an effective supplementary 
material. The corresponding maximum displacements at the mid-span further reflect the varying structural 
responses, with these beams showcasing a balance between load-bearing capacity and flexibility under applied 
loads.

The experimental results in Fig.  4 highlight the complex interplay between material composition, 
reinforcement strategies, and structural performance. The substantial increase in load-bearing capacity observed 
in Beam M4, which utilizes a combination of recycled materials, silica fume, and CFRP sheets, underscores 
the potential for designing environmentally sustainable structures without sacrificing structural integrity. 
Additionally, the competitive performance of beams incorporating fly ash (D2, D3, and D4) indicates the 
versatility of supplementary materials in achieving desired structural characteristics, despite initial reductions 
in compressive strength.

Fig. 4. Load-displacement of beams.
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In summary, the analysis of load-bearing capacity and displacement characteristics presented in Fig.  4 
provides valuable insights into how different material combinations influence structural behavior. It is evident 
that stiffness, ductility, and toughness must be considered alongside load-bearing capacity when evaluating the 
effectiveness of concrete mixtures and reinforcement techniques. Engineers and researchers can leverage these 
insights to optimize concrete mix designs for specific applications, balancing performance and sustainability 
objectives. Further research and application of these principles can contribute to the ongoing evolution of 
resilient and environmentally conscious construction practices.

Crack and failure mechanisms of test beams
The development and expansion of cracks in beams significantly affect the load-bearing capacity of reinforced 
concrete beams, especially those using recycled concrete aggregates and additives reinforced with CFRP sheets. 
In the test beams, cracks begin to form in the regions with high moments due to bending. These cracks propagate 
towards the top of the beam and widen as the load increases. Figure  5 shows an increase in the number of 
cracks, which gradually appear away from the mid-span. Notably, some cracks do not originate from the bottom 
of the beam but develop from 1/3 to 1/4 of the beam’s height (see Fig. 5a). When the beam reaches its failure 
load, the cracks widen, and the failure mode is characterized by inclined shear-bending failure (ref. Figure 5b). 
However, no delamination occurs between the concrete surface and the CFRP sheets. This indicates that the 
behavior of reinforced concrete beams using recycled concrete aggregates with additives reinforced by CFRP 
sheets corresponds well to beams using conventional natural aggregates. It is important to note that the failure 
mode emerges naturally based on the beam’s response to loading conditions, rather than being predetermined by 
the design. This natural development of failure mode highlights the adaptability and effectiveness of the recycled 
aggregate concrete when used with CFRP reinforcement, providing performance comparable to conventional 
materials.

Soft computing modelling
A dataset comprising 4851 samples of load and displacement for various beams with distinct compositions has 
been generated based on the experimental scheme. In addition to the seven beams previously discussed, all 
subjected to CFRP reinforcement on the bottom face, there is one control beam designated as D0. The load-
displacement data for this controlled beam is provided in the supplementary material. Notably, this beam was 
conducted without the use of CFRP, RAC, fly ash, or silicafume, and instead employed natural aggregate. The 
statistical properties of this dataset are detailed in Table 5.

The statistical properties presented in the table show the intricate relationships governing the load-bearing 
performance of steel-reinforced concrete beams. Notably, the cross-sectional area of reinforcement bars (X1) 
showcases an average of 3.0788 cm2, suggesting a moderate size, yet the skewness of 2.5712 indicates a rightward 
tail in the distribution, implying that some beams exhibit substantially larger reinforcement areas. In contrast, the 
mass of the cement portion (X2) demonstrates a relatively consistent usage pattern, with an average of 28.39 kg 

Variables Unit Notation Min Mean Std Skewness Max

Rebars area cm2 X1 3.0788 3.0788 0.2893 2.5712 4.0212

Mass of cement portion kg X2 19.87 28.39 4.1210 − 0.5238 28.39

Mass of recycled aggregate kg X3 0 38.88 33.37 − 0.1299 90.72

Mass of natural aggregate kg X4 38.88 90.72 33.37 0.1299 129.6

Mass of Silica fume kg X5 0 0 1.5129 0.6024 3.16

Mass of fly ash kg X6 0 0 4.1210 0.5238 8.52

Compressive strength kPa X7 12.8 16.7 3.5684 1.0568 25.5

CFRP – X8 0 1 0.3070 − 2.5712 1

Load kN X9 0.93 48.61 34.61 0.8864 167.411

Beam displacement mm Y 0.15 4.14 4.9085 1.6060 28.635

Table 5. The statistical description of the input and output variables.

 

Fig. 5. Crack and failure behavior of test beams: (a) Crack expansion, (b) Failure pattern.
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and a standard deviation of 4.1210 kg. This consistency in cement mass is crucial for maintaining uniformity in 
the mixtures, contributing to the reliability of the study.

The mass of recycled aggregate (X3), however, introduces a layer of complexity with a mean of 38.88  kg 
and a substantial standard deviation of 33.37 kg. The near-zero skewness suggests a symmetric distribution, 
but the wide dispersion indicates diverse compositions of recycled aggregate across different mixtures. This 
variability poses an interesting avenue for further investigation into the influence of recycled aggregate on load-
bearing capacities. The compressive strength (X7) has an average of 16.7 kPa, a moderate standard deviation of 
3.5684 kPa, and a positive skewness of 1.0568. This skewness hints at a concentration of mixtures with higher 
compressive strengths, possibly attributable to specific combinations of input variables.

The binary variable CFRP (X8) adds an intriguing layer to the analysis. On average, CFRP reinforcement 
is present in 30.7% of the mixtures and the intermittent use of CFRP introduces a dichotomy in the dataset, 
allowing for a detailed exploration of how its presence influences load-bearing performance. The applied load 
(X9) demonstrates substantial variability, with a mean of 48.61 kN and a wide standard deviation of 34.61 kN, 
reflecting diverse loading conditions during testing. The positive skewness of 0.8864 implies that certain beams 
experienced significantly higher loads, warranting an investigation into the role of factors such as reinforcement 
and aggregate composition.

Finally, beam displacement (Y) exhibits a mean of 4.14 mm, yet the elevated standard deviation of 4.9085 mm 
and positive skewness of 1.6060 indicate a distribution skewed towards larger displacements under load. This 
asymmetry underscores the significance of understanding the factors contributing to beam deformation, with 
potential implications for structural design and resilience. In essence, a deeper exploration of these statistical 
properties unveils a complex interplay of variables, paving the way for a more nuanced comprehension of how 
input parameters influence the load-bearing behaviour of steel-reinforced concrete beams. Further analyses, 
such as correlation studies and multivariate regression, could unravel intricate patterns and provide invaluable 
insights for optimizing the design and performance of such structural elements.

The provided correlation matrix heatmap (Ref. Figure  6) reveals complicated relationships among the 
variables (X1 to X9), shedding light on the interplay of factors influencing the load-bearing performance of 
steel-reinforced concrete beams.

Rebars area (X1)
Correlation with X4 (natural aggregate mass) is 0.47, indicating a moderate positive relationship. As the 
cross-sectional area of reinforcement bars increases, the mass of natural aggregate tends to increase. Negative 
correlation with X3 (recycled aggregate mass) of – 0.47 suggests that as the rebars area increases, the mass of 
recycled aggregate tends to decrease. Positive correlation of 0.4 with X9 (load) suggests that beams with larger 
rebars areas tend to experience higher loads.

Mass of cement portion (X2)
Positive correlation with X7 (compressive strength) is 0.62, indicating that an increase in the mass of the cement 
portion is associated with higher compressive strength. Negative correlation with X8 (CFRP) of -0.26 suggests 
that the presence of CFRP tends to be associated with a lower mass of the cement portion.

Mass of recycled aggregate (X3)
Negative correlation with X1 (rebars area) of – 0.47 implies that as the mass of recycled aggregate increases, 
the cross-sectional area of reinforcement bars tends to decrease. Positive correlation with X4 (natural aggregate 
mass) of 0.47 indicates that an increase in recycled aggregate mass is associated with higher natural aggregate 
mass.

Mass of natural aggregate (X4)
Positive correlation with X1 (Rebars area) of 0.47 suggests that as the mass of natural aggregate increases, the 
cross-sectional area of reinforcement bars tends to increase. Negative correlation with X3 (Recycled aggregate 
mass) of – 0.47 indicates an inverse relationship between natural and recycled aggregate masses.

Mass of Silicafume (X5)
Positive correlation with X7 (Compressive strength) of 0.71 indicates a strong positive relationship between the 
mass of Silicafume and compressive strength.

Mass of fly ash (X6)
Positive correlation with X8 (CFRP) of – 1 suggests a strong negative relationship; when flyash is present, CFRP 
is less likely to be present, and vice versa.

Compressive strength (X7)
Positive correlation with X2 (mass of cement portion) and X5 (mass of silicafume) suggests that higher masses 
of these components are associated with increased compressive strength. Negative correlation with X6 (Mass 
of fly ash) and X3 (recycled aggregate mass) indicates that higher masses of flyash and recycled aggregate are 
associated with lower compressive strength.

CFRP (X8)
Positive correlation with X3 (recycled aggregate mass) of 0.47 implies that the presence of CFRP is associated 
with higher masses of recycled aggregate. Negative correlation with X2 (mass of cement portion) and X6 (mass 
of fly ash) suggests that when CFRP is present, the masses of cement and fly ash tend to be lower.
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Load (X9)
Positive correlation with X1 (rebars area), X4 (natural aggregate mass), X7 (compressive strength), and X3 
(recycled aggregate mass) suggests that higher loads are associated with larger rebars areas, higher natural and 
recycled aggregate masses, and greater compressive strength. Negative correlation with X6 (mass of fly ash) and 
X8 (CFRP) indicates that higher loads are associated with the absence of fly ash and CFRP.

In-depth analysis of these correlations provides valuable insights for optimizing concrete mixtures and 
structural designs to enhance load-bearing performance. For instance, understanding the relationships between 
mass components and compressive strength can guide the selection of materials for achieving desired structural 
characteristics. The correlations also highlight potential trade-offs, such as the inverse relationship between 
recycled and natural aggregate masses, informing decisions on sustainable material usage. Additionally, the 
presence of CFRP and its correlations with other components suggest a nuanced role in the structural behaviour 
of the concrete beams.

Machine learning models
Random Forest regressor
The Random Forest (RF) algorithm is known for its capacity to generate numerous Regression Trees (RTs) that 
are uncorrelated during the training process. Each tree is grown within a randomly split subset derived from the 
training set Sn. The amalgamation of these RTs is achieved through a bagging method, a crucial technique for 
improving prediction accuracy by reducing the variance associated with predictions41,42.

In this context, the algorithm initiates by randomly selecting n samples from Sn, each with a selection probability 
of 1/n. These samples collectively constitute a bootstrap sample SΘ

n , where Θ is an independently distributed 
vector. Using the bagging algorithm, q bootstrap samples

(
SΘ1
n , SΘ2

n , . . . , S
Θq
n

)
 are selected, and subsequently, q 

Fig. 6. Correlation matrix.
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regression trees are trained on these subsets: ĥ
(
X,SΘ1

n

)
, ĥ

(
X,SΘ2

n

)
, . . . , ĥ

(
X,S

Θq
n

)
. The resulting q outputs 

are obtained by fitting q regression trees: Ŷ1 = ĥ
(
X,SΘ1

n

)
, Ŷ2 = ĥ

(
X,SΘ2

n

)
, . . . , Ŷq = ĥ

(
X,S

Θq
n

)
. The 

ultimate output is determined by averaging the values of these q outputs. This ensemble approach enhances 
the robustness and predictive power of the Random Forest algorithm by capitalizing on the diversity and 
independence inherent in individual Regression Trees.

XGB
XGB is a machine learning technique that utilizes gradient boosting decision trees for predictive modelling43. 
The computation of the estimated output (yi) of the XGB model involves summing the prediction scores (fk(xi)) 
from all trees in the model. This mathematical expression can be represented as the sum of prediction scores 
from all trees in the model31.

 
ŷi =

K∑
k=1

fk (xi), fk ∈ φ (1)

 φ = {f (x) = ws (x)}
(
s : Rm → T, ws ∈ RT

)
, (2)

Here  ϕ denotes the set of regression tree parameters, representing the tree structure parameters of s; and k is the 
count running up to the total number of trees K. For each sample i, xi represents the corresponding features. The 
leaf node of a tree possesses a prediction score, fk(xi), indicating the regression value of all samples at that node. 
Each leaf node j with j ∈ {1,2,…T} has a computed leaf weight (wj), where T is the total leaves within the tree.

The XGB algorithm employs an objective function to regulate the learning process, terminating when the 
reduction in the objective function becomes limited. The regularization term in the objective function includes 
a hyper-parameter (λ) penalizing the complexity cost of introducing additional leaf nodes. The L2 norm of leaf 
node weights (wj) is given by the regularization term as follows:

 
Φ =

n∑
i=1

l (yi, ŷi) +
K∑
k=1

(γT +
1

2
λ ∥ω∥2) (3)

where n represents the number of data samples, and 
n∑

i=1

l (yi, ŷi) the training loss function describing the model’s 

fit to the training data; γT + 1
2λ ∥ω∥

2 is a regularization term for penalizing the complexity cost by introducing 
an additional leaf; λ is a regularization hyper-parameter, and ω is the L2 norm of leaf node weights wj.

The construction of trees occurs through a sequential and cumulative learning process. The objective function 
Φ(k) is redefined during each iteration step k, employing a second-order Taylor’s expansion to estimate it. This 
results in an approximation of the objective function given by Eq. (6).

 
Φ(k) =

n∑
i=1

l
(
yi, ŷ

(k−1)
j + fk (xi)

)
+ γT +

1

2
λ

T∑
j=1

w2
j  (4)

 
Φ(k)

∼=
n∑

i=1

[
l

(
yi, ŷ

(k−1)
j + gifk (xi) +

1

2
hif

2
k (xi)

)]
+ γT +

1

2
λ

T∑
j=1

w2
j  (5)

 
Φ(k)

∼=
n∑

i=1

[
gifk (xi) +

1

2
hif

2
k (xi)

]
+ γT +

1

2
λ

T∑
j=1

w2
j  (6)

where gi = ∂
ŷ
(k−1)
j

l (yi, ŷ(k−1)) and hi = ∂2

ŷ
(k−1)
j

l (yi, ŷ(k−1))are the first and the second-order gradient statistic of 
the loss function, respectively.

To achieve an optimal solution, a tree is created using a leaf score vector and a mapping function associating 
an instance with a leaf j. Consequently, Eq. (6) can be expressed as:

 
Φ(k)

∼=
T

j=1






i∈Ij

gi


wj +

1

2




i∈Ij

hi + λ


w2

j


 + γT  (7)

After determining the tree structure, the best scores for each leaf node are obtained using quadratic programming 
(Eq. (8) and Eq. (9)), where Eq. (8) represents a function scoring the structure and determining the suitability 
of the leaf score vector.

 
ω∗
j = −

∑
i∈Ij gi∑

i∈Ij hi + λ′  (8)
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Φ∗
(k) = −1

2

∑T

j=1
−

(∑
i∈Ij gi

)2

∑
i∈Ij hi + λ

+ λT  (9)

A greedy algorithm is employed to discover the optimal tree structure by iteratively traversing all leaf nodes and 
selecting the one that maximizes the objective function’s increase after splitting. The gain calculation function 
for the splitting point is defined as:

 
Gain =

1

2

[
G2

L

HL + λ
+

G2
R

HR + λ
− (GL +GR)

2

HL +HR + λ

]
− γ (10)

where G2
L

HL+λand G2
R

HR+λare the scores of the left and the right subtrees, respectively, and (GL+GR)
2

HL+HR+λ  is the score when 
there is no split.

LGBM
LGBM is a state-of-the-art machine learning framework developed by Microsoft Research. It is built on the 
foundation of the boosting regression algorithm and is renowned for its efficiency and precision in model 
training. Unlike traditional methods, LGBM incorporates innovative techniques that contribute to faster training 
time with reduced memory usage. The key features are briefly discussed in the followings44,45.

Gradient boosting algorithm: LGBM leverages the power of the gradient boosting algorithm, an ensemble 
learning technique that sequentially builds a series of weak learners to create a robust predictive model.

Histogram-based techniques: To efficiently handle continuous features, LGBM employs advanced histogram-
based techniques. This not only accelerates the training process but also minimizes memory requirements, 
making it suitable for large-scale datasets.

Leaf-wise Tree Growth: LGBM adopts a leaf-wise tree growth strategy, deviating from the traditional level-
wise approach. This innovative technique expands the tree by selecting the leaf that provides the maximum 
reduction in loss, resulting in lower loss and effective mitigation of overfitting.

Efficiency and Precision: Known for its exceptional efficiency and precision, LGBM is a versatile tool applicable 
to a diverse array of machine learning tasks. Its optimization strategies, including histogram-based techniques 
and leaf-wise tree growth, contribute to high-performance models.

Pareto optimization
Pareto optimization, also known as Pareto efficiency or Pareto optimality, is a concept derived from the work 
of the Italian economist Vilfredo Pareto. It refers to a state of allocation of resources in which it is impossible to 
make any one individual or preference criterion better off without making at least one individual or preference 
criterion worse off. In simpler terms, Pareto optimization is about achieving the best possible outcome for one 
or more criteria without negatively impacting any other criteria. This concept is often applied in various fields 
such as economics, engineering, and multi-objective optimization problems46–49. A brief theoretical concept is 
stated below.

Objective functions: In Pareto optimization, you typically have multiple objective functions, denoted as 
f1 (x) , f2 (x) , f3 (x) , . . . , fk (x)where x is the vector of decision variables.

Decision Variables: x represents the decision variable vector that you want to optimize. These variables might 
be subject to certain constraints.

Feasible region: Constraints define the feasible region in the decision variable space, denoted as x ∈ X , where 
X is the set of feasible solutions.

Pareto Dominance: A solution x1  is said to dominate another solution x2  if fi (x1) ⩾ fi (x2)for all i and 
fj (x1) ⩾ fj (x2) for at least one j. This dominance relation is denoted as x1≤ x2 .

Pareto Front: The Pareto front is the set of non-dominated solutions, i.e., solutions that are not dominated by 
any other solution. Mathematically, it is the set {x ∈ X| ∄x′ ∈ X : x′ ⩽ x}.

Pareto Set: The Pareto set is the set of corresponding decision variables for the solutions on the Pareto front.
Mathematical Formulation: The goal of Pareto opt imization is to find solutions x that 

belong to the Pareto front by solving a multi-objective optimization problem. This problem 
can be formulated as finding x that minimizes or maximizes a vector objective function. 
F (x) = [f1 (x) , f2 (x) , f3 (x) , ormaximizesavectorobjectivefunction, fk (x)]subject to constraints.

Mathematically, one may write the multi-objective optimization problem as: Minimize (or Maximize) 
F (x) = [f1 (x) , f2 (x) , f3 (x) , . . . , fk (x)] subject to x ∈ X

Optimality conditions: A solution x is Pareto optimal if there is no other feasible solution that Pareto dominates 
it.

Flowchart of the proposed soft computing approach
The proposed soft computing approach for this study is presented as a flow chart in Fig. 7. The procedural steps 
are outlined as follows:

Data Acquisition: The initial step involves the execution of eight bending tests, generating a comprehensive 
dataset capturing the load-displacement characteristics of RC beams with diverse compositions.

Model selection and Pareto Optimization: The study focuses on identifying the most suitable predictive models 
for the acquired dataset. A rigorous evaluation is conducted, employing state-of-the-art machine learning 
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frameworks, namely RFR, XGB, and LGBM. Subsequently, these selected models are further enhanced through 
Pareto optimization, to improve their performance.

Performance evaluation: The optimal models are systematically evaluated to assess their performance. This 
involves a detailed analysis of various metrics to determine the most effective model for accurately predicting the 
load-displacement behavior of RC beams under varying conditions.

Insight generation: The final step aims at gaining profound insights into the physical significance of the 
features influencing the flexural capacity of RC beams. Factors such as recycled aggregate, fly ash, CFRP, and 
silicafume are specifically examined, unraveling the nuanced relationships between these variables and the 
structural performance of RC beams.

This approach is comprehensive as it integrates experimental data, advanced machine learning techniques, 
and Pareto optimization and provides a robust framework for understanding and predicting the behavior of RC 
beams under diverse compositional influences.

Comparative study of various ML models
The experimental dataset undergoes learning from seven distinct machine learning methods, each bringing 
its unique approach to the task. These methods include RFR42, LGBM45, XGB31, ANN50, Decision Tree (DT), 
Multivariate Adaptive Regression Splines (MARS)51, and Support Vector Machine (SVM)24. Each of these 
methodologies represents a diverse set of algorithms, offering various strengths and characteristics in their 
predictive capabilities. The adoption of this ensemble of methods facilitates a thorough investigation of the 
dataset, accommodating various patterns and structures inherent in the data through multiple model iterations 
and random train/test splits, ensuring the stability of both the data and the model. The details of each model’s 
performance are given in Table 6.

The in-depth examination of machine learning models, as delineated in Table  7, not only establishes a 
discernible hierarchy of performance but also unveils the distinctive strengths and potential shortcomings 
of each model across various metrics. RFR emerges as the indisputable leader, achieving the top position by 
demonstrating unparalleled precision with the lowest Mean Squared Error (MSE) of 0.101 and Mean Absolute 
Error (MAE) of 0.165 on the testing set. Its nearly flawless R-squared (R2) score of 0.98 unequivocally underscores 
RFR’s exceptional capacity to precisely capture the intricate variability in the target variable.

Fig. 7. Flow chart for the proposed soft computing approach.
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LGBM establishes itself with commendable metrics, securing the second position. LGBM’s MSE of 0.441, 
MAE of 0.206, and consistent R2 scores of 0.98 on both training and testing sets attest to its robust predictive 
capabilities. Meanwhile, XGB, positioned third, sets itself apart with the lowest MSE of 0.041 and MAE of 
0.074 on the testing set, accompanied by impeccable R2 scores. This compelling evidence underscores XGB’s 
exceptional accuracy, positioning it as a competitive choice for complex applications.

On another note, despite DT’s commendable achievement of the lowest MSE (0.029) on the training set 
and a high R2 of 0.694, indications of overfitting issue are not unsurprised. ANN and MARS exhibit moderate 
performance with elevated MSE and MAE values, signalling opportunities for refinement. Notably, SVM has 
the lowest rank, grappling with high MSE and MAE on the testing set, highlighting inherent challenges in 
predictive accuracy. This evaluation underscores the complexity of model selection, emphasizing the imperative 
consideration of trade-offs between accuracy and generalization within specific application contexts.

The graphical presentation shown in Fig. 8 vividly emphasizes the superior performance of three specific 
methods, i.e., RFR, LGBM and XGB. The visual representation not only accentuates the efficiency and 
effectiveness of these chosen methods but also underscores their advanced predictive capabilities. This graphical 
illustration provides a compelling narrative, making it intuitively evident that RFR, LGBM, and XGB stand 
out in terms of performance. Consequently, they have been designated for further enhancement through the 
integration of Pareto’s optimization. This strategic coupling aims to refine and optimize the performance of RFR, 
LGBM, and XGB, leveraging the principles of Pareto optimization to achieve superior results in handling the 
experimental dataset.

The outcome of Pareto optimization for LGBM, RFR, and XGB machine learning models is presented in 
Fig. 9. In the case of LGBM, the outcome is visually depicted through a scatter plot graph, where the x-axis 
represents Mean Squared Error (MSE) in training (ranging from 0.3000 to 0.4500), and the y-axis signifies MSE 
in testing (ranging from 0.550 to 0.700). In Fig. 9a, lower values on both axes indicate superior performance. 
Feasible points, denoted by green dots, are scattered across the plot, with a notable concentration along and near 
the red Pareto front line (i.e., all Pareto efficient solutions). This Pareto front, represented by a line shown with 
stars, delineates optimal solutions, in which improving one objective necessitates a trade-off with another. The 
presence of green dots clustered along the Pareto front highlights solutions that strike a balance between training 
and testing MSE, showcasing the model’s generalization capabilities without overfitting.

In a similar vein, the Pareto optimization analysis for the Random Forest method is illustrated through a 
scatter plot graph with feasible points marked by green circles in Fig. 9b. The x-axis represents MSE train (ranging 
from 0.3000 to 0.4500), and the y-axis denotes MSE test (ranging from 0.550 to 0.700). A discernible difference 
of green circular dots is observed along and close to the red Pareto front line. The Pareto front delineates optimal 
solutions where enhancing one objective comes at the expense of degrading another. The graph reveals that as 
MSE train increases, MSE test conforms, reaching a pivotal point where further increments in training error led 
to a subsequent decrease in testing error. The blue star strategically placed on the Pareto front represents the best 
solution, indicating an optimal balance between training and testing errors and affirming the model’s capacity to 
generalize effectively without overfitting.

Model Hyperparameter

RFR

number of trees = 563

max_depth = 10

min_samples_split = 2

min_samples_leaf = 1

LGBM

number of trees = 636

max_depth = 9

learning_rate = 0.048

colsample_bytree = 1

num of leaves = 88

min_child_samples = 20

min_child_weight = 0.027

max_bin = 292

XGB

number of trees = 373

max_depth = 8

learning_rate = 0.023

subsample = 1

colsample_bytree = 0.838

reg_lambda = 0.092

reg_alpha = 0.316

gamma = 0.005

min_child_weight = 1.795

Table 7. Optimal hyperparameters achieved through Pareto optimization for RFR, LGBM, and XGB.
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In the Pareto optimization analysis for the XGB method, as shown in Fig. 9c, a scatter plot graph showcases 
feasible points (green circles) with the x-axis representing MSE train (ranging from 0 to 0.3) and the y-axis 
depicting MSE test (ranging from 0.450 to 0.625). The pronounced concentration of green circular dots along 
and near the red Pareto front line highlights optimal solutions where improvement in one objective involves 
a trade-off with another. The graph demonstrates that as MSE train increases, MSE test initially rises but then 
decreases after reaching a threshold, emphasizing an optimal balance. The strategically placed blue star on the 
Pareto front signifies the best solution, exemplifying an optimal equilibrium between training and testing errors. 
This reinforces the model’s effectiveness in generalization without succumbing to overfitting during training.

The results summary of Pareto optimization is given in Table 7. The outcomes of Pareto optimization on 
the three selected machine learning methods, namely RFR, LGBM, and XGB, reveal a meticulous fine-tuning 
of hyperparameters to bolster their predictive capabilities. In the case of RFR, an optimal configuration of 563 
trees, a maximum depth of 10, and minimal samples for splitting and leaf nodes reflects a balanced complexity. 
LGBM’s optimal settings, including 636 trees, a learning rate of 0.048, and carefully chosen values for parameters 
like colsample_bytree and num of leaves, underscore its refined adaptability to the dataset. Meanwhile, XGB’s 
fine-tuned parameters, such as 373 trees, a learning rate of 0.023, and precise regularization terms, showcase 
the model’s heightened sensitivity to nuanced relationships within the data. This strategic optimization not 
only contributes to enhanced performance but also emphasizes the significance of hyperparameter tuning in 
extracting the full potential of these machine learning models for robust predictions.

Model performance with the optimal hyperparameters
The LGBM model demonstrates exceptional performance, as indicated by various key metrics in Fig.  10. In 
terms of the R2, the model exhibits high values of 0.98 for the training dataset and 0.989 for the testing dataset. 
These scores suggest that the LGBM model effectively explains the variance in the target variable, showcasing 
robust predictive capabilities in both training and testing scenarios. The RMSE values of 0.706 for training 

Fig. 8. Performance Evaluation of Machine Learning Methods. Comparative analysis across key metrics, 
including a Mean Squared Error (MSE), b Mean Absolute Error (MAE), and c R-squared (R2).
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and 0.454 for testing further emphasize the model’s accuracy, with lower values indicating closer proximity of 
predicted values to the actual ones.

Additionally, the MAE values of 0.192 for training and 0.145 for testing underscore the LGBM model’s 
ability to provide predictions with low absolute errors on average. The A20 metric, measuring the percentage of 
predicted values within 20% of the true values, exhibits remarkable consistency with values of 72.84 for training 
and 72.727 for testing. This consistency indicates the model’s reliability in maintaining accuracy across different 
datasets.

In summary, the LGBM model’s performance is characterized by high R2 values, low RMSE and MAE values, 
and a consistently high A20 metric for both training and testing datasets. These metrics collectively highlight the 
model’s robustness, accuracy, and generalization ability, making it a strong candidate for predictive modelling 
in the given context.

Shown in Fig. 11, the XGB model showcases an impressive performance across various metrics, yet there 
are notable discrepancies between its performance on the training and testing datasets. The R2 values are 
exceptionally high, reaching 0.998 for the training set and 0.99 for the testing set. These scores indicate an 
almost perfect explanation of the variance in the target variable during training, but a slightly lower, though still 
substantial, level of explanatory power during testing.

However, the RMSE and MAE metrics reveal a complex but interesting picture. The RMSE values are notably 
low at 0.213 for training and 0.433 for testing, suggesting that the model’s predictions are generally close to the 
true values. On the other hand, the MAE values of 0.079 for training and 0.134 for testing indicate a low average 
absolute error in predictions, further affirming the model’s accuracy.

The most notable difference lies in the A20 metric, representing the percentage of predicted values within 
20% of the true values. While the training set boasts an impressive A20 of 95.062, indicating a high proportion 
of accurate predictions, the testing set exhibits a lower A20 of 71.429. This discrepancy suggests that the XGB 
model, while excelling in accuracy during training, may face challenges in generalizing its predictive capabilities 
to unseen data.

In summary, the XGB model’s outstanding R2, low RMSE, and MAE underscore its proficiency in capturing 
patterns in the training data. However, the decrease in A20 during testing hints at potential overfitting or 

Fig. 9. Outcome of Pareto optimization for (a) LGBM; (b) RFR; (c) XGB.
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challenges in generalization, emphasizing the importance of further fine-tuning and evaluation to enhance the 
model’s robustness across diverse datasets.

As presented in Fig. 12, the RFR model exhibits a strong and balanced performance across various evaluation 
metrics, demonstrating its effectiveness in predictive modelling. The R2 values are notably high, standing at 
0.995 for the training set and 0.993 for the testing set. These scores indicate the model’s exceptional ability to 
explain the variance in the target variable, showcasing a high level of predictive accuracy for both datasets.

In terms of predictive accuracy, the RMSE values are low, with 0.371 for training and 0.375 for testing. This 
suggests that the model’s predictions is closely aligned with the true values, reflecting its precision in capturing 

Fig. 11. Performance evaluation of XGB model on a Training data and b Testing data.

 

Fig. 10. Performance evaluation of LGBM model on a Training data and b Testing data.
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the underlying patterns in the data. Similarly, the MAE values of 0.111 for training and 0.123 for testing reinforce 
the model’s ability to make accurate predictions with low absolute errors on average.

The A20 metric, which measures the percentage of predicted values within 20% of the true values, further 
emphasizes the model’s robustness. RFR achieves a high A20 of 90 for the training set, indicating that a substantial 
portion of its predictions fall within the 20% margin of the true values. Despite of the slightly lower A20 value 
of 87.5 in the testing set, it still signifies a strong generalization ability, suggesting that RFR maintains accurate 
predictions on unseen data.

In summary, the RFR model showcases exceptional accuracy and generalization capabilities, as evidenced 
by high R2 values, low RMSE and MAE values, and a consistently high A20 metric for both training and testing 
datasets. This performance underscores RFR’s reliability and efficacy in predictive modelling across diverse 
datasets.

The comparison among the three methods, namely RFR, XGB, and LGBM, reveals distinct performance 
characteristics. RFR emerges as the undisputed champion, as evidenced by its exceptional performance across 
multiple metrics. The model achieves an impressively low Mean Squared Error (MSE) of 0.15 for both the training 
and testing sets (Fig. 13a), highlighting its unparalleled proficiency in capturing intricate patterns within the 
dataset and delivering predictions with remarkable accuracy. This numerical prowess is complemented by the 
model’s consistency, as reflected in the maintenance of Mean Absolute Error (MAE) at around 0.1 (Fig. 13b), 
emphasizing RFR’s ability to provide predictions closely aligned with the true values.

Further strengthening RFR’s dominance, the A20 metric remains steadfast at 90 for both training and 
testing (Fig. 13c), underscoring the model’s unwavering and reliable performance. This consistent metric instills 
confidence in RFR’s predictive capabilities, showcasing its stability and effectiveness across diverse datasets. The 
R2 values of 0.995 for training and 0.993 for testing (Fig. 13d) elevate RFR to a level of excellence, emphasizing 
its unmatched capacity to explain the variance in the target variable.

The optimization of the XGB model led to significant improvements, particularly in reducing the MSE, 
highlighting the model’s extensive hyperparameter tuning capabilities that effectively mitigate overfitting. 
However, the RFR model outperformed all others, achieving the lowest MSE and demonstrating superior 
predictive accuracy (ref. Table  8). Additionally, all models exhibited general improvements in overfitting, as 
indicated by increased training MSE and decreased testing MSE, suggesting better generalization to unseen 
data. These findings underscore the effectiveness of advanced ensemble models and optimization techniques in 
enhancing prediction accuracy and model robustness.

The residual analysis of the RFR model in Fig.  14 reveals a distribution that closely resembles a normal 
distribution on both the training and testing sets, with most residuals clustering around zero (±0.5). This 
pattern signifies a well-calibrated model, demonstrating minimal bias in its predictions. The normal distribution 
indicates that, on average, the model’s predictions align with the true values, showcasing balanced and unbiased 
predictive behaviour.

The fact that most residuals are concentrated around zero emphasizes the model’s precision, indicating that it 
tends to make predictions close to the actual values with minimal systematic overestimation or underestimation. 
This observation supports the reliability of the RFR model, suggesting that it provides accurate and unbiased 

Fig. 12. Performance evaluation of RFR model on a Training data and b Testing data.
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estimates across diverse datasets. While the absence of a noticeable skewness in residuals points towards a lack of 
significant bias, it’s crucial to consider these findings alongside other performance metrics for a comprehensive 
evaluation of the model’s predictive capabilities.

Sensitivity analysis
The feature importance plots in Fig. 15 provide a comprehensive insight into the given dataset of the RFR model. 
The percentage contributions assigned to each variable offer a nuanced understanding of their respective impacts 
on the model’s predictions.

Rebars area (X1) emerges as the most influential variable, contributing 48% to the model’s predictive power. 
This underscores the critical role that the area of rebars plays in determining the outcome, highlighting its 
significance in the structural analysis represented by the dataset. Applied Load (X9) closely follows with a 46% 
contribution, suggesting that the applied load is a pivotal factor affecting the predicted outcome. These two 
variables, i.e., Rebars area and Load, collectively account for a substantial portion of the model’s explanatory 
power.

Compressive strength (X7) contributes 2%, signifying a lesser but still relevant impact on predictions. The 
variables Mass of Silicafume (X5), Mass of recycled aggregate (X3), and Mass of cement portion (X2) each 
contribute 1%, indicating their presence in influencing the model’s output, albeit to a lesser extent.

Notably, the absence of specific percentage contributions for certain variables, such as Mass of natural 
aggregate, Mass of fly ash, and CFRP, implies that these inputs have negligible effects on the model’s predictions. 
While they may have some influence, their impact is overshadowed by the dominant contributions of Rebars 
area and Load. This study enables stakeholders to prioritize their resources on optimizing the most influential 
variables for enhanced predictive performance. The feature importance analysis thus serves as a valuable guide 
for decision-makers.

The Partial Dependence Plots (PDP) in Fig. 16 reveals complicated relationships between input variables 
and the predicted output, specifically for the beam’s displacement. The followings will discuss the variables 
respectively.

Fig. 13. Performance evaluation of three models with optimized hyperparameters. Comparative analysis 
across key metrics: a MSE, b MAE, c A20, and d R2.
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Fig. 15. Feature importance plots showing percentage (%).

 

Fig. 14. Performance evaluation of RFR model: (a) Residual distribution on training set, (b) Residuals on 
training set, (c) Residual distribution on testing set, and (d) Residuals on testing set.
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X1 (rebars area): A substantial increase from 1.54 to 2.01 induces a significant decrease in beam displacement, 
plummeting from above 6 to below 3. This emphasizes a robust negative relationship between X1 and beam 
displacement, highlighting the critical role of rebars area in influencing structural stability.

X2 (Mass of cement portion): A marginal increase from 20 to 28 results in a small rise in displacement, 
showcasing a subtle impact compared to other variables. The influence of X2 on beam displacement appears 
relatively modest.

X3 (Mass of recycled aggregate): The variation in X3 presents a fascinating pattern. An increase from 0 to 
40 leads to a notable reduction in displacement, while a subsequent increase from 40 to 62 induces a rise in 
displacement. Beyond 62, displacement experiences a slight reduction, underscoring the complexity of the 
relationship.

X4 (Mass of natural aggregate): Surprisingly, X4 exhibits no discernible effect on beam displacement. The 
variations in X4 do not translate into changes in the model’s output, suggesting its limited influence on structural 
behavior.

X5 (Mass of Silicafume): A moderate increase from 0 to 3 induces a noticeable decrease in displacement, 
underlining the impact of Silicafume on enhancing structural integrity.

X6 (Mass of flyash): Intriguingly, X6 shows no apparent effect on the output, suggesting that changes in flyash 
mass do not significantly alter beam displacement in the modeled scenario.

X7 (compressive strength): The increase in compressive strength from 12.8 to 18 results in a decrease in 
displacement, showcasing the importance of compressive strength in mitigating structural deformations. 
However, beyond 18, the effect becomes negligible, indicating a potential saturation point.

X8 (CFRP): X8 demonstrates minimal influence on beam displacement, suggesting that changes in CFRP 
mass have a limited impact on the structural response modeled by the system.

Fig. 16. Partial Dependence Plots (PDPs) illustrating the nuanced relationships between key input variables 
and the predicted output, specifically the beam’s displacement in the structural analysis model.
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X9 (load): The relationship between load and displacement is notable. Generally, an increase in load leads 
to an elevation in beam displacement. Interestingly, this relationship becomes more stable when the load is 
less than 75 kN. However, beyond this threshold, the displacement fluctuates, indicating potential structural 
challenges under higher loads.

To sum up, these intricate insights enable a deeper understanding of the structural dynamics, providing 
valuable guidance for structural optimization and informed decision-making in scenarios involving varying 
input conditions.

Conclusion
This study addressed the critical issue of predicting the flexural strength of concrete beams incorporating 
recycled aggregates, fly ash, silica fume, and CFRP. To tackle this, a comprehensive experimental program 
involving eight bending beam tests produced an extensive dataset of 4851 samples. This dataset formed the basis 
for applying advanced machine learning models, particularly ensemble methods fine-tuned via hyperparameter 
optimization using Pareto optimization.

Among the models evaluated, RFR emerged as the most effective, achieving the lowest MSE and demonstrating 
superior predictive accuracy. The optimization of the XGB model also resulted in significant improvements, 
highlighting the importance of thorough hyperparameter tuning in mitigating overfitting. All models showed 
improved generalization capabilities, as evidenced by increased training MSE and decreased testing MSE, 
indicating reduced overfitting and enhanced prediction accuracy on unseen data.

The sensitivity analysis conducted revealed the contributions of various input variables to the flexural 
strength, offering insights into the influence of cement types, aggregate proportions, supplementary materials, 
compressive strength, and the presence of CFRP.

In summary, this study successfully combined meticulous experimental work with advanced machine 
learning techniques to address the problem of predicting flexural strength in concrete beams. The key findings 
underscore the effectiveness of ensemble models and optimization techniques in improving prediction accuracy 
and model robustness. These contributions not only advance our understanding of the factors influencing 
concrete beam performance but also pave the way for future advancements in sustainable construction practices 
and optimized structural design.

Limitations and future work
Despite the comprehensive experimental approach, the number of testing beams in this study was limited due 
to the significant logistical and resource constraints. This limitation impacts the statistical significance and 
generalizability of the findings. Although robust hybrid explainable machine learning models were developed 
to accurately capture the load-displacement behavior of Steel-Reinforced Concrete Beams with Recycled 
Aggregates and CFRP, the precise effect of CFRP on the beams’ flexural strengths remains insufficiently clarified.

For future work, the dataset will be substantially expanded to include a greater number of test beams, 
enhancing the robustness and reliability of the results. Additionally, future studies will consider the effects of 
various parameters such as loading rate, beam size, and aspect ratio52,53. This will provide a more comprehensive 
understanding of the factors influencing the flexural strength of beams and further refine the predictive 
capabilities of the machine learning models. Expanding the scope of the study to include these variables will 
significantly contribute to the development of more accurate and generalized models for practical applications 
in sustainable construction and structural design optimization.

Data availability
The data that support the findings of this study are available on request from the corresponding author.
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