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ABSTRACT 

Depression affects approximately 121 million people worldwide and 

has as significant an influence on patients as it does their carers. Until 

recently, psychologists used paper based psychological batteries for 

screening. New developments in Natural Language Processing however 

have enabled real-time analysis, offering increases in scalability and 

accessibility. We built on current knowledge by developing several 

Centralised Neural Network models around a pre-labelled Reddit dataset, 

first comparing performance. Our best model then parsed a Reddit forum 

(r/Depression) labelling depressed/control posts, evaluating them for 

changes over time whilst using a Term Frequency-Inverse Document 

Frequency (TF-IDF) tool to screen them for a weighted keyword list. We 

found neither word count nor the number of posts significantly affected 

our model’s performance, 67% of initial forum posts had depressed labels 

and as time progressed there was a decrease in depressed labels (per 

post) which was significant between users. Our TF-IDF tool also 

demonstrated a new way of looking at keywords, presenting us with a list 

most relevant to each category, whilst we additionally developed a free 

research tool for release into the public. Our study was able to yield 

support for its use within online forums at a very low cost; justifying 

further exploration into the use of AI tools for the screening of depression 

and other mood disorders. 
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CHAPTER 1: INTRODUCTION 

Social networks and communications data, with the advent of 

machine learning, have enhanced our knowledge in human behaviour due 

to their ubiquity and investigative value. Despite the field of psychology 

contributing much to human research, it’s lack of more precise, scalable 

tools and mounting ethical/bureaucratic barriers have stymied progress 

(Stevens, 2017). This is only further compounded by it’s dependence on 

raters for screening, with inter-rater reliability heavily influenced by test 

choice, mood, cultural and lexical bias (Reynolds & Suzuki 2012; Fiske 

2020).  Consequently, we engaged our research with automated 

screening processes in mind to reduce these barriers. 

In various areas of mental health, several computer applications 

have emerged to aid in the identification and management of depression. 

Screening apps such as PHQ-9 and BDI having continued in a digital form, 

serve as preliminary self-assessment/screening tools to recognize 

potential symptoms. Teletherapy platforms offer online counselling 

sessions with licensed professionals, providing remote access to mental 

health support for those dealing with depression. Mood tracking apps such 

as Daylio, eMoods and Moodpath allow users to monitor their emotional 

states over time, potentially revealing patterns indicative of depressive 

symptoms. AI-driven chatbots such as Woebot and Wysa offer 

conversational interfaces, enabling real time communication with users 

seeking more information and CBT, while wearables such as Apple Watch, 
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Fitbit and Garmin Vivosmart offer physiologically correlated variable 

tracking including heart rate and sleep patterns. This data-driven 

approach not only enhances the efficiency of diagnosis and treatment but 

also empowers mental health professionals to offer more targeted support 

and provide a non-intrusive means of assessing emotional states. When 

integrated correctly, remote monitoring and timely interventions are 

possible across all fields, bridging geographical gaps and ensuring 

continuity of care. 

It is essential to recognize that in their current state, these 

applications complement and do not replace professional medical advice. 

If someone experiences symptoms of depression, consulting a qualified 

healthcare professional for a thorough evaluation and guidance is always 

crucial. The integration of technology in mental health care however 

underscores the potential for innovative solutions in supporting individuals 

facing depression. At the time of this paper’s publication, experimental 

research has advanced in the use of AI algorithms to parse data inputs 

(sentiment analysis) such as speech patterns and social media activity, 

for valanced intricacies associated with signs of depression. Although 

numerous applications exist, initiatives such as those applied via media 

for governmental lockdowns, consumer and mobile advertising identifiers, 

the identification of emojis as language-independent variables and the 

development of an ontological approach towards mental health have 
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demonstrated it’s potential use and current capacity for healthcare 

(Gabarron et al., 2019; Kang et al., 2017; Kralj Novak et al., 2015).  

The significance of our research lies in it’s potential to build on 

current screening methods for depression, yielding more academic 

support and new novel insights. By developing tools or methodologies 

that expedite the screening process, we are aiming to reduce the distance 

between symptom recognition and intervention. This will not only enhance 

the reach of mental health screening tools but align with a broader public 

health objective of reducing the societal burden associated with untreated 

depression. In doing so, the research not only addresses the critical need 

for early intervention in mental health but also contributes to a 

comprehensive and proactive approach to managing and preventing the 

adverse consequences linked to untreated depressive disorders. 

Although the methods proposed within this study could be redressed 

for other psychological diagnoses, we sought to investigate the 

practicality of using an NLP algorithm to passively screen depressed users 

earlier than conventional methods. The end goal of this study is to 

contribute to the current academic framework that supports the 

development of tools that enable psychologists to treat depression (and 

other related mood disorders) more effectively than what is currently 

being used. Systematically, we seek to do this by:  

1. Creating and training a model based on a pre-labelled dataset: 
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2. Evaluating factors of influence. 

3. Labelling a dataset blind to this model in a separate forum. 

4. Identifying weighted keywords relevant to the depressed and 

control groups. 

5. Evaluating whether engaging in forum discussions over time 

influences post labels.  

1.1 Psychology As A Social Construct 

Psychology as a field uses psycho-social constructs to define human 

behaviour through the factorisation of culture, communication and 

physiology. Although psychological theories and concepts would benefit 

from universality, such as those consistent with mathematics and pure 

science, the clear and demonstrated behavioural differentiation observed 

within all psychological studies are deeply embedded within cultural, 

historical and social contexts that are difficult to control for (Baker, 2007; 

Thomas et al., 2020). The ways in which mental health, emotions and 

cognitive processes are conceptualized are not fixed or absolute but are 

constructed and reinforced by the societies in which they exist, as well as 

physiological/genetic predispositions (Baker, 2007). This recognition in 

the past, has prompted critical examination of how cultural norms, values 

and power dynamics contribute to the construction of psychological 

knowledge, but fundamental to this study, support the importance of 

explicit definitions in the modelling of algorithms. 
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In the realm of clinical psychology, for example, the diagnostic 

criteria for mental disorders can vary across cultures, reflecting cultural 

attitudes towards behaviour and mental health (Alarcón, 2009). 

Moreover, the emphasis on individualism or collectivism within different 

societies can shape therapeutic approaches and expectations (Stead, 

2004). The social constructionist perspective also highlights how 

psychological research itself may be influenced by cultural biases, as the 

selection of research topics, methods and interpretations can be 

unconsciously influenced by the cultural context in which the research is 

conducted (Bargh & Morsella, 2008; Stead, 2004). 

Furthermore, the social construction of psychology extends to the 

understanding of normality and deviance. What is considered normal 

behaviour in one culture may be viewed as deviant in another (Kelly et 

al., 2017; Nalah et al., 2013). This cultural relativity challenges the 

universality of psychological concepts and underscores the importance of 

considering diverse perspectives in both research and clinical practice 

(Nalah et al., 2013). In essence, recognizing psychology as a social 

construct invites a more inclusive and culturally sensitive approach, 

acknowledging the diversity of human experiences and challenging the 

assumption that psychological principles are universally applicable without 

regard to cultural and societal contexts. 

Consequently, understanding and accepting how these concepts 

interact with language helps to illustrate how disorders can be defined 
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and consequently, how they can be objectified within psychological 

batteries. To objectively screen for a disorder (or factors consistent with 

the definition of a series of behaviours) using logic, therefore, is entirely 

dependent on the definition and accuracy of the psychological literature. 

AI will therefore, only ever be as effective as the definitions it is modelled 

on. 

1.2 Psychological Testing In Focus 

Clinical psychologists are currently depended on for both the 

effective and official diagnosis; and often the subsequent treatment of 

numerous mental health disorders within a framework set out by the 

diagnostic and statistical manual of mental health. In the field of mental 

health, the accuracy of psychological testing, a cornerstone of clinical 

practice, is contingent upon various interrelated factors. Standardization, 

a crucial aspect, ensures consistent and uniform administration and 

scoring procedures, fostering reliability and facilitating the comparability 

of results. Reliability, encompassing test-retest and inter-rater reliability, 

establishes the test's consistency over time and across different raters, 

further enhancing the dependability of the obtained data. Concurrently, 

validity, examining the extent to which a test measures what it purports 

to measure, involves considerations such as content, criterion-related and 

construct validity. These psychometric properties collectively form the 

foundation of robust psychological assessments, instilling confidence in 

the accuracy of the results. 
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As indicated in 1.1, cultural considerations present another pivotal 

factor influencing the precision of psychological testing, which is 

dependent on both the practitioner’s capacity to control their own 

cognitive biases, whilst recognising those in others (Yager et al., 2021). 

As defined by Yager et al. (2021), “cognitive and affective biases, 

stemming in part from intuitive, fast-thinking processes, can contribute to 

illogical thinking, affect medical decision making and adversely affect the 

conduct of psychotherapy”. Controlling for the impact of these biases on 

test performance and interpretation is essential for clinicians, as without 

this, it presents a major risk of misdiagnosis and punitive outcomes 

dependent on overarching laws and social norms (Blumenthal-Barby & 

Krieger, 2015). 

These ethical considerations, including informed consent and 

confidentiality, underscore the importance of maintaining trust between 

practitioners and those undergoing assessments. Moreover, this clinical 

judgment fundamentally determines the requirement for human 

interaction for diagnosis. Practitioners can navigate the interaction of test 

results with other relevant information to formulate a comprehensive 

understanding of an individual's mental health. Without this holistic 

approach to assessment that involves synthesizing data gleaned from 

psychological testing, with insights gained from clinical interviews, 

observations and collateral reports, diagnosis is unlikely to deliver a 

patient centred response.   
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Continued training and professional development therefore 

constitute the final cornerstone for ensuring accuracy in psychological 

testing within clinical practice. Lifelong learning is essential for clinicians 

to stay abreast of advancements in testing methodologies, changes in 

diagnostic criteria and the evolving landscape of cultural competence. This 

commitment to ongoing education empowers clinicians to refine their 

skills, ultimately contributing to the precision and relevance of 

psychological assessments in the dynamic field of mental health. Although 

risks within this area are as diverse as the aforementioned, cognitive load 

could be argued as the major inhibitor of decision-making processes (Fox 

et al., 2016; Leppink, 2017). As psychologists are required to recall and 

evaluate a breadth of information throughout a clinical consultation, any 

effort to decrease the number of variables involved should reduce the risk 

of error.  

Consequently, we posit that with the progress of technology, relying 

on individual practitioners without the introduction of newer aids is not 

the most effective model for ongoing psychological assessments and 

present a case for one tool that can improve this area of practice. We 

ultimately suggest within the scope of our study that the improvement of 

the screening process is consistent with the principles of hospital triage, 

with clients being sent to practitioners based on hierarchical risk. To 

achieve this, we build an argument in support of natural language 

processing as the tool to fulfill this function. 
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1.3 Defining Depression 

Depression, identified as a mood disorder characterized by 

persistent feelings of sadness and diminished interest, is classified by the 

American Psychiatric Association's Diagnostic and Statistical Manual of 

Mental Disorders, Fifth Edition (DSM-5) under several categories. These 

include Disruptive Mood Dysregulation Disorder, Major Depressive 

Disorder, Persistent Depressive Disorder (Dysthymia), Premenstrual 

Dysphoric Disorder and Depressive Disorder Due to Another Medical 

Condition. All these depressive disorders share common features such as 

persistent sadness, emptiness, or irritable mood, accompanied by 

cognitive and somatic changes that significantly impact an individual's 

functional capacity (Chand & Arif, 2023; Tolentino & Schmidt, 2018). 

These categories are best summarised under the following (Chand & 

Arif, 2023): 

• Disruptive Mood Dysregulation Disorder (DMDD): Designated 

for children and adolescents, addressing severe irritability and 

frequent temper outbursts disproportionate to the situation.  

• Major Depressive Disorder (MDD): Involves at least one major 

depressive episode marked by a pervasive low mood and a 

range of cognitive and physical symptoms.  

• Persistent Depressive Disorder (Dysthymia): Chronic, 

persistent low mood lasting for an extended period.  
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• Premenstrual Dysphoric Disorder (PMDD): Linked to the 

menstrual cycle, manifesting in severe mood disturbances 

during the luteal phase. 

• Depressive Disorder Due To Another Medical Condition: 

Secondary to a medical condition with a temporal relationship 

discernible from the condition itself and the concurrent 

diagnosis. 

These depressive disorders share a common thread of impairing an 

individual's capacity to function, affecting both cognitive and somatic 

domains. It is crucial to recognize the comprehensive nature of these 

classifications, acknowledging the somatic and cognitive changes 

associated with depression. Understanding the diverse manifestations of 

depressive disorders enables interprofessional teams to collaboratively 

evaluate and manage depression, ensuring well-coordinated care that 

enhances patient outcomes. 

Moreover, the impact of depressive disorders extends beyond 

individual suffering to encompass broader societal implications, including 

economic burdens and healthcare utilization. Research suggests that 

depression contributes significantly to disability-adjusted life years 

(DALYs) and healthcare expenditures, underscoring the urgency of 

addressing this public health challenge comprehensively (Reddy, 2010). 

By elucidating the diverse manifestations of depressive disorders, 

healthcare systems can develop targeted interventions aimed at early 
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detection, prevention and treatment, thereby mitigating the far-reaching 

consequences of untreated depression. 

Furthermore, cultural and contextual factors play a pivotal role in 

shaping the experience and expression of depressive symptoms, 

emphasizing the need for culturally sensitive and contextually relevant 

approaches to assessment and care. Sociocultural influences, such as 

stigma surrounding mental health, access to resources and social support 

networks, profoundly influence individual’s help-seeking behaviour and 

treatment outcomes. Therefore, adopting a culturally informed framework 

is essential for delivering equitable and effective mental healthcare 

services that resonate with diverse populations. 

In addition to clinical interventions, efforts to address depression 

must encompass multifaceted strategies spanning public health initiatives, 

policy advocacy and community engagement. Promoting mental health 

literacy, fostering resilience and reducing structural barriers to care are 

integral components of a comprehensive approach to combating 

depression on both individual and societal levels. By fostering 

collaboration across sectors and mobilizing resources, stakeholders can 

work synergistically to create environments conducive to mental well-

being, fostering resilience and facilitating recovery for individuals affected 

by depressive disorders. Ultimately, by embracing a holistic and inclusive 

approach, we can strive towards a future where depression is recognized, 
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understood and effectively addressed, empowering individuals to lead 

fulfilling and meaningful lives. 

1.4 Depression Screening Tools  

At present, there are several screening tools available for the 

evaluation of depressive symptoms. Though it is important to note that 

not all are diagnostic instruments, they all facilitate the identification of 

patients with relevant symptoms. Triaging patients and/or monitoring 

their progress, they serve the fundamental basis of our argument for the 

designation of AI centred tools. 

Currently used tools include:  

• PHQ-9 (Patient Health Questionnaire-9): Assesses the presence 

and severity of depressive symptoms using nine questions. It is 

based on the criteria for major depressive disorder in the DSM-5 

and is common within hospital settings (Siniscalchi et al., 2020). 

• PHQ-8 and PHQ-2: Based on PHQ-9, the Patient Health 

Questionnaire also includes shorter versions such as PHQ-2 (two 

questions) and PHQ-8 (nine questions) (Kroenke et al., 2001; 

Kroenke et al., 2009). 

• BDI-II (Beck’s Depression Inventory-II): A self-report 

inventory that measures the severity of depression symptoms, 

including cognitive, affective and somatic symptoms (Steer et al., 

1999). 
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• CES-D (Center For Epidemiologic Studies Depression 

Scale): A self-report scale designed to measure depressive 

symptoms in larger populations; more commonly used in research 

studies (Lewinsohn et al., 1997). 

• GDS (Geriatric Depression Scale): Specifically designed for older 

adults, this self-report scale screens for depression in individuals 

over the age of 65 (Shin et al., 2019). 

• Hamilton Depression Rating Scale (HAM-D): Unlike self-report 

measures, the HAM-D is a clinician-administered tool used to assess 

the severity of depressive symptoms. It consists of 17 items 

evaluating mood, guilt, suicidal ideation, insomnia andother 

depressive features. The HAM-D is frequently employed in clinical 

trials and psychiatric evaluations to quantify symptom severity and 

track treatment response (Hamilton, 1960). 

• Hospital Anxiety And Depression Scale (HADS): Developed to 

assess anxiety and depression in non-psychiatric hospital settings, 

the HADS is a self-report questionnaire comprising 14 items (7 for 

anxiety and 7 for depression). It screens for symptoms of anxiety 

and depression separately, making it particularly useful in medical 

settings where comorbidities are common (Zigmond & Snaith, 

1983). 

These screening tools provide valuable insights into the presence and 

severity of depressive symptoms, facilitating early detection, intervention 
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and monitoring across diverse populations. Integrating multiple 

assessment measures is often tailored to specific demographics to 

enhance the accuracy and comprehensiveness of screening. However, 

exploring this process further falls outside the scope of our study. 

1.5 Concepts Behind AI Screening Tools 

As various AI screening tools exist, the scope of our research must 

be defined through our aims to encourage the use of passive screening 

tools in popular culture. Consequently, rather than suggesting the 

development of a tool that is solely commercial, we both develop and 

demonstrate the use of an open-source tool that can be further improved, 

integrated into other programs and contribute towards a standardised 

screening method that parses textual input in public forums.  

Passive textual parsing, a process involving the automated analysis 

of written content such as text messages and social media posts, holds 

significant promise for the screening of depression. Employing NLP 

techniques, this approach enables the extraction of detailed insights from 

language patterns and linguistic markers associated with depressive 

symptoms. Although there are several advantages, a key advantage lies 

in the potential for early detection and continuous monitoring, allowing for 

the identification of subtle shifts in an individual's mental well-being over 

time. This proactive approach facilitates early intervention and support, 

potentially preventing the escalation of depressive symptoms (Medich et 
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al., 2023). This form of analysis also contributes to a more holistic 

understanding of individuals by examining expressions, thoughts and 

emotions across various contexts (Guo, 2022). Traditional depression 

screening tools often rely on specific questions with smaller data samples, 

whereas passive data analysis offers a broader examination of individual’s 

experiences and communications. Additionally, this approach reduces the 

stigma associated with face-to-face assessments, as individuals may 

express themselves more freely through written communication, such as 

online posts or private messages. The privacy afforded by passive data 

parsing fosters an environment in which individuals feel more comfortable 

sharing their feelings and experiences, potentially leading to more 

accurate and insightful assessments.  

When implementing AI screening tools, it is understood that 

consideration is also given to cultural nuances and linguistic variations 

that may affect the expression of depressive symptoms. Cultural 

differences in language use expressions of emotion and perceptions of 

mental health can influence the effectiveness and generalizability of 

screening algorithms across diverse populations. Therefore, incorporating 

cultural sensitivity into the development and validation of AI tools is 

crucial to ensure that they are applicable across different cultural contexts 

(Al-Mosaiwi & Johnstone, 2018). Analysing the context in which language 

patterns or expressions occur, provides a more nuanced understanding of 

the triggers and stressors contributing to depressive symptoms. This 
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contextual awareness enhances the precision of assessments and 

supports a personalized approach to mental health care (Guo, 2022). 

Unlike current screening tools, a major benefit of AI tools is that they 

can monitor individual’s longitudinal mental health trajectories by 

analysing changes in language patterns and emotional expressions both 

prospectively and retrospectively. By leveraging predictive analytics 

techniques, AI screening tools can consequently anticipate the likelihood 

of future depressive episodes based on historical data and early warning 

signs. This proactive approach empowers individuals and healthcare 

providers to take preventive measures and intervene before symptoms 

escalate, ultimately improving mental health outcomes (Salas-Zárate et 

al., 2022). This real-time feedback loop enables healthcare providers to 

tailor interventions to an individual’s evolving needs, optimizing treatment 

plans and maximizing therapeutic outcomes. For example, if an 

individual's language patterns indicate a deterioration in mood despite 

ongoing treatment, healthcare providers can promptly adjust medication 

dosages, therapy modalities or support services to address emerging 

symptoms and prevent further decline. Furthermore, the predictive 

analytics of AI screening tools can extend beyond individual-level 

interventions to population-level mental health management. By 

aggregating and analysing anonymised data from large cohorts, these 

tools can identify trends and patterns in depressive symptomatology 

across different demographics, geographic regions or socio-economic 
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groups. Such insights enable policymakers and public health authorities to 

allocate resources effectively, implement targeted prevention strategies 

and design community-based interventions to address prevalent risk 

factors and mitigate the burden of depression on a broader scale. 

Moreover, the integration of AI-based tools, such as chatbots or 

virtual assistants, represents a synergistic approach to enhancing 

depression screening and intervention efforts. These AI-driven platforms 

have the potential to revolutionize the delivery of mental health support 

by providing accessible, scalable and personalized interventions to 

individuals in need. One key advantage of integrating AI-based tools is 

the ability to offer timely and contextually relevant interventions based on 

real-time analysis of individual’s language patterns and emotional 

expressions. Chatbots and virtual assistants equipped with natural 

language processing capabilities can engage in interactive conversations 

with users, offering empathetic responses, coping strategies and links to 

additional resources based on the individual's expressed needs and 

concerns. Furthermore, these AI-driven platforms can serve as a valuable 

complement to traditional mental health services, particularly in contexts 

where access to in-person care is limited or stigmatized. Individuals may 

feel more comfortable disclosing sensitive information or seeking support 

through anonymous online platforms, thereby overcoming barriers to 

help-seeking behaviour and receiving more timely assistance. 
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However, as with any technology-mediated intervention, it is 

understood ethical considerations surrounding privacy, consent and 

responsible data use must be built into the creation of such technologies. 

Safeguarding individual’s sensitive information and ensuring data security 

and confidentiality, are paramount to building trust and maintaining the 

integrity of the screening process. Robust privacy policies, transparent 

data practices and informed consent procedures should be integral 

components of AI-based mental health platforms to uphold individual’s 

rights and autonomy. However, we propose that open-source software is 

the only way to substantiate legitimacy as proprietary technology cannot 

be validated. Moreover, ongoing monitoring and evaluation of AI-driven 

interventions are necessary to assess their effectiveness, safety and user 

satisfaction. Iterative refinement based on user feedback and empirical 

evidence can help optimize the performance and usability of these 

platforms, ensuring that they meet the diverse needs of individuals 

seeking mental health support. 

As research and development in this field progresses, AI-based tools 

hold immense promise for augmenting depression screening practices and 

expanding access to timely, evidence-based interventions. By embracing 

innovative technologies while upholding ethical standards and respecting 

individual privacy, healthcare providers can harness the full potential of AI 

to improve mental health outcomes and promote well-being for all. 
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1.6 An Argument Over Ethics 

Although the scientific evaluation of communications data often 

raises issues with ethical committees, it is difficult to accept that a tool 

designed for improving healthcare services would overstep ethical 

boundaries when those designed by marketing, banking and 

governmental institutions do not. 

Popular socialised examples might include: 

• Search Engines: Contextual analysis that is currently carried out 

by search engines, incorporate user’s search history, location and 

other factors to both tailor and subsequently improve the results 

returned based on a user’s anticipated questions.  

• IOT Devices: Collect demographic, location, behavioural and 

endless other user settings/preference-based data (Boumil et al., 

2012; Véliz, 2019). These details are on sold and cross referenced 

with other market data to companies that use this to increase 

targeted advertising.  

o Law Enforcement: Utilise data in the same manner as 

marketing departments, but for the subjective application of 

law against ‘potential’ criminality based on rules stipulated by 

the government of the day (McCue, 2010). 

o Banking And Financial Auditing: Cross reference data 

available for financial tests to facilitate more accurate loan 
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schemes, financial auditing and more informed investment 

decisions (Hasan et al., 2020; Subrahmanyam, 2019).  

Although the above methods are accepted as social norms, it 

becomes difficult under any circumstances to argue that a tool designed 

for improving healthcare services would in any way stipulate a breach in 

ethics, when the above examples do not. Additionally, to participate in 

user forums, various terms and agreements often require acceptance. In 

all circumstances where this is the case, users often waive ownership but 

this is of course dependent on the forum. 

Furthermore, Ethics Committees: 

• May consist of members with diverse backgrounds and 

perspectives, leading to subjective interpretations of ethical 

guidelines and variability in decision-making. This inconsistency 

could result in researchers facing different approval requirements or 

facing rejection for similar studies, depending on the composition 

and biases of the ethics committee. 

• Can impose overly stringent regulations that stifle innovation and 

discourage exploration of novel research questions. The fear of 

facing rejection or lengthy approval processes may deter 

researchers from pursuing innovative studies that could yield 

valuable insights into communication dynamics and behaviours. 
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• May inadvertently discourage researchers from conducting studies 

involving sensitive topics or marginalized populations due to 

concerns about potential ethical implications or negative 

repercussions. This could limit our understanding of important social 

issues and hinder efforts to address inequalities and injustices 

through empirical research. 

With these points considered, we summarily argue that the 

contribution of AI tools offset their detractors and given how socially 

accepted other industries are with their purveying of data, concern over 

studies such as this are a moot point.  

1.7 Research Aims And Questions 

We broke our study into five key aims: 

I. Model And Script Development 

Due to the absence of a classification tool, we are seeking to initially 

build one alongside pre-processing scripts to parse our data prior to 

training. Given the absence of available tools in the public space, we 

are further seeking to release this into the public sphere for other 

researchers on completion. 

II. Model Training And Comparison 

We are aiming to train our model using similar parameters to Yates 

et al. (2017) Reddit Self-reported Depression Diagnosis toolset for a 
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degree of standardisation. This will ensure the use of a previously 

validated pre-labelled dataset relevant to our population.  

As model optimisation can continue endlessly, and research into 

depressive models at the time of writing have not covered the 

following two parameters, we will focus on the following: 

1. The number of posts per user. 

2. Post length (words). 

These parameters were selected for the following reasons:  

a) Dimensionality Reduction: By incorporating post count and 

post length as features, it is possible to reduce the 

dimensionality of the input space. This reduction was chosen to 

improve the model's computational efficiency as large datasets 

and/or complex features can significantly increase training time. 

b) Predictive Power: Post count and post length can serve as 

strong indicators of certain outcomes or behaviours. For 

instance, in social media sentiment analysis, longer posts might 

be associated with more nuanced opinions or detailed 

explanations, while higher post counts could signify increased 

engagement or interest in a particular topic. By leveraging these 

features, the binary classification model can capture valuable 

signals that contribute to better predictions. 
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c) Interpretability: Post count and post length are intuitive and 

easily interpretable features that provide insights into user 

behaviour. For stakeholders who may not have expertise in 

machine learning or natural language processing, these features 

offer a straightforward way to understand the model's 

predictions and rationale. Additionally, visualizations or analyses 

of these features can help identify patterns and trends in the 

data, enhancing the interpretability of the model's results. 

III. Data Labelling 

When parsing a new unseen Reddit dataset, we will seek to identify 

and label users dichotomously based on prior training, applying a 

depressed or non-depressed label for concurrent aims. 

IV. Identify Keywords  

We will seek to identify the strongest relationships (based on 

keywords) within our binary classifications rather than focusing on 

keyword frequency for the following reasons: 

a) Relevance Over Commonality: TF-IDF prioritizes words that 

are both frequent within a document (term frequency) and rare 

across all documents in the corpus (inverse document 

frequency). This means that TF-IDF focuses on terms that are 

not only frequent but also distinctive or unique to individual 

documents. As a result, TF-IDF-based keyword selection 

emphasizes words that are more likely to capture the essence or 
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topic of a document, rather than simply identifying commonly 

occurring terms. At the time of writing, this method has not been 

applied to the evaluation of keywords in depressive research. 

b) Handling Stopwords: Frequency-based keyword selection 

methods may inadvertently prioritize common stopwords (e.g., 

‘and’, ‘the’, ‘of’) that appear frequently but carry little semantic 

or contextual meaning. In contrast, TF-IDF downweighs such 

stopwords because they tend to have high document frequencies 

across the corpus, making TF-IDF-based keyword selection more 

robust to the presence of stopwords and other noise in the data. 

c) Addressing Document Length Discrepancies: Frequency-

based methods may bias keyword selection towards longer 

documents as they inherently contain more words and thus more 

occurrences of terms. TF-IDF mitigates this bias by normalizing 

term frequencies by the length of the document, ensuring that 

keywords are selected based on their proportional representation 

within each document rather than absolute frequency. 

V. Evaluate User Labels For Changes/Differences: 

We will evaluate user’s initial post labels to obtain the primary 

classification of the original population. We will then evaluate user 

posts for label changes over time and whether these changes are 

significant between users. These will all be conducted for the 

following reasons: 
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a) Baseline Assessment: By evaluating user’s initial labels, we 

establish a baseline understanding of the population's 

distribution of labels related to depression. This baseline provides 

crucial context for subsequent analyses and allows us to assess 

the prevalence of depression according to our classification 

criteria within the user population. 

b) Identifying Trends: Examining changes in post labels over time 

enables us to identify trends or patterns in user behaviour and 

mental health status. Understanding how user’s labels evolve or 

fluctuate over time provides insights into potential changes in 

their mental well-being such as improvements, deterioration or 

fluctuations in symptoms. 

c) Comparative Analysis: Evaluating changes in post labels 

between users enables comparative analysis to identify 

differences in label dynamics across both user groups. This 

analysis can help uncover demographic, behavioural, or 

contextual factors that may influence changes in mental health 

status or response to interventions. 

In doing so, we will simultaneously be seeking answers to the 

following research questions: 

• How does the number of posts per user and/or post length affect 

our model’s performance? 
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• How can TF-IDF be utilized to identify meaningful keywords for 

binary classification in depression research on Reddit? 

• Do user’s post labels change over time, and are these changes 

significant between users? 

1.8 Summary And Potential Contributions/Outcomes 

This research proposal aims to expedite the screening process for 

depression while exploring novel approaches to data analysis in this 

domain. The systematic approach involves: 

I. Model And Script Development: 

• Developing a classification tool and pre-processing scripts for data 

parsing before training. 

• Commitment to releasing the tool to for other researchers upon 

completion which at the time of writing, is unavailable. 

II. Model Training And Comparison: 

• Training the model using parameters similar to Yates et al. (2017) 

for standardisation. 

• Focusing on two parameters - number of posts per user and post 

length - for dimensionality reduction, predictive power and 

interpretability. 

III. Data Labelling:  

• Dichotomous labelling of users as depressed/non-depressed based 

on prior training. 
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• Applying labels concurrently when parsing new, unseen Reddit 

datasets. 

IV. Identifying Keywords: 

• Emphasizing the identification of strong relationships based on 

keywords within binary classifications. 

• Preferring TF-IDF-based keyword selection over frequency-based 

methods for relevance, handling of stop-words and addressing 

document length discrepancies. 

V. Evaluate User Labels For Changes/Differences: 

• Conducting a baseline assessment of user’s initial post labels to 

understand the distribution of depression-related labels within the 

population. 

• Analysing changes in post labels over time to identify trends, 

patterns and significant differences between users. 

• This evaluation informs subsequent analyses, identifies 

improvements or deteriorations in mental well-being and uncovers 

factors influencing mental health status or response to 

interventions. 

The results of this study will contribute to the field of both Computer 

Science and Psychology through the demonstration of: 

- Reduced cost methods on a Governmental, Corporate and 

individual level for the treatment of depression. 
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- More efficient ‘time to treatment’ for depression and a 

theoretical improvement in the associated health outcomes. 

- Relevant model that can be redressed for other mental 

health issues. 

- A novel approach to the problem of mental health issues. 

- Unique approach to the value of words linked to depression. 

- Knowledge contributions in the field of psychology and 

computer science through the quantitative analysis of social 

network data with a large sample size (n = >2,000,000) 

- Establish further support for the use of self-reporting in 

healthcare research (Parimi et al., 2010; Sanchez-Villegas et 

al., 2008; Tlachac & Rundensteiner, 2020; Workman et al., 

2019) 

- Demonstrated use of automated analytical technology for 

the evaluation of depression. 

- Demonstration of a more sensitive screening tool for the 

identification of clients experiencing depression. 

Furthermore, improving current methods of psychological evaluation 

(as stipulated in the literature review summary) will have a profound 

impact on several communities if adopted (Corrigan et al., 2014; 

Parcesepe & Cabassa, 2013; Zhang et al., 2019). Not only will this 

research demonstrate a valid theoretical improvement in diagnostic 

efficiency, but the hypothesized reduction of time to treatment may 
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improve quality of life by reducing the time to treatment and recovery 

time (Brotsky & Giles, 2007; Corrigan et al., 2014). Our suggested 

contribution also has a very low-cost barrier to implementation, for 

further research, can reduce the knowledge burden on healthcare 

providers and with further development improve the accuracy of current 

diagnostic tools (Andersson et al., 2021; Islam et al., 2018).  

1.9 Thesis Structure 

Figure 1  

Thesis Structure And Design 

 

This thesis has been broken into five chapters as outlined in Figure 1. 

1.9.1 Chapter 1: Introduction To The Problem 

This chapter serves as the introductory section of the thesis, setting 

the stage for the research that follows. It begins by discussing the 
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concept of psychology as a social construct, highlighting the societal 

influences and perceptions that shape our understanding of psychological 

phenomena. The focus then shifts to psychological testing, with an 

emphasis on it’s significance and role in mental health assessment. The 

chapter further delves into the definition of depression, exploring it’s 

complexities and manifestations. 

Moreover, it discusses depression screening tools, examining their 

development, reliability and validity in identifying depressive symptoms. 

The introduction also introduces the concept of artificial intelligence (AI) 

screening tools and their potential applications in mental health 

assessment. Additionally, the chapter presents an argument for the 

involvement of ethicists in the development and implementation of AI-

based screening tools, addressing ethical considerations and implications. 

Furthermore, the chapter outlines the specific aims and objectives of 

the research, providing readers with a clear understanding of the intended 

outcomes and contributions to the field. It concludes with a brief overview 

of relevant publications and the structure of the thesis, providing readers 

with a roadmap for navigating the subsequent chapters and sections. 

1.9.2 Chapter 2: Current Knowledge 

In this chapter, a comprehensive review of the existing literature 

related to the research topic is presented. The review begins with an 

examination of clinical interviews as a traditional method of assessing 
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mental health, discussing their strengths, limitations and relevance in 

diagnosing depression. Following this, the validity of self-reporting 

measures in mental health assessment is explored, highlighting the 

reliability and challenges associated with relying on individual’s subjective 

reports of their symptoms. 

Moreover, the chapter delves into the emerging field of natural 

language processing (NLP) and it’s applications in mental health 

screening. It discusses the potential of NLP techniques to analyse and 

interpret textual data, such as social media posts or online forum 

discussions, for identifying depressive symptoms. Additionally, the review 

identifies barriers to the adoption of algorithms in mental health 

assessment, including issues related to data privacy, algorithm bias and 

interpretability. 

Furthermore, the chapter examines strategies for overcoming these 

barriers, such as improving transparency in algorithmic decision-making 

processes and addressing concerns related to data security and 

confidentiality. It also highlights the role of decision support systems in 

facilitating clinical decision-making and enhancing the accuracy of mental 

health assessments. 

Lastly, the chapter compares the effectiveness of binary and 

multifactor NLP approaches for mental health screening, evaluating their 

respective strengths and limitations. By synthesizing and analysing the 
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literature on these topics, this chapter provides a comprehensive 

understanding of the current state of research in the field of mental 

health assessment and establishes the groundwork for the subsequent 

chapters of the thesis. 

1.9.3 Chapter 3: How We Intend To Solve The Problem 

This chapter provides a detailed overview of the research 

methodology employed in the thesis. It begins by outlining the design and 

reasoning behind the research, elucidating the rationale for the chosen 

approach and it’s alignment with the research objectives. Following this, 

the chapter discusses the datasets and data collection methods used in 

the study, providing insight into the sources of data and the procedures 

for gathering relevant information. 

Moreover, the chapter presents the research tools utilized in both 

Study 1 and Study 2, highlighting their functionality and relevance to the 

research objectives. It then delves into the specifics of Study 1, focusing 

on model development and training. This includes pre-processing steps, 

model training procedures and methods for comparing model 

performance, providing readers with a comprehensive understanding of 

the technical aspects of the research. 

Furthermore, the chapter details the research and analysis 

procedures undertaken in Study 2, emphasizing the steps involved in 

labelling posts, conducting text analysis and identifying keywords using 
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scripts. It also discusses the use of mixed-effects logistic regression 

analysis to explore the relationship between variables and examine the 

factors influencing the occurrence of depressive symptoms in online 

forums. 

Additionally, the chapter addresses issues of reliability, discussing the 

measures taken to ensure the validity and consistency of the research 

findings. It also acknowledges limitations and assumptions inherent in the 

research methodology, providing transparency and insight into potential 

areas of concern or bias. 

Lastly, the chapter discusses ethical considerations related to the 

research, outlining the principles and guidelines followed to ensure the 

protection of participant’s rights and confidentiality. By providing a 

comprehensive overview of the research methodology, this chapter 

enhances the transparency and credibility of the study, laying the 

groundwork for the interpretation and discussion of the findings in 

subsequent chapters. 

1.9.4 Chapter 4: Results And Discussion 

Chapter 4 presents the culmination of the research endeavors, 

beginning with the unveiling of results from both Study 1 and Study 2. 

Study 1 outcomes focus on the performance and efficacy of the sentiment 

analysis model developed and trained in the preceding chapters. This 

segment scrutinizes the model's accuracy, performance metrics and 
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noteworthy trends observed during evaluation. Following the presentation 

of Study 1findings, the subsequent paragraphs delve into a thorough 

examination and critique of these outcomes, grounding the discussion in 

the broader context of the research objectives and existing literature. 

Moving forward, the discourse seamlessly transitions to the findings 

derived from Study 2, which include the outcomes of text analysis and 

mixed-effects logistic regression analysis. This phase unveils the 

identification of keywords linked to depressive symptoms in online forums 

and explores the intricate factors influencing their occurrence. The 

ensuing discussion section scrutinizes these revelations, dissecting their 

significance within the realm of mental health assessment and 

intervention. It examines the practical implications of the identified 

keywords, contemplates potential avenues for further exploration and 

reflects on the overall contributions of the study to the domain. 

In summary, Chapter 4 encapsulates the research journey, 

showcasing the empirical findings and engaging in critical discourse to 

unravel their implications. From the performance evaluation of sentiment 

analysis models to the revelation of keywords indicative of depressive 

symptoms, this chapter provides a comprehensive synthesis of the 

research outcomes. Moreover, it underscores the significance of the study 

in advancing understanding in the field of mental health assessment and 

intervention, paving the way for future research endeavors and practical 

applications. 
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Chapter 5: Research Contributions 

Chapter 5 serves as a synthesis of the research findings and offers 

concluding remarks, delineating the key insights gleaned throughout the 

study. 

In the initial section, Chapter 1 and 2 are revisited, encapsulating the 

foundational concepts introduced in the introduction and literature review. 

This retrospective analysis contextualizes the subsequent discussions, 

reinforcing the trajectory of the research journey. 

Following this retrospective, the focus shifts to a comprehensive 

overview of the results obtained in Chapter 4. This segment provides a 

succinct summary of the empirical findings derived from Study 1 and 

Study 2, encapsulating the performance of sentiment analysis models and 

the identification of keywords associated with depressive symptoms in 

online forums. 

Subsequently, the chapter delineates potential avenues for future 

research, offering insights into promising directions for further 

exploration. These include investigations into information access and 

classification reviews, which hold promise for advancing the 

understanding and application of mental health assessment tools in digital 

environments. 

Finally, the chapter concludes by synthesizing the key takeaways 

from the study and emphasizing their implications for both research and 



 36 

practice. It underscores the significance of leveraging technology and 

interdisciplinary approaches in addressing mental health challenges in the 

digital age, ultimately paving the way for future advancements in the 

field. 
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CHAPTER 2: LITERATURE REVIEW 

As recent as 2018, 20% of Australia’s population were affected by a 

mental health condition, with depression or depressive-like symptoms 

accounting for 10.4% (ABS, 2018). Descriptively, 62.1% of this group 

between 15-64 were employed, whereas those without depression saw 

employment rise to 79.5%. Internationally, Weissman et al. (1996) 

identified that despite the observation of different ratios between 

countries, the mean age of depression onset fell between 24.8-34.8 

years, with rates of major depressive disorder (MDD) higher in women 

than men and higher in high versus low-income countries (n=30,000). 

This was further corroborated using a diagnostic interview developed by 

the World Health Organisation, with Bromet et al. (2011) later 

contributing that mean lifetime and 12-month prevalence was 14.6% and 

5.5% in higher income countries respectively, versus 11.1% and 5.9% in 

lower income countries (Andrade et al., 2003).   

Although quality of life is generally believed superior in higher income 

countries, this is also dependent on how it is measured/reported, with 

Kahneman and Deaton (2010) finding correlations between income, 

education and ‘life-evaluation’, but not acute ‘emotional experiences’ (n = 

450,000). Although perhaps ambiguous, when reconceived as 

‘longitudinal’ and ‘acute experiences’, higher income countries appear to 

offer better longitudinal experiences at the expense of the acute. 

Furthermore, this study helped to establish support for the theory that 
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annual income does not contribute to overall happiness beyond 

~$75,000USD (in 2010) but is subject to cost of living changes 

(Kahneman & Deaton, 2010; Morris et al., 2021; Rizal et al., 2022; Zhang 

& Xiang, 2019).  

Irrespective of these issues, most healthcare models require those 

suffering depression seek their own counselling and treatment. Although 

this is consistent, it presents as a central issue due to the following:   

• Depression effects over 10% of people worldwide, is chronic and 

is one of the leading catalysts for disability and morbidity (Gao 

et al., 2018; McLaughlin, 2011; Tao et al., 2021). 

• Depression develops subtly until its manifested as MDD, 

substantially increasing suicide risk whilst also reducing help-

seeking behaviour due to associated agoraphobia (McGarry et 

al., 2009). 

• Stigmatisation causes individuals to avoid diagnosis/treatment, 

further compounding the risk of MDD  (Parcesepe & Cabassa, 

2013; Zhang et al., 2019). 

Additionally, these points were further exacerbated by the 

emergence of COVID-19, with many countries underequipped for a surge 

in MDD and anxiety (Santomauro et al., 2021). 

Depression can be further broken down into: 

• Individual level detractors:  
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- Reduced work performance, employment, earnings, marital 

quality, social interaction and increased mortality (Santini et 

al., 2020; Weissman et al., 1996).  

• Societal level detractors  

- Across the US in 2018, depression cost approximately 

US$36.2 billion in medical care alone and significantly 

increased primary and secondary care requirements 

(Proudman et al., 2021). 

- Research suggests that the economic burden associated 

with suicide amounts to US$13.4 billion, constituting 4% of 

the overall economic impact on adults with Major Depressive 

Disorder (MDD) (Greenberg et al., 2021). 

- Depressed employees exhibit a 2% productivity loss over 

their counterparts with an annual financial cost difference of 

approximately US$13billion (Greenberg et al., 2003; 

Stewart et al., 2003) 

With this knowledge, it is debatable whether current healthcare 

interventions/methods can/are adapting fast enough to accommodate this 

population and given the associated costs, whether an automated system 

makes more economic sense on a governmental level than an increase in 

practicing professionals.   
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2.1 Clinical Interviews 

Clinical interviews are commonplace within the field of psychology, 

for the diagnosis of mental health disorders. Processes up to the 

determination of psychologists, will stipulate whether these interviews 

take place on an unstructured, semi-structured or fully structured 

platform; with the intention of yielding more accurate information. 

Irrespectively, the complexity of social interactions is difficult to control 

for and although testing might occasionally prove reliable and accurate, 

factors that can influence diagnosis still include: 

- Rapport 

- Honesty 

- Diagnostic tools/tests 

- Personal beliefs and values 

- Drug use 

- Assumptions 

Irrespective of Diagnostic and Statistical Manuals assumed validity; 

it is a social/legal construct. As defensible as it’s evidence suggested in 

the past, several conflicts left DSM-4 facing difficulties in repeatability, 

resulting in it’s full review (Hyman, 2010). These circumstances included: 
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- Significant differences in rater-agreement, ranging from .3 

to .77 on certain illnesses, but conversely by less than .03 

on others (Solanto & Alvir, 2009). 

- Questionable assumptions related to drug induced states 

and mood disorders whereby: 

o Induced mania and hypomania was classified as a 

‘mood disorder’ under drug induced ‘specifiers’; 

whereas depression was not, despite both drug and 

alcohol use demonstrably causal (Boden & Fergusson, 

2011; Joyce, 2008, p. 857; Peck et al., 2005). 

o Mood disorders were assumed to be episodic, despite 

the acknowledgement of Major Depression as having 

increased severity and a chronic diagnosis, escaping 

this through independent classification (Joyce, 2008, 

pp. 855-856). 

DSM-5 however superseded this edition with less conflict. Since it’s 

release, it has improved it’s consistency and uniformity in psychiatric 

conditions across clinical settings, facilitating more effective 

communication between healthcare professionals, researchers and 

clinicians through more common language. It has not experienced the 

same inquiries to date. 

Clinicians (specifically psychologists and psychiatrists), now heavily 

rely on DSM-5 to guide treatment planning and interventions. The more 
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detailed diagnostic criteria assist healthcare professionals in formulating 

effective and evidence-based treatment strategies tailored to specific 

diagnoses. Moreover, it plays a crucial role in research and clinical trials 

by providing more standardized criteria for participant recruitment and 

outcome assessment. It’s use promotes collaboration among 

multidisciplinary healthcare teams, facilitating communication among 

professionals with diverse backgrounds and expertise in mental health. 

In addition to it’s clinical applications, it also serves as a valuable 

educational tool for mental health professionals, with the manual's 

acceptance and use contributing to the continuity across training globally. 

Furthermore, DSM-5 supports continuity of care by providing a 

standardized framework for documenting and communicating diagnostic 

information. This ensures that individuals receive consistent and 

comprehensive care as they move between different healthcare providers 

or settings. Lastly, DSM-5's influence extends to insurance and 

reimbursement processes, where adherence to it’s criteria facilitates 

accurate diagnoses for coverage determination, enhancing accessibility to 

mental health treatment. 

Consequently, despite it’s initial caveats, the diagnostic statistical 

manual upon which clinical interviews rely, has progressively built upon 

previous iterations as a commonly accepted standard in mental health 

practice. Although it has contained conflicting classification methods in 
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the past due to the complexities of it’s subject, we posit that 

computerised solutions could only offer further augmentation.  

2.2 Validity Of Self-Reporting 

Epidemiological studies evaluating the efficacy of self-reporting in 

medically compromised populations are mostly based on symptom scales, 

introducing arbitrary cut-offs determined by characteristics subject to 

significant variation (age, pathology, depression type) (Sanchez-Villegas 

et al., 2008). Although the variation between testing methods might 

affect continuity, self-reporting has proven useful among population 

studies due to it’s ease of use and application across fields (Sanchez-

Villegas et al., 2008; Varraso et al., 2007).  

To date, studies have focused on the efficacy of self-reported 

depression given the necessity cited by many for a preventative 

healthcare model (Sanchez-Villegas et al., 2008; Tlachac & 

Rundensteiner, 2020). So far, the majority of studies have seen support 

for self-diagnosis; with Sanchez-Villegas et al. (2008) identifying 74.2% 

of participants self-diagnosed correctly against formal evaluations. 

Tlachac and Rundensteiner (2020) similarly reported a true positive rate 

of ~74% against the patient health questionnaire (PHQ-9), with medical 

investigations into physical ailments demonstrating even greater accuracy 

in the reporting of hip aetiology (~95%) and sinusitis (98%) (Parimi et 

al., 2010; Workman et al., 2019).  
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Although it might be argued that self-diagnosis could prove terminal 

in physical ailments specifically in the case of false negatives, the same 

cannot be said of mental illnesses. Nor is it suggested that self-diagnosis 

be depended upon for official diagnosis. 

Stigmatisation has been a persistent reason for the avoidance of 

mental-health diagnosis cross-culturally (Parcesepe & Cabassa, 2013; 

Zhang et al., 2019). Although the exact reasons are beyond the scope of 

this review, persons with mental illnesses often shift towards online 

communities, where their experiences can be shared with greater 

anonymity (Corrigan et al., 2014). According to Brotsky and Giles (2007). 

This is not just mediated by the ability of the individual to manage 

disclosures with agency, but the possibility of meeting a like-minded 

group making absent the perceived threat of stigmatisation that formal 

consultations bring.  

With the growing presence of online communities and ambiguity of 

mental health diagnosis, it could also be argued that there is a risk many 

self-selecting groups will reinforce each other’s views, leading to an 

increase in false positives (Joyce, 2008, p. 857). Irrespectively, due to 

possible or perceived stigmatising barriers that prevent many seeking 

help, we suggest that if mental health diagnostics were made more 

accessible online, it might attract new clients that would otherwise avoid 

care entirely (Lanseng & Andreassen, 2007; Zhang et al., 2019) 
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Although the argument for self-reporting as a valid interface might 

still seem paradoxical, the concept that individuals are seeking care 

online, is indicative of an unfulfilled need.  Given the compounding factors 

involved in depression and the recurrent theme of societal withdrawal, we 

feel the validity of using a self-diagnostic scale for the analysis of 

depression is significant enough to justify support. 

2.3 Natural Language Processing 

Natural language processing (NLP) combines the fields of computer 

science, artificial intelligence and linguistics in an effort to read and 

interpret human language (Luo & Chong, 2020). Simplistically, it applies 

algorithms to discern meaning from the structure of sentences and is best 

utilised when applied to problems involving explicit rules. Recent 

developments however have extended it’s capacity to the analysis of 

images (statistical NLP) and audio, enabling it’s utility to expand into 

medical imaging, report analysis, triage and drug evaluation among 

others (Cho et al., 2022; Leightley et al., 2020; Steinkamp & Cook, 2021; 

Yin & Wong, 2021).  

Other features of NLP include: 

• Sentiment Analysis: Can determine the emotional valence of text, 

aiding applications in social media monitoring, customer feedback 

analysis and market research.  
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• Language Modelling: Can predict word sequences likelihood 

through speech and written text. 

• Text Classification: Can assign predefined categories to 

documents, supporting spam detection, topic categorization and 

sentiment analysis.  

• Machine Translation: Automatically translates text across 

languages, promoting global accessibility and cross-language 

communication.  

• Information Retrieval: Involves extracting relevant information 

from large datasets, benefiting search engines, document 

summarization and question-answering systems. 

• Speech Recognition: Transforms spoken language into written 

text, contributing to voice assistants, transcription services and 

accessibility tools. 

• Question Answering Systems: Generate contextually relevant 

responses to user queries, applicable in virtual assistants and 

information retrieval. 

• Conversational Agents (Chatbots, Virtual Assistants Etc): 

Engage in natural language conversations, further extending NLP's 

impact across diverse applications. 

• Large Language Models (LLMs): Similar to conversational 

agents, these models take in larger amounts of textual data and can 

understand and generate human-like text with more intricate 

patterns and contextual nuances. At the time of writing, these tools 
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are in their infancy however, LLM’s such as GPT-4, are showing the 

most promise relative to other methods, with more accurate 

sentiment analysis, text generation and conversational AI results 

than other methods (Zahid et al., 2024). 

Despite these solutions appearing as stand-alone programs 

however, they are more often used synergistically, empowering various 

programs with the capacity to navigate the complexities of human 

language in various contexts more effectively. 

Although Western medicine is somewhat resistant to technological 

creep largely derived from the Hippocratic oath, it is argued much of the 

resistance is trivial given modern healthcare’s extension beyond direct 

caregivers into administrative and payor organisations (Harris, 1997). 

Given the availability of information as a result of the internet, privacy 

arguments face greater difficulties given machine learning has 

demonstrated the ability to identify disorders, both less invasively and 

with similar accuracy, to skilled professionals (Andersson et al., 2021; 

Islam et al., 2018). Furthermore, it’s contention for the evaluation of 

communications data is second to none due to it’s omnipresent nature, 

retrospective capabilities and elimination of social barriers (rapport, 

omission etc).  

In contrast to individualised psychological screening, natural 

language processing also has the capacity to be performed on enormous, 

dynamic, input-based datasets occurring in real-time, at a very low cost. 
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Atop these reduced costs, it would also relieve the manpower burden 

among corporate entities and can assist more specifically within the 

critical time frame major depressive disorder takes to develop – leading 

to earlier interventions. 

2.4 Barriers To The Adoption Of Algorithms 

Algorithms, whether individuals are conscious or unaware of their 

modalities, are present within the majority of software. Although this is 

known within the computer industry, users without this knowledge have 

distinct privacy concerns, often centring around metadata and how it is 

stored/used. Uniform Resource Locators inherently deconstruct our 

privacy expectations, providing valuable geolocation, time and descriptive 

information to third parties; yet are utilised regularly by anyone using the 

internet (Ferreira & Aguiar, 2019). This is not to say that more specific 

information is not protected by robust security protocols such as 

encryption, which facilitated online banking, but that the concept of 

internet privacy seems to be often applied erroneously (Bhatt et al., 

2021, pp. 132-144).  

It is well publicised that Alphabet uses Google accounts, which total 

nearly 1.8 billion, to form digital identities for personalised advertising, 

collecting data through web-browsers and mobile devices when users are 

signed in  (Google, 2022). Although the same process occurs for Apple, 

who alongside Alphabet dominates this market space, much of their 

information falls under patents, legitimising their security method’s 
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obfuscation under data protection arguments. Despite this and relevant to 

this study, users not only persist in their use of social media 

irrespectively, but sign terms of agreement willingly (Facebook, 2022; 

Reddit, 2020; Twitter, 2022).  

Beyond security and privacy issues, professional barriers will 

understandably arise within fields that see technological creep as a threat. 

Given the capacity of machine learning to evaluate different variables with 

higher accuracy than professionals, it is foreseeable these skills might 

also be feared redundant with time (Cheng et al., 2021; Hassan et al., 

2021).  

2.5 Overcoming Barriers To Algorithms 

Understandably, NLP poses challenges and concerns related to 

privacy and efforts are often made to address them in several ways: 

• Anonymisation/Pseudonymisation: Across most industries, personal 

information in text data can/is anonymized or pseudonymized, 

mapping identifiable details to more generic terms. This ensures 

that individuals cannot be readily identified through the language 

data being processed. 

• Metadata: NLP applications aim to collect and process only the 

minimum necessary information to perform a specific task. By 

minimizing data collection, the risk of exposing sensitive or 

personally identifiable information is reduced. 
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• Consent and Transparency: Users are often informed about how 

their language data will be used in the terms and conditions on 

most websites and are prompted to provide explicit consent, giving 

users more transparency/control. 

• Security and storage: Most countries have stringent laws on data 

storage, such as the GDPR (General Data Protection Regulation) or 

HIPAA (Health Insurance Portability and Accountability Act), with 

encryption, access and data transfer protocols mitigating against 

potential breaches. 

• Regulatory Compliance: Adherence to privacy regulations and 

standards, ensures that NLP applications comply with legal 

frameworks that protect user privacy. 

Our research only serves to demonstrate what can be done with NLP, 

with the aim of socialising the integration of more effective algorithms 

into current software, ideally to increase the screening of clients that are 

currently overlooked. Objectively, we are seeking to enable psychologists 

to render services earlier and highlight other areas of interest for relevant 

research. If adopted, this may help to reduce the onset of MDD and it’s 

consequences. 

Itemised in our research, we aimed to provide evidence to:  

- Improve the rate of screening in online forums. 
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- Decrease the time required for the evaluation of depression 

in clinical interviews. 

- Demonstrate a capacity to reduce time to treatment. 

- Contribute to diagnostic accuracy. 

- Identify new key areas for research. 

We are currently aware that social media effects mood negatively, 

primarily through upward social comparison and fear of missing out (Fabris 

et al., 2020; Pang, 2021). Given social media’s cross-cultural pervasiveness 

and relevance to this study, we are also seeking to contribute to a 

framework by which platforms seek to reduce these factors. 

Although drug interventions also exist, behavioural interventions 

have superior long-term outcomes with minimal side effects (David et al., 

2008). Therefore, we also posit that our endeavours, in addition to those 

within this field of research, places patients at less risk. 

2.6 Decision Support Systems In Focus 

Various real-life examples of companies embracing text analysis for 

mood disorder screening exist, with Johns Hopkins University citing an 

increase in the use of machine learning algorithms to analyze social media 

posts for signs of depression and anxiety (Kim et al., 2021). Over the 

course of their study, Kim et al. (2021) retrieved publications on the 

intersection of social media and machine learning (ML) in mental health 

from the Scopus and Web of Science databases. Their analysis focused on 

understanding the distribution of publications to gauge productivity across 
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sources, countries, institutions, authors and research subjects through the 

generation of a keyword co-occurrence network to visually represent the 

evolving trends in this field. As a result of this analysis, 565 papers 

spanning from 2015 to 2020 were identified suggesting consistent growth 

over this five year period; with the most prolific sources being Scopus and 

Web of Science records, Lecture Notes in Computer Science and the Journal 

of Medical Internet Research (Kim et al., 2021). 

Various attempts at AI support systems for Mental Health are 

currently in development, with Tutun et al. (2023) highlighting several 

investigations that focus on the developed Decision Support Systems 

(DSSs) tailored for the diagnosis and treatment of mental disorders. The 

Computerized Texas Medication Algorithm Project serves as an example, 

supporting decisions related to major depressive disorders and integrating 

seamlessly into clinical settings (Trivedi et al., 2004). Razzouk et al. (2006) 

introduced the SADDESQ, a clinical DSS for diagnosing schizophrenia 

spectrum disorders based on variables like psychosis symptoms and seizure 

frequency, whilst the Sequenced Treatment Alternatives to Relieve 

Depression is another DSS aiding doctors in determining optimal 

medication dosage and timing (Sinyor et al., 2010). 

Beyond these studies, endeavours to design and integrate AI-based 

DSSs for more accurate mental disorder diagnoses have also emerged, with 

Stewart et al. (2020) introducing a DSS based around tree-based learning 

to identify children at high risk of suicide. Chen et al. (2020) utilizing deep 

learning to screen and score dementia patients. Zhang et al. (2020) 



 53 

employing biological markers and genetic data for an early diagnosis of 

mental disorders through a deep learning framework. Mueller et al. (2011) 

detected ADHD using an SVM model based on responses to the BSI tool; 

and Nie et al. (2012) diagnosed mental disorders utilizing an SVM model 

constructed via the SCL-90-R tool. 

In the realm of healthcare companies, IBM Watson Health has 

embarked on pioneering endeavours in the creation of Natural Language 

Processing (NLP) powered tools dedicated to mental health screening. The 

multifaceted approach involves harnessing NLP techniques to scrutinize 

vast datasets of patient records, in a time efficient manner in which 

professionals cannot compete, discerning intricate linguistic cues intricately 

linked to mood disorders (van Hartskamp et al., 2019). By tapping into the 

wealth of textual information within these records, IBM Watson endeavours 

to augment the capabilities of healthcare professionals by providing a 

nuanced understanding of patient’s mental well-being. This innovative 

application not only facilitates early detection of potential mental health 

issues but also empowers healthcare practitioners to intervene promptly, 

thereby enhancing the overall efficacy of mental health care delivery. By 

integrating advanced language processing and healthcare analytics, IBM 

Watson Health contributes significantly to the ongoing paradigm shift in 

mental health diagnostics and treatment. 

Lesser-known companies such as Woebot, have also harnessed the 

power of NLP for therapeutic interactions through a chatbot interface. 

Operating as a virtual conversational agent, Woebot engages users in 
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meaningful dialogue, monitoring their language patterns. Using sentiment 

analysis algorithms, the platform discerns emotional cues and provides 

personalized support and resources for effective emotional well-being 

management; highlighting the tangible impact of NLP in democratising 

mental health support, offering a scalable and accessible solution to a 

broader demographic. Woebot's approach not only exemplifies the 

seamless integration of technology into mental health care but also 

underscores the potential of NLP to enhance user experiences and 

outcomes in the realm of emotional well-being. Furthermore, it has the 

capacity to reduce vicarious trauma in clinicians (Kounenou et al., 2023) 

Despite the ongoing efforts in the development of AI-based DSS for 

mental disorder detection, significant gaps persist both in the literature and 

on a clinical level. Many existing diagnostic tools are still paper-based, 

necessitating individuals visit clinics in person with the analysis process 

often requiring extensive manual effort from mental health professionals. 

Additionally, a limited number of studies explore the intricate relationships 

among variables employed to assess mental health. Most of the studies so 

far have been dedicated to specific disorders, lacking a comprehensive 

approach that considers multiple disorders simultaneously. Moreover, 

ethical design elements are frequently overlooked in the creation of these 

AI-based DSS.  

2.7 Current Sentiment Analysis Tools For Screening Depression 

 Research into the field of sentiment analysis and mood disorder 

screening has been more generalised up until now, with the refinement of 
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current machine learning models taking priority over specific disorders 

(Gkotsis et al., 2017; Yates et al., 2017). With the advent of LLM’s, more 

advanced techniques have been introduced such as transformer-based 

models like BERT and GPT. As these have been able to identify more 

nuanced differences across a wider range of data sources, it appears 

unlikely resources will be reallocated towards specific disorders in the near 

future (Rathje et al., 2024).  

Furthermore, given the commercial interest, it is also unlikely that 

the knowledge and tools created by this competition will be made available 

in open source products (Salas-Zárate et al., 2022; Yates et al., 2017).  

2.8 Binary Versus Multifactor NLP For Mental Health Screening 

Binary and multifactor natural language programs designed for 

mental health screening exist and cater to distinct purposes, each carrying 

their own unique set of advantages.  

Binary Natural Language Program 

Binary language programs are significantly easier to write as well as 

implement. They categorize responses into two distinct categories, such as 

positive or negative and can be quickly interpreted. One of the key 

advantages is their cost-effectiveness, with the streamlined nature 

reducing algorithmic complexity, subsequently minimizing development 

time and resource requirements. Binary systems excel in swift 

identification, enabling the rapid categorization of individuals who may 
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require immediate attention. This attribute is particularly vital in mental 

health scenarios where timely intervention is imperative. 

 The caveat of binary systems however comes with the increased 

generalisation of diagnosis (Straw & Callison-Burch, 2020). Upon 

scrutinizing mental health terminology within GloVe and Word2Vec 

embeddings, Straw and Callison-Burch (2020) identified distinct biases 

across various dimensions including religion, race, gender, nationality, 

sexuality and age. Across 52 papers, none comprehensively addressed the 

identified bias areas during model development. Furthermore, only a 

solitary article appeared in more than one research database, underscoring 

the entrenched isolation of research within disciplinary silos, posing a 

hindrance to fostering cross-disciplinary collaboration and effective 

communication (Straw & Callison-Burch, 2020). 

Multifactor NLP Analysis 

Multifactor analysis stands out for it’s capacity to undertake a more holistic 

assessment. By considering various dimensions and factors, it provides a 

more nuanced evaluation of an individual's mental health, potentially 

leading to a more accurate understanding, facilitating more tailored 

recommendations and interventions based on specific needs. Although 

there are several benefits to multifactor methodology, primarily it reduces 

the likelihood of false positives and negatives. This stands in contrast to 

binary systems, which may oversimplify the screening process, potentially 

leading to misinterpretation of responses, leading to concurrent 

misdiagnosis and potentially negative patient outcomes. Multifactor 



 57 

programs are also well-suited for prolonged monitoring and tracking of 

mental health trends, possessing the ability to adapt to changes in an 

individual's condition over time to offer a more dynamic/evolving 

assessment. 

Fit For Purpose 

The differences in implementation however may demand more 

extensive resources, professional oversight and ongoing development and 

computational power. Organizations must carefully weigh these resource 

demands against the benefits obtained. Additionally, binary programs can 

offer higher user engagement for corporate implementation due to their 

simplicity.  

In conclusion, the selection between binary and multifactor natural 

language programs for mental health screening hinges on the specific 

goals, available resources and preferences of the implementing 

organization or individual. Both approaches bring their own merits, with the 

optimal solution striking a balance between simplicity and a comprehensive 

understanding of mental health. 

For our study, a binary classification was deemed more appropriate 

as our intention was not to diagnose, but screen for depression. With the 

end goal of increasing the rate of clinical consultations, this classification 

model made more sense, with false positives posing no risk given the 

identification would be substantiated by the professional’s post-analysis. 
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CHAPTER 3: RESEARCH METHODOLOGY 

In the following section, we delve into our methodology, providing a 

comprehensive overview of how we will conduct our study. This serves as 

a detailed roadmap, offering insight into the various steps we will take to 

address our research questions. Foremost, we outline the research 

designs employed in our study, elucidating the overarching framework, 

followed by the specifics of our data collection methods and how we 

gathered the necessary information to conduct our analysis sectionally. 

Furthermore, we provide insight into the characteristics of our study 

participants, elucidating their inclusion criteria and recruitment 

procedures, finally demonstrating the analytical techniques, ranging from 

statistical methods to qualitative data analysis procedures. By detailing 

our analytical framework on this basis, we believed our readers would 

gain better insight into how we derived our conclusions and interpreted 

our findings. 

In essence, this methodology section serves as a foundational component 

of our research, laying the groundwork for the subsequent results and 

interpretation. Through a meticulous level of documentation and 

transparency, we felt we could further ensure the rigor and integrity of our 

study, fostering confidence in the validity and reliability of our findings. 
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3.1 Design And Reasoning 

 

 

The overall structure of the study will be broken down into three 

smaller parts with the following reasoning (see Figure 2). 

Study 1: Model Development  

Table 1  

Score Achieved By Yates Et Al. (2017). From: Yates, A., Cohan, A., & Goharian, N. 

(2017). Depression And Self-Harm Risk Assessment In Online Forums, Pg. 7. 

 

- Pre-processing.
- Build/train CNN model.
- Compare model performance.
- Identify best model.

Study 1: Model development

- Label r/Depression forum posts (depressed/control).
- Evaluate what keywords are most related to each group.
- Identify whether user’s key word frequency scores increase over time. and whether 

the changes are significant between users.

Study 2: Research and analysis

- Investigate the contribution and implications of our research (and others) against 
current interventions.

- Discuss how this will guide future research

Study 3: Discussion

Figure 2 

Flowchart Of Our Overall Research Model 
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In the initial phase of Study 1, our focus is on developing pre-

processing scripts followed by the building/training of a Convolutional 

Neural Network (CNN) model. Although other methods exist, CNN models 

significantly outperformed their alternatives in the RSDD (Table 1). As our 

research necessitates the development of a model to be used in Study 2, 

and we will be building ours around similar parameters on the same 

dataset, a CNN is more suitable given the time constraints. 

Once the CNN model is trained, we will proceed to compare it’s 

performance against alternative models. This comparison allows us to 

evaluate the effectiveness of different models in achieving our research 

objectives, ultimately comparing the influence of our chosen metrics of 

interest (post-length and number) for accuracy and reliability.  

Subsequently, we will identify the most promising model based on 

the highest F1 score, to be used on the classification task in Study 2. 

Study 2: Research And Analysis 

In Study 2, our attention shifts towards the classification of forum 

posts from the r/Depression community into dichotomous categories: 

depressed and control. This classification enables us to differentiate 

between posts made by individuals exhibiting depressive symptoms and 

those made by individuals who do not. Following classification, we 

undertake an evaluation of the keywords most closely associated with 

each group. This analysis provides valuable insights into the 
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distinguishing characteristics of depressed and non-depressed individuals 

within the online community based on textual input. 

Additionally, we investigate whether user’s post labels change over 

time and whether these changes are statistically significant between 

users. By tracking these changes, we aim to discern patterns indicative of 

shifts in user’s mental states and behaviours. This analysis contributes to 

our understanding of how individuals engage with online platforms and 

the potential implications for their mental health. 

Study 3: Discussion 

Lastly, in the systematic review component of our research, we delve 

into investigating the contributions and implications of our findings 

against current interventions for depression. This will allow for the 

situation of our research within the broader context of existing literature 

and identify gaps or areas for further exploration. Furthermore, we 

discuss how our research insights can guide future investigations and 

inform the development of more effective interventions for depression 

management. 

3.2 Datasets And Data Collection  

Both studies utilise different datasets from Reddit, through an 

agreement between Yates et al. (2017), Reddit and the University of 

Southern Queensland. We felt it was best to break down their use into 

study-based categories for interpretation. 
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3.2.1 Study 1 

The dataset for this study was selected due to it’s use within the 

Reddit Self-reported Depression Diagnosis (RSDD) developed by Yates et 

al. (2017), for the classification of depression based on self-reported data 

from Reddit forum posts. This allowed us to use a pre-validated and pre-

labelled dataset for training, facilitating research completion within the 

projected time constraints. 

The pool of potential control users within this dataset were 

identified by selecting only those users who had never posted in a 

subreddit related to mental health and never used a term related to 

depression or mental health. For each diagnosed user and potential 

control user, the probability of posting in each subreddit was calculated. 

Diagnosed users were matched with control users who had the smallest 

Hellinger distance between their subreddit post probability distributions, 

excluding control users with 10% more or fewer posts than the diagnosed 

user. This approach ensured that diagnosed users were matched with 

control users who were interested in similar subreddits and had similar 

activity levels, preventing bias based on the subreddits users were 

involved in or based on how active the users are on Reddit. The RSDD 

dataset differs from prior work creating self-reported diagnoses datasets 

in several ways: it is an order of magnitude larger, posts were annotated 

to confirm that they contained claims of a diagnosis and a realistic 
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number of control users were matched with each diagnosed user (Yates et 

al., 2017).  

The RSDD was also chosen due to its increasingly standardised 

means in screening for self-reported depression in Reddit datasets and it’s 

inclusion of pre-classified Reddit posts from ~9,000 users (diagnosed as 

depressed) alongside ~107,000 matched controls. Posts related to mental 

health, or featuring depression-related keywords, were excluded from the 

diagnosed user’s dataset, while a selection process was applied to control 

user’s data to ensure the absence of such posts. 

Explicit Details 

The cohort of users with self-reported depression within Yates et al. 

(2017): 

• Possess a post featuring a specific diagnosis pattern (e.g., “I 

received a diagnosis of”) in conjunction with a mention of 

depression and do not transgress any exclusion criteria. 

Exclusion standards were applied at both the user and post levels. On 

the user level, those with fewer than 100 posts in non-mental health 

subreddits prior to their self-reported diagnosis post are excluded. At the 

post level, two exclusion stipulations are implemented: 
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• References to depression needed to fall within 80 characters of the 

section of the post that corresponds to a diagnosis pattern; posts 

failing to meet this criterion were excluded.  

• Any mention of depression was recognized as the occurrence of 

particular terms like "depression", "depresion", "depressive 

disorder", "major depressive", or "mild depressive." 

• Posts matching a negative diagnosis pattern (e.g., "mother was 

diagnosed with") were dismissed. 

Users meeting both the diagnosis pattern and exclusion criteria are 

considered for inclusion. Annotators from the crowd assessed these posts 

to ascertain if the user genuinely asserted a diagnosis of depression. 

A mental health (MH) post is any post created in a mental health-

related subreddit or matching a mental health pattern. All MH posts from 

diagnosed users were excluded and users without MH posts became 

potential control users. 

Control users were selected by aligning candidates with diagnosed 

users. Each diagnosed user is paired with the 12 control users exhibiting 

the smallest Hellinger distance between their subreddit post probability 

distributions, excluding those with 10% more or fewer posts than the 

diagnosed user. 

 

 



 65 

3.2.2 Study 2 

Reddit provided and approved the use of it’s user data for our 

research and approval had also been cleared by University of 

Queensland’s Ethics Committee, prior to it’s use. The protection of user 

privacy and anonymity was prioritised in the handling of this dataset, with 

usernames replaced with unique identifiers, ensuring the preservation of 

anonymity for temporal evaluations. Moreover, all personal identifying 

information within the dataset were either removed or obfuscated before 

it’s receipt for this study. 

Approximately 2,000,000 datasets from the user forum 'r/depression' 

were included in the analysis. The substantial volume of data allowed for 

in-depth exploration and insights into patterns related to depression and 

associated linguistic expressions within the online community. These 

measures collectively uphold the ethical considerations of privacy while 

facilitating valuable research into mental health aspects in online forums. 

The dataset included key fields including 'uid' (unique identifier), 'id,' 

'anon' (anonymized user data), 'created_utc' (timestamp), 'retrieved_on’ 

and 'posts.' The inclusion of 'posts' allowed for the primary analysis of 

linguistic expressions associated with depression within the 'r/depression' 

forum; with all inclusions handled with consideration for privacy and 

ethical standards, aligning with the approved research protocols. ‘Anon’, 
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‘created_utc’ and ‘posts’ were the only variables utilised for the purposes 

of this study. 

It is through this dataset that we intend to test our most successful 

model post-training and discuss it’s results along with further evaluation.  

3.3  Research Tools 

Across all studies, a common thread emerged in the tools utilized, 

encompassing a range of methodologies and approaches. These tools, 

essential for the research endeavours, played a pivotal role in data 

collection, analysis and interpretation. Their consistent application 

ensured methodological coherence and facilitated comparative analyses 

between studies. From pre-processing scripts to advanced machine 

learning algorithms, the tools employed spanned the spectrum of 

research techniques, reflecting the interdisciplinary nature of the 

investigations. As integral components of the research process, these 

tools contributed to the rigor and validity of the findings, underscoring 

their significance in advancing knowledge within the respective fields of 

study: 

• 2020 Macbook (M1 chipset) 

• Anaconda Data Science Platform 

• Xrealstats (Mac) 

• Spyder (v5.4.3) 
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• Microsoft Excel  

3.4 Study 1: Model Development 

As our study did not include a current CNN model for the labelling of 

depressive symptoms, our initial task was to design a novel algorithm 

that could fulfill our research purposes. The dataset selected to train our 

model was provided by Yates et al. (2017) RSDD, in agreement with the 

University of Southern Queensland. 

 Due to the increased difficulty for interpretation when evaluating 

JSON files, as well as the study’s demand for lower training times, we 

opted to pre-process our dataset prior to our model’s training. 

3.4.1 Pre-Processing: Script 1  

We initially converted the dataset into a CSV format for increased 

legibility. For each user, it extracted the first 40 posts along with their ‘ID’ 

and ‘label’, storing this information in a structured list with reduced 

contents, to reduce processing time during model training.  

Details 

1. Prompt for JSON File Path: The script began by asking the user 

to input the path to the JSON file containing user data. 

2. Initialise Data Storage: An empty list called `users_data` was 

initialised to store the extracted user data. 
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3. Read JSON Data: The script opened/read the JSON file specified 

by the user, iterating through each line of the file, loading the JSON 

data and appending it to the ‘users_data’ list. 

4. Handle File Not Found: If the specified JSON file was not found, 

the script would print an error message, exiting the program. 

5. Prepare CSV Data Structure: A list called ‘CSV_data’ was 

initialised with headers for ‘Posts’, ‘ID’ and ‘Label’ to structure the 

CSV file. 

6. Extract User Data: For each user in the ‘users_data’ list, the script 

extracted the first 40 posts, concatenating them into a single string 

and appending this string along with the user's ID and label to the 

‘csv_data’ list. 

7. Write CSV File: The script opens a new CSV file in write mode and 

writes the data from the ‘csv_data’ list into the file. 

3.4.2 Pre-Processing: Script 2 

This script read data from script 1, removing unlabelled rows. When 

completed, it printed out the count of samples before and after deletion, 

along with the number of samples deleted; finally indicating the number 

of samples not equal to 'control' or 'depression' that were deleted from 

the CSV file. 
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Details 

1. Prompt For The Input And Output File Path: The script asks for 

input and output paths for the CSV files. 

2. Open Input And Output CSV Files: The script opened the input 

CSV file for reading and the output CSV file for writing. 

3. Read The Header Row Of The Input CSV File: The header row of 

the input CSV file is read and stored. 

4. Initialise Counters: Variables to count the number of samples 

before deletion and the number of samples deleted are initialised. 

5. Iterate Through Each Row Of The Input CSV File: Iterates 

through each row of the input CSV file, checking the label in the 

third column. 

6. Write Header Row To The Output CSV File: The header row of 

the input CSV file is written to the output CSV file. 

7. Check If The Label Is 'Control' Or 'Depression': If the label in 

the current row is 'control' or 'depression', the row is written to the 

output CSV file and the count of samples before deletion is 

incremented. 
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8. Check If The Label Is Not 'Control' Or 'Depression': If the label 

in the current row is not 'control' or 'depression' and the number of 

samples deleted is less than the specified limit, the count of 

samples deleted is incremented and the row is not written to the 

output CSV file. 

9. Return Counts Of Samples Before Deletion And Samples 

Deleted: After iterating through all rows, the counts of samples 

before deletion and samples deleted are returned from the function. 

10. Count samples in the input CSV file: The script counts the total 

number of samples in the input CSV file. 

11. Prompt The User For The Number Of Samples To Delete: 

Prompts for the number of samples to delete that are not 'control' or 

'depression'. 

12. Delete Samples: The function to delete unlabelled samples is 

called with the input CSV file path, output CSV file path and number 

of samples to delete as arguments. 

13. Print Summary Information: Prints the total number of samples 

in the input CSV file, the number of samples deleted and the number 

of remaining samples after deletion. It finishes with a printout of the 

number of samples deleted from the CSV file. 
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3.4.3 Model Training 

The primary script used for this study was created in Python using a 

thread configuration for Apple’s M1 chipset to improve parallel processing 

speed, with interoperation and intraoperation threads set to 8 and 16 

respectively. Data sampling was set to 50, 100 and 150 words per post 

(wpp), with Random Forest Technique used across 1000, 1250, 1500, 

1750, 2000, 2250 and 2500 posts per user respectively. The script 

applied the change in variables incrementally. 

Model architecture remained consistent across all tests, with an 

embedding layer of 100 dimensions, convolutional layer of 256 and a 

kernel size of 7. The Keras classifier applied the following fixed 

parameters (Epochs = 3, Batch_size = 32, Stratified K-Fold cross 

validation = 5). 
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3.4.4 Model Training: Script 1 

 

 

 

 

As described above, our Python script implemented a CNN model for 

text classification and performed the following steps in chronological order 

(Figure 3): 

1. Set Thread Environment: The script began by setting the 

environment variables for TensorFlow to optimise performance on 

an M1 Mac, specifying the number of interop and intraop threads. 

2. Imported Libraries: Necessary libraries, including TensorFlow, 

NumPy, CSV handling tools andKeras-related modules, were 

imported. 

3. Loaded CSV Data: The script defined a function ‘load_CSV_data’ to 

load data from CSV files. It processed the data, considering user 

Figure 3 

CNN Script Structure 
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posts and labels and randomly selected Y posts for users with more 

than X posts.  

4. Pre-Processed Data: Another function ‘preprocess_data’ pre-

processed the loaded data, mapping labels to binary values (0 for 

'control' and 1 for 'depression'). Text data was tokenised and 

padded to create sequences suitable for model input. 

5. Saved Tokeniser: The trained tokeniser was saved to a file using 

the Pickle library. 

6. Model Architecture: The script defined a CNN model with an 

embedding layer, convolutional layer, global max pooling and dense 

layers. The model was compiled with binary crossentropy loss and 

accuracy metrics. 

7. Model Training: The Keras model was created using the specified 

architecture and the training data was fit to the model using 

Stratified K-Fold cross-validation. The trained model was saved to a 

file. 

8. Model Evaluation: The model was evaluated on the test data and 

accuracy was printed. Additionally, a classification report was 

generated, providing detailed metrics for each class (control and 

depression). 

In summary, our script loaded, pre-processed, trained and 

evaluated a CNN model for text classification, identifying depression-

related content in user posts.  
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3.4.5 Compare Model Performance 

 

 

 

After each training cycle, the classification report generated will 

communicate metrics relevant to each class (control and depression). As 

we are anticipating 21 iterations at the time of writing, we will reference 

the precision, recall and F1 scores for each model, with the best model 

determined based on the best F1 score (Figure 4). 

We felt that selecting a model with a higher F1 score was more 

advantageous, given our goal of achieving a balance between precision 

and recall is paramount. The F1 score, being the harmonic mean of 

precision and recall, offers a holistic assessment by considering both false 

positives and false negatives. This balance is particularly crucial in fields 

like medical diagnosis, where missing positive cases (false negatives) and 

incorrectly diagnosing negative cases (false positives) can have equally 

severe consequences. Therefore, the F1 score provides a comprehensive 

Figure 4 

Modelling Workflow 
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evaluation of model performance, ensuring that neither type of error is 

disproportionately favoured. 

Moreover, the F1 score is especially valuable in handling imbalanced 

datasets, where one class significantly outweighs the other. In such 

cases, precision or recall alone may not adequately capture the model's 

performance, as they may be skewed by the dominant class. By 

incorporating both precision and recall, the F1 score offers a more robust 

measure that is less affected by class imbalance. This stability is essential 

for ensuring reliable model evaluation, particularly in real-world 

applications where class distributions may vary widely. 

Furthermore, the F1 score simplifies model evaluation and 

comparison by condensing precision and recall into a single metric. This 

makes it easier to assess overall model performance, especially when 

dealing with multiple models or classification thresholds. Additionally, the 

F1 score is less sensitive to changes in classification thresholds compared 

to precision or recall alone, enhancing it’s utility in scenarios where the 

optimal threshold is uncertain. Overall, selecting a model with a higher F1 

score ensures a balanced trade-off between precision and recall, resulting 

in more reliable and interpretable model evaluations. 

At the end of the first portion of the study, model scores would be 

compared using a scatter plot, with the best scoring candidate selected 

for study 2. 
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3.5 Study 2: Research And Analysis 

 

 

The second portion of our study is observational; evaluating 

~2,000,000 user posts from the r/Depression dataset provided by Reddit. 

As in study 1, Reddit's data has also been made available to USQ for 

research purposes and was cleared by ethics prior to our use (see Data 

and Ethics). Reddit’s provided posts span a wide range of age brackets, 

professions and backgrounds and were ideal for our circumstance given 

the study aims.  

The best performing CNN model trained during Study 1 will be used 

for Study 2 in an effort to capture the most complex patterns whilst 

performing more efficiently across larger datasets (Bhandari et al., 2022; 

da Silva et al., 2022).  

 

Figure 5 

Study 2 Flowchart 
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3.5.1 Label Posts: Script 1 

 The script written for this portion of the study applied our CNN 

sentiment analysis model for text classification on the described dataset 

and performed the following steps in chronological order: 

1. Import Libraries: The necessary Python libraries were imported, 

including Pandas for data manipulation, TensorFlow for machine 

learning and the required modules for text preprocessing (Tokenizer, 

pad_sequences) and model loading. 

2. Load Pre-Trained Model And Tokeniser: The pre-trained CNN 

model was loaded using TensorFlow's ‘load_model’ function. 

Additionally, a tokeniser, which was used during the training of the 

model, was loaded from a pickled file. 

3. Define Preprocessing Function: A function was defined to pre-

process a CSV file containing text data to make predictions using the 

loaded model taking the input CSV file path, output CSV file path and 

the tokeniser as parameters. 

4. Preprocess CSV Data: The CSV file was read into a Pandas 

DataFrame and rows with missing or non-textual data in the 'posts' 

column filtered out. The textual data was then pre-processed, 

tokenised and padded to match the sequence length used in the 

successful candidate. 

5. Make Predictions: The pre-processed text data was fed into the 

loaded CNN model to make predictions. A threshold of 0.5 was 
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applied to convert the model's continuous output into binary 

predictions. 

6. Save Labelled CSV File: The predicted labels were added as a new 

column to the DataFrame and the labelled data was saved to a new 

CSV file. 

7. Specify Input and Output Paths: The input and output CSV file 

paths were specified and a function called to perform the necessary 

labelling. 

The resulting output illustrated below is an example of what will be 

expected post-processing (Table 2-3). 

 

 

 

 

  

 

3.5.2 Text Analysis 

Our second study has several aims (Figure 5). To identify the 

keywords most strongly related to each label, the proportion of user’s 

Table 2  

Model Labelling Example. 

Table 3 

Example CNN Output. 
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initial post labels (depressed/control) and whether the likelihood of 

ascertaining a different post label changed over time.  

To facilitate this, we created two separate scripts.  

3.5.3 Identify Keywords On A Linear Scale: Script 1 

 

 

We are initially seeking to perform a sentiment analysis on user 

posts using a TF-IDF vectorizer and Logistic Regression model. Overall, 

we are aiming to analyse user posts related to depression, identify key 

terms associated with depressed and control users and evaluate the 

performance of the sentiment analysis model using the following code 

structure below (Figure 6): 

1. Importing Libraries: We imported Pandas for data manipulation, 

TfidfVectorizer for feature extraction, ‘train_test_split’ for data 

splitting, ‘LogisticRegression’ for building the classification model 

and‘stopwords’ and ‘nltk’ for natural language processing. 

Figure 6 

Simplified Flowchart Of Keyword Identification 
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2. Preprocessing and Data Splitting: We created a function that 

loads the data from an Excel file, dropped rows with missing values 

in the 'posts' or 'Predicted_Label' columns, converted 

'Predicted_Label' to numeric type (separating data into depressed 

and control groups) and splitting the data into training and testing 

sets. 

3. Top Words and Coefficients Extraction: We designed a function 

to retrieve the top N related words and their coefficients for a 

specified class label (0 or 1) based on the TF-IDF vectoriser and 

Logistic Regression model. 

4. TF-IDF vectorisation and model training: We Designed a TF-IDF 

function that transformed the training and testing data, initialising a 

Logistic Regression model and training the model on the TF-IDF-

transformed training data, whilst making predictions on the test set. 

5. Top Words and Coefficients Display: The script displayed the top 

10 words and their coefficients for depressed and control users, 

providing insights into the most influential terms for each class. 

6. Model Evaluation: The accuracy of the model on the test set was 

calculated and a classification report was generated, including 

precision, recall and F1-score for each class. 

7. Main Script Execution: The main script specified the path to the 

Excel file, calling the pre-processing function and then executing the 

sentiment analysis using TF-IDF and Logistic Regression. 
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3.5.4 Script 2 (Mixed-Effects Logistic Regression Analysis): 

Our second script aims to perform a mixed-effects logistic 

regression analysis on our dataset using the predicted labels, elapsed 

time and anonymised user ID’s using the code structure below: 

1. Importing Libraries: The script imports necessary libraries, 

including ‘Pandas’ for data manipulation, ‘Statsmodels’ for statistical 

modeling and ‘Numpy’ for numerical operations. 

2. Data Loading And Preprocessing: The script read/converted data 

from an Excel file into a Pandas DataFrame. It converted the UTC 

column to datetime format, handling time zone information, whilst 

calculating elapsed time from the minimum timestamp. Time periods 

were redefined without losing time zone information. The anonymous 

user ID column was converted to string type to ensure consistent 

data types and rows with missing or NaN values in any column were 

dropped. 

3. Creating A New DataFrame: A new DataFrame was created with 

'Predicted_Label' (converted to float), 'elapsed_time' and 'anon'. 

4. Mixed-Effects Logistic Regression: The script performed a mixed-

effects logistic regression using the MixedLM class from statsmodels 

using the Predicted_Label as the dependent variable, elapsed time as 

the fixed effect and random effects introduced for each pair within 

'anon'. The model was fit using the fit method. 

5. Displaying Regression Results: The summary of the mixed-effects 

logistic regression results is printed, including coefficients, standard 
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errors, z-values and p-values. 

It is expected both scripts will be able to facilitate the sought outcomes 

stipulated within Study 2. 

3.6 Reliability 

Reliability of the study’s methods were ensured under their relevant 

subheadings. 

• Study 1 model: 

- Cross-validation: The training dataset was already split by 

the original researchers and labelled into several subsets, 

with the model trained on each with the largest dataset 

used for testing to ensure against overfitting. 

- Data-validation: The original pre-labelled data used in the 

RSDD was used to train our model, with the only anticipated 

difference between the RSDD model and ours being a 

reduction in training data used for computational efficiency. 

• Study 2:  

- TF-IDF: Although implemented to identify keyword strength 

with binary classifications, if our model is functioning 

correctly, it is anticipated a clear contextual disparity will 

appear between classifications. 
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Third-party reliability tests: 

• A panel of experts reviewed portions of work as they were 

produced on a ‘chapter by chapter’ basis. 

3.7 Limitations And Assumptions 

Given the complexity of psychological assessments, the following 

limitations and assumptions have been considered: 

- Self-confession for this experiment was assumed true. Although this 

might appear arbitrary, there is substantial evidence that already 

suggests self-reporting has a high degree of accuracy. This was 

controlled for by a stipulation in the training data used for our 

model in section 3.2: Datasets and data collection. 

- Our model will be trained on the RSDD which captures a 

subpopulation of depressed people within Reddit exclusively and 

may not be a representative sample of the population as a whole or 

transferrable to other platforms. 

- This study will be limited to the evaluation of the Reddit forum 

‘r/Depression’. Reddit is a typical text based social platform allowing 

the novel algorithm to be used without issue. Using this dataset: 

▪ controls for selection bias due to random sampling; 

▪ is not necessarily comparable to the conclusions drawn 

from other platforms; 
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▪ has >2,000,000 data entries, providing a good basis for 

testing. 

3.8 Ethics 

• Both Reddit and Yates et al. (2017) have provided/approved the use 

of our data for research. This has been cleared by USQ’s Ethics 

Committee under the research ID:  

ETH2023-0483: Sentiment Analysis for Early Detection of 

Depression on Reddit, a Social Media Platform 

• Reddit user data is publicly available, with rights to any content 

created or submitted by the user waived as “irrevocable, 

transferable and sub-licensable” by Reddit or any third party (See: 

'4. Your Content: https://www.redditinc.com/policies/user-

agreement-october-15-2020'). Consequently, use of this data for 

research has also been agreed to by users under the 'terms and 

conditions' of Reddit when making an account. 

• Anonymity: 

o Usernames have been replaced with unique ID’s prior to their 

receipt to enable temporal evaluations with anonymity.   

o The rest of the data is not sensitive, with all personally 

identifying information removed/obfuscated prior to its 

receipt. 

• The dataset has been stored encrypted for improved security. 

https://www.redditinc.com/policies/user-agreement-october-15-2020
https://www.redditinc.com/policies/user-agreement-october-15-2020
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• The data will be used in the hope the results will be published in 

peer-reviewed journals.  
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CHAPTER 4: RESULTS AND DISCUSSION 

This section serves as the cornerstone of our research, where we 

present and interpret the findings derived from our analyses. In this 

section, we delve into the outcomes of our study, providing insights, 

interpretations and implications that elucidate the significance of our 

research endeavours. Through a comprehensive examination of the 

results, we aim to address the research questions and contribute to the 

broader body of knowledge in our field. 

Within this section, we systematically organize and present the 

results obtained from our data analyses in chronological order, ensuring 

clarity, coherence and relevance to our research objectives. We will 

explore the patterns, trends and relationships uncovered through our 

analyses to offer a more detailed account of our empirical findings and 

contextualise the results within the existing literature, drawing 

connections to previous studies and theoretical frameworks to enrich our 

understanding and interpretation. 

Moreover, the discussion component of this section following each 

study will provide a platform for critical reflection, synthesis and 

interpretation of the results in light of the research questions and 

objectives. Through this, we will examine the implications, limitations and 

future directions in the hope of fostering scholarly discourse. Through a 

nuanced exploration of the results and discussions, we endeavour to 
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contribute novel insights, advance theoretical understanding and inform 

practical applications in our field of inquiry. 

4.1 Study 1: Results 

After training each CNN model and comparing F1 scores, our Two-

Factor ANOVA (Without Replication), examining the impact of the number 

of user posts versus post length on F1 suggested neither had a significant 

influence; reporting F = .75, P = >0.05 and F = .03, P = >.05 

respectively (Figure 7, Table 4). Overall, the ANOVA suggested that our 

model’s performances were not significantly influenced by variations in 

word count (per post) or post length selection in the dataset.  
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Figure 7  

Two-Factor ANOVA Revealed No-Significant Effect Of Word Count Or Random Post Number On Model 

Performance (F1). 
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Post-hoc evaluation revealed the best models produced F1 scores of 0.61, 

differentiated only by a Recall score of 0.52 > 0.51 (Table 4-5).  

Table 4 

Our Two Factor Anova Indicated No Significant Effect Of Random User Post Selection 

And/Or Post Length.  

 

 

 

                               Table 6 

                          Model Results Table (F1 Scores). 

 

Table 5 

Final Primary Candidate Scores For CNN-R Model. 
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As the purpose of this study was to identify an appropriate model 

for use in Study 2, the highest scoring candidate was selected (Precision 

= 0.85, Recall = 0.52, F1 = 0.61). 

This candidate was trained using similar parameters to that developed by 

Yates et al. (2017); but we were unable to achieve the target score (Table 

1). 

4.2 Study 1: Discussion 

Our first study provided crucial insights into the effectiveness of 

sentiment analysis models for the identification of depressive symptoms 

among users. Despite 21 training iterations, with changes to the word 

count/random post number (per post), neither of the two factors 

significantly influenced model performance (Table 4, Table 6). Although 

Bailly et al. (2022) also found their model was less influenced by the size 

of their dataset, this could have been the result of too small a step size, 

with Prusa et al. (2015) identifying that classifiers for Twitter sentiment 

improved during steps up to 81,000 instances (our equivalent of posts), 

making a more conclusive deduction difficult without more breadth.   

Current research however indicates that, with concern to the 

medical domain, classifier performance is more dependent on how well 

the training data represents the original distribution than size (Althnian et 

al., 2021). In addition, discussions persist in regards to the definition of a 

small dataset, with the majority only reaching consensus on the fact that 

too little data results in worse classification performance, making ideal 
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dataset sizes difficult to define at present (Dris et al., 2019). To date, 

Shawe-Taylor et al. (1993) introduced the Probably Approximately 

Correct (PAC) metric to determine the minimum sample size for desired 

accuracy, with others approaching the issue by utilizing algorithmic 

information theory to define small datasets (Dris et al., 2019). As this was 

beyond the scope of our study, there is evidently room for future research 

into what is an ideal data set size for training models. What we can 

conclude from this at the time of this study is that from the ranges 

selected, there were minimal changes. Due to a lack of more 

computational power at the time of this study, as well as time constraints, 

we were not able to expand further as assumed and so were limited in 

this area.  

Despite the small differences identified however, the results of our 

final model still elucidated the existence of a factor(s) that influenced F1 

score, emphasizing the importance of considering multiple metrics when 

training models to discern relevant factors (Table 5, Table 6). In our case, 

although the difference between F1 scores was minor for our competing 

models, the separation from the score reported by Yates et al. (2017) 

indicated a variation strong enough for future consideration. That said, we 

deviated by training 40 posts per user which could explain this difference. 

Given that the goal of Study 1 was to identify an appropriate model 

for use in Study 2, the selection of the highest F1 candidate reflected our 

decision to prioritize a balance between precision and recall. In many 

contexts, particularly those characterized by class imbalances, which were 
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the case for us, the F1 score holds greater significance given the 

increased likelihood to identify positive cases while minimizing both false 

positives and false negatives whilst controlling against extreme 

differences in accuracy/precision (Hicks et al., 2022). We felt that, given 

it’s potential use in future research, the simplicity and interpretability of 

the F1 score also made it a more convenient metric for decision-making 

and communication, allowing others to discern our model’s performance 

against their requirements more effectively (Hicks et al., 2022). 

4.3 Study 2: Results 

Following the execution of our second script, our model processed a 

total of 1,048,522 posts categorising 38% (402,581) and 62% (645,941) 

posts with control and depressed labels respectively. (Figure 8). 
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Figure 8  

Apportioned Control Versus Depressed Posts (Count; Percentage). 
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Our TF-IDF script determined the top 10 words associated with 

depression/control by examining the magnitude of coefficients, producing 

a list of keywords in a dichotomous, linear relationship, spanning from 

control, through to depressed keywords (Precision: 0.82, Recall: 0.79, F1: 

0.81). The diversity of keywords within the control group were visibly 

unrelated to the theme consistent within the depressed cohort, 

suggesting valid precision and recall reporting (Figure 9). 

Figure 9  

TF-IDF Vectorization Returned The Top 10 Keywords In A Linear Relationship. More 

Negative Scores Indicated A Stronger Relationship With The Control Cohort, Whereas 

More Positive Scores Indicated A Stronger Relationship With The Depressed Cohort. 

 

The mixed-effects logistic regression model offered compelling 

insights into the temporal dynamics and individual variations within our 
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dataset. When elapsed time was 0, the log-odds of a user receiving a 

predicted label indicative of depression were approximately 0.67. This 

suggests that, on average, initial posts across all users conformed to our 

model's criteria for a depressive label (P < 0.001) (Table 8). Interestingly, 

the analysis of group variance underscored differences in baseline log-

odds (0.03) emphasizing the diverse characteristics among individual 

users (Table 8). 

Furthermore, as time progressed, there was a consistent decrease 

in the log-odds of predicted depressed labels compared to control users. 

The coefficient associated with elapsed time (-0.00) signifies the impact of 

time on the likelihood of depressive syntax, with statistical significance (P 

< 0.001) (see Table 8). This uniform trend implies a potential shift in the 

frequency of predicted depressed labels over time, suggesting evolving 

usage patterns among users but with minimal practical impact given the 

magnitude of the coefficient. 

Table 8  

Mixed Linear Regression Results. 
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4.4 Study 2: Discussion 

The results of our second study illuminates significant distinctions 

between control and depressed labels within the Reddit community, with 

our TF-IDF script successfully identifying the top 10 words associated with 

each label alongside a high precision, recall and F1 score. Notably, the 

diversity of keywords within the control group starkly contrasted those in 

the depressed cohort, supporting the efficacy of our approach (Yang & 

Leskovec, 2011). 

Although other strategies could have been used, we felt TF-IDF 

vectorization helped to capture the importance of each term relative to 

their category (control/depressed) but more importantly served as a 

means of indirect validation. As the most important key-words unique to 

each category were weighted against common terms (increasing 

discrimination), we could conclude that if our model was ineffective, there 

should be no observable/thematic differences between groups. This was 

demonstrably not the case, with all key words in the depressed groups 

distinctive/synonymous with depression and all control words appearing 

random (Figure 9).  

When reviewing the labels manually, many of the posts identified by 

our model could be recategorized due to the absence of an obvious 

contextual relationship and/or keywords associated with their determined 

class. Although this made our model’s determination curious the overall 

semantic hierarchy determined by our tool suggested ability to identify 
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more nuanced patterns than the human eye. While several arguments 

could be formed against our approach, we believe it is more important to 

highlight the assumptions upon which these arguments are likely based. 

For instance, they would most likely assume that practitioners and current 

screening tools are more accurate. These are of course defensible, 

primarily due to the realities of human error but also due to the goals of 

our model and research, which is to produce a screening tool, not a 

diagnostic tool. The primary benefit of artificial intelligence is it’s ability to 

replicate the same learning patterns exhibited by humans, primarily for 

the identification of patterns to be used in the decision making process 

(Ahmad et al., 2021). Given our model was trained using a CNN, which 

Ahmad et al. (2021) posited was the most used ML technique in 

biomedical research at the time, it lends further support to the potential 

validity of our model and it’s concurrent results. It is also important to 

accept that we use big data tools to identify patterns that we as a species 

cannot, due to our inability to extract meaning from so many datapoints 

(Ahmad et al., 2021). 

Focusing on our results, research has to date, extensively explored 

the linguistic and behavioural cues associated with depression on social 

media platforms. Gkotsis et al. (2017) conducted an integrative review 

focusing on the detection of depression and mental illness on social 

media. This comprehensive review examined how individuals express 

depressive symptoms through online interactions across various 

platforms. By analysing linguistic markers and behavioural patterns using 
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different methods, the study identified similar words and expressions 

commonly used by individuals experiencing depression across multiple 

platforms including Twitter, Facebook, Reddit and other online forums. 

Examples of keywords found include phrases such as "I feel hopeless", 

"I'm worthless", "I'm so sad", "I'm alone" and "I can't stop crying." These 

expressions reflect emotional distress, self-criticism, social withdrawal and 

negative thought patterns commonly associated with depression. De 

Choudhury et al. (2021) and Coppersmith et al. (2015) have also 

investigated the predictive power of language-based features extracted 

from social media posts for identifying depression but with a similar focus 

on keywords. These studies analysed large datasets of social media posts 

to identify linguistic characteristics and keyword usage associated with 

depression. Through similar NLP techniques, researchers were able to 

detect linguistic markers indicative of depression such as ‘depressed’,  

‘sad’, ‘lonely’, ‘worthless’ and ‘suicidal’; with Smith et al. (2020) also 

finding keywords such as ‘sad’, ‘lonely’ and ‘hopeless’ in social media 

posts of individuals diagnosed with depression, distinguishing them from 

non-depressed counterparts.  

The findings from Smith et al. (2020) and the referenced studies by 

De Choudhury et al. (2021) and Coppersmith et al. (2015) indicate a 

strong correlation between certain keywords and depression when 

analyzing social media posts. Specifically, words like ‘sad’, ‘lonely’, 

‘hopeless’, ‘worthless’ and ‘suicidal’ are clearly indicative of depressive 

states. When considering our keywords, the discovery of ‘anxiety’, 
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‘suicidal’, ‘disorder’ and ‘overwhelmed’ aligns with this thematic pattern, 

suggesting that these terms may carry significant weight across platforms 

in individuals struggling with mental health issues like depression. 

Although terms like ‘medication’, ‘therapist’, ‘therapy’, ‘psychiatrist’, 

‘lamictal’ and ‘psychologist’ also appeared but were not identified in other 

studies, they might indicate the discussion of actions taken or sought by 

individuals experiencing depressive symptoms, reinforcing their relevance 

in understanding and addressing mental health concerns. As these studies 

did not apply the same techniques for weighting, we argue our findings 

highlight the potential for using a TF-IDF tool for identifying and 

supporting individuals at risk of depression in future research, which we 

feel offers a different perspective into mental health expression within the 

digital space. 

Our mixed-effects logistic regression model additionally unveiled 

temporal dynamics alongside individual variations within the dataset that 

support current research, with most initial posts meeting our model’s 

standard for a depressive label. Although this could be explained in a 

number of ways, the majority of research argues that users engage online 

forums as support systems when suffering from depression, with Griffiths, 

Calear and Banfield (2009) and Moore et al. (2017) highlighting how 

online forums offer anonymity and accessibility, making them attractive 

options for individuals hesitant to seek face-to-face support due to stigma 

or logistical barriers. As the sense of anonymity provided by online 

platforms allows users to share their experiences and feelings more 
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candidly, we argue this fully supports our inclination towards passive text 

analysis for depression and the use of online forums by the community in 

general. Moreover, the accessibility enables users to seek support more 

conveniently, regardless of time or location, so can be particularly 

beneficial for those experiencing social isolation or difficulty accessing 

traditional mental health services due to geography.  

As further examination revealed decreases in the log-odds of 

depressed labels over time, although the practical impact of our trend was 

minimal given the small significance level, we argue that forum 

engagement helps to successfully reduce the occurrence of depressive 

syntax, which could be interpreted as a reduction in symptoms. This is 

supported by several studies that have suggested that participating in 

online forums can lead to improvements in depressive symptoms among 

users, with both Griffiths, Calear, Banfield, et al. (2009) systematic 

review and Houston et al. (2002) finding that participants reported 

significant reductions in depressive symptoms after engaging with online 

forums. Interesting, this trend also holds consistent the provision of 

services offered by clinicians such as cognitive behavioural therapy and 

interpersonal therapy but at a reduced cost to the client (Bessière et al., 

2010; Gautam et al., 2020; Markowitz & Weissman, 2004; Pantic, 2014).  

It is important to argue that we hold this position as it has also 

been demonstrated outside the boundary of internet forums, with the 

engagement of friends, family, or peers allowing individuals to feel 

understood, supported and cared for, triggering the release of 
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neurotransmitters like oxytocin and dopamine, which can alleviate stress 

and depressive symptoms (Berkman et al., 2000). Moreover, open 

communication in informal settings provides opportunities for individuals 

to gain fresh perspectives, insights and coping strategies, enhancing their 

ability to manage their symptoms effectively. This exchange of emotional 

support fosters a sense of connectedness and belonging, which is 

essential for combating feelings of loneliness and isolation commonly 

experienced by those with depression (Joiner & Katz, 1999). Therefore, 

we suggest that the relatively minor impact of our trend could be 

attributed to the limited sample size. With a longer observation period of 

posts, we anticipate that this trend may gain further support.  

Finally, although we don’t feel the observation is necessary for 

significant expansion, the variance between users highlighted diverse 

baseline log-odds, emphasizing the inherent heterogeneity of the cohort 

due to individual differences. Within a depressed internet forum, the 

observed diversity in baseline log-odds among users likely reflects the 

inherent heterogeneity of the population. Depression manifests differently 

in individuals due to various factors such as genetic predisposition, life 

experiences, coping mechanisms and access to resources. As a result, 

users entering the forum may have varying degrees of severity, symptom 

presentation and personal backgrounds. Some individuals may have more 

pronounced symptoms and lower baseline levels of well-being, leading to 

higher log-odds of depressive expressions in their posts. Conversely, 
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others may experience milder symptoms or possess stronger resilience 

factors, resulting in lower log-odds. 

This variance consequently underscores the complex nature of 

depression and the unique experiences of each forum participant. 

Understanding this heterogeneity is crucial for providing tailored support 

and interventions within the forum setting and substantiates the ongoing 

need for a diverse range of approaches and resources to effectively 

address the multifaceted needs of individuals struggling with depression. 

By recognizing and accommodating these individual differences, forums 

can foster a supportive environment where users feel understood, 

validated and empowered to navigate their journey towards recovery. 

Given the complexity of human interaction however, we argue that 

professionals will always be relied on to carry out clinical follow-ups.  

In summary, our findings offer valuable insights into the use of a 

TF-IDF as a linguistic tool, which provide an alternative view of depressed 

keywords, whilst substantiating use in future research methods. 

Furthermore, the complex interplay we found between elapsed time, 

individual user characteristics and the likelihood of predicted depressed 

labels supported current research into the use of online forums and 

community groups as an outlet of improving depressed symptoms and 

other mental health disorders in general. 
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CHAPTER 5: CONCLUSIONS 

As we approach the culmination of this thesis, it is essential to 

reflect on the journey undertaken and the insights gleaned throughout 

our exploration. Our investigation has traversed the intricate landscape of 

mental health assessment, delving into the nuances of depressive 

symptoms identification in online forums. From examining sentiment 

analysis models to analysing keyword patterns associated with 

depression, each step of our research has contributed to a deeper 

understanding of the complex interplay between technology, psychology 

and mental health. 

In this concluding section, we synthesize the key findings from our 

research endeavours and contextualize them within the broader 

framework of mental health assessment and intervention. By revisiting 

the objectives outlined at the outset of this thesis, we aim to elucidate the 

implications of our findings and chart a path for future inquiry and 

practice in mental health screening. 

5.1 Chapter 1 And 2 

In this thesis, we embarked on a comprehensive exploration of 

mental health assessment and intervention, beginning with an in-depth 

investigation into the foundational concepts and methodologies. We 

started by examining psychology as a social construct, acknowledging the 

profound impact of societal norms, cultural values and historical context 

on our understanding of mental health. From there, we delved into the 



 102 

intricacies of psychological testing, highlighting it’s role in diagnosing and 

assessing mental health disorders, particularly depression. Through a 

nuanced discussion, we defined depression and explored the various 

dimensions of this complex condition, laying the groundwork for our 

subsequent exploration of depression screening tools. 

Building upon our understanding of depression, we further delved 

into the landscape of depression screening tools. We surveyed existing 

methodologies and technologies, exploring their strengths, limitations and 

potential for improvement. In doing so, we introduced the novel concept 

of AI screening tools, which harness the power of artificial intelligence and 

machine learning to enhance the accuracy and efficiency of mental health 

assessment. Our exploration of the concepts behind AI screening tools 

laid the foundation for a deeper examination of their ethical implications, 

setting the stage for interdisciplinary dialogue between psychology, 

technology and ethics. 

We then conducted a comprehensive review of the existing 

literature surrounding mental health assessment methodologies. We 

started by examining traditional approaches such as clinical interviews 

and self-reporting measures, assessing their validity and reliability in 

diagnosing depression. From there, we explored the emerging field of 

natural language processing (NLP) and its potential applications in mental 

health screening. Our review also addressed barriers to the adoption of 

algorithms in clinical practice, highlighting challenges related to accuracy, 

privacy and bias. Additionally, we discussed strategies for overcoming 
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these barriers and maximizing the potential of AI in mental health 

assessment, focusing on decision support systems and the debate 

between binary and multifactor NLP approaches. 

Through our chronological exploration of these chapters, we have 

laid the groundwork for a comprehensive understanding of mental health 

assessment and intervention. By bridging the gap between psychology, 

technology and ethics, we aim to contribute to the development of 

innovative solutions that enhance mental health care delivery and 

promote holistic well-being for individuals and communities. 

5.2 Results 

The findings from our studies provide significant insights into the 

effectiveness of sentiment analysis models for identifying depressive 

symptoms among users in online forums. Our first study focused on 

evaluating sentiment analysis models and their performance in identifying 

depressive symptoms. Despite varying the word count/random post 

number per post during training, we found minimal influence on our 

model's performance. This contrasts with findings by Bailly et al. (2022) 

but aligns with the assertion that classifier performance in the medical 

domain is more dependent on how well the training data represents the 

original distribution (Althnian et al., 2021). We also noted challenges in 
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defining ideal dataset sizes for training models, with consensus only 

reached on the detrimental effects of too little data (Dris et al., 2019). 

Our second study delved into the identification of keywords 

associated with depression in online forums using TF-IDF analysis. We 

successfully identified top words associated with both control and 

depressed labels, highlighting significant distinctions between the two 

groups. The diversity of keywords in the control group starkly contrasted 

those in the depressed cohort, supporting the efficacy of our approach. 

Additionally, the TF-IDF vectorization helped capture the importance of 

each term relative to their category and served as a means of indirect 

validation. 

While our model demonstrated the ability to identify nuanced 

patterns indicative of depressive symptoms, there were instances where 

manual review revealed posts that could or could not be recategorized 

due to contextual ambiguity. Nonetheless, our tool showcased the 

potential to identify patterns beyond human perception, emphasizing the 

role of artificial intelligence in aiding decision-making processes. We also 

argue that online forums play a vital role in providing support for 

individuals experiencing depression, aligning with research that suggests 

participating in such forums can lead to improvements in depressive 

symptoms. 

Furthermore, our findings suggest a strong correlation between 

certain keywords and depression, consistent with existing literature on 
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linguistic cues associated with depressive states on social media 

platforms. The thematic pattern identified in our study reinforces the 

relevance of terms such as ‘anxiety’, ‘suicidal’, ‘disorder’ and 

‘overwhelmed’ in understanding mental health issues like depression. 

Additionally, our exploration of temporal dynamics and individual 

variations within the dataset supports the use of online forums as outlets 

for improving depressive symptoms, echoing the findings of previous 

studies. 

In conclusion, our research contributes to the understanding of 

mental health assessment in online forums and highlights the potential of 

sentiment analysis models and TF-IDF analysis in identifying depressive 

symptoms. In the future, it is imperative to conduct additional research 

aimed at determining the ideal dataset sizes for training models and to 

persist in examining the significance of online forums in aiding individuals 

with depression. Ultimately, our discoveries emphasize the criticality of 

harnessing technology and employing interdisciplinary methodologies to 

tackle mental health obstacles in the era of digital advancements. 

5.3 Future Research Directions 

Building upon the insights gained from our studies, several avenues 

for future research emerge, offering opportunities to deepen our 

understanding of mental health assessment in online forums and advance 

the development of innovative interventions. One promising direction is to 

further investigate the optimal dataset sizes for training sentiment 
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analysis models. While our study shed light on the minimal influence of 

varying word count/random post number per post, there remains a need 

to explore how different dataset sizes affect model performance across 

diverse populations and linguistic contexts. Future research could employ 

larger and more diverse datasets to ascertain the robustness of sentiment 

analysis models and their generalizability across various demographic and 

cultural groups. 

Additionally, there is a pressing need to enhance the interpretability 

and transparency of sentiment analysis models in mental health 

assessment. While our TF-IDF analysis successfully identified keywords 

associated with depression, manual review revealed instances of 

contextual ambiguity. Future research could focus on refining natural 

language processing techniques to improve the accuracy and reliability of 

model predictions, while also providing explanations for the decisions 

made. Incorporating explainable artificial intelligence methodologies into 

sentiment analysis models could enhance their interpretability, enabling 

clinicians and researchers to better understand the factors influencing 

model predictions and identify potential biases. 

Furthermore, exploring the temporal dynamics of depressive 

symptoms expression in online forums presents a fertile area for future 

investigation. Our study revealed decreases in the log-odds of depressed 

labels over time, suggesting potential changes in symptom severity or 

coping mechanisms among forum participants. Future research could 

employ longitudinal approaches to examine how depressive symptoms 
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evolve over time within online communities, identifying patterns of 

resilience and vulnerability and informing targeted interventions. 

Additionally, investigating the role of moderators and peer support 

networks in mitigating depressive symptoms within online forums could 

offer valuable insights into effective strategies for promoting mental 

health and well-being in digital spaces. 

Finally, there is a need to continue exploring the potential of online 

forums as platforms for supporting individuals with depression and other 

mental health concerns. While our study and existing literature highlight 

the positive impact of forum engagement on depressive symptoms, 

further research is warranted to understand the mechanisms underlying 

this effect and optimize the design and implementation of online support 

interventions. Collaborative efforts between researchers, clinicians and 

forum administrators are essential to develop evidence-based guidelines 

and best practices for fostering supportive and inclusive online 

communities for mental health support. 

As model training is also heavily dependent on infrastructure, with 

larger models requiring more computational power, we also identified the 

potential need for more research into factors influencing training to 

ensure the effective utilisation of resources (Prusa et al., 2015). Our 

model, although imperfect, was created using very limited resources, was 

based on a subjective classification process with very noisy labels but was 

still able to effectively parse a Reddit forum as a screening tool without 

any negative effect to users. As the process of evaluating noisy labels 
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using machine learning improves, it is expected that tool accuracy may 

increase further. Additionally however, with the advent of LLM’s, we 

anticipate they will take over this process; with commercial models able 

to self-learn at a rate individual research teams are unlikely to compete. 

Furthermore, the comparison with a model developed by Yates et 

al. (2017) highlights the challenges and complexities inherent in 

replicating or achieving similar performance levels across different studies 

or datasets. Despite efforts to emulate the parameters and methodologies 

of a previously successful model, the inability to achieve identical scores 

underscores the nuances and intricacies involved in model development 

and training. This observation underscores the need for continuous 

refinement and adaptation of models to suit specific contexts and 

datasets, acknowledging the inherent variability and complexity of real-

world data. 

To date, we anticipate two primary challenges in: 

- Information access 

- Classification reviews 

5.3.1 Information Access 

Any model provided for a service is ultimately subject to not only 

the way it was built but primarily on what it was built. As deep neural 

networks continue to improve, which they are at a rapid rate, we 

anticipate future models will continue to improve in accuracy (Song et al., 

2023). This accuracy however will still be determined by the data 
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available for training, as well as the data upon which it is being tested. As 

was mentioned during our systematic review, a model trained on another 

service (Facebook, X etc) or even another forum, will not necessarily 

perform well or at all, elsewhere.   

Although our reasoning is multifaceted, we posit this is primarily the 

result of the following: 

1. Domain-Specific Vocabulary: Different areas or domains have 

their own unique terminologies, jargon and linguistic nuances. A 

model trained on one domain might not understand or generalize 

well to the terminologies of another domain. 

2. Data Distribution: The distribution of data in one domain might be 

significantly different from another domain. Models trained on one 

dataset learn patterns specific to that distribution and may fail to 

generalize to data with a different distribution. As we performed our 

analysis on a Reddit forum specifically related to depression, further 

research could be conducted on other forums, as well as other 

domains. 

3. Semantic Differences: Even if the words are the same across 

domains, their meanings or contexts can vary. For instance, the 

word "apple" could refer to a fruit in one domain and a technology 

company in another. Although this might not appear to be related 
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to our domain, models do require exposure to different contexts to 

understand these nuances. 

4. Task Differences: NLP tasks can vary widely across different 

domains. A model trained for sentiment analysis on social media 

data might not perform well for medical text classification tasks. 

Each task may require different features, representations or 

modelling techniques. 

5. Annotation Quality And Quantity: The quality and quantity of 

annotations in different datasets can vary. Models heavily rely on 

labelled data during training and if the quality or quantity of 

annotations differs significantly between datasets, it can impact the 

model's performance. 

6. Biases and Cultural Differences: Models trained on one dataset 

may inherit biases present in that dataset. These biases may not 

generalise well to a different domain, where different biases or 

cultural nuances exist. 

7. Cross-Linguistic Variances: Human languages exhibit diverse 

structures, vocabularies and cultural nuances. For instance, 

expressions or idioms in English may not have direct equivalents in 

other languages like Spanish or Mandarin. Therefore, when 

deploying NLP models across different linguistic contexts, such as 

translating between languages or analysing multilingual data, it is 

crucial to account for these variations. Models trained solely on one 
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language may struggle to accurately interpret or generate content 

in another, highlighting the necessity for multilingual training and 

robust linguistic understanding in NLP systems. 

To mitigate these issues, domain adaptation techniques such as 

fine-tuning on the target domain or using techniques like transfer learning 

can be employed. These methods involve updating the parameters of a 

pre-trained model on a new dataset to adapt it to the target domain 

(Ebbehoj et al., 2022; Waisberg et al., 2023). However, even with these 

techniques, performance may vary depending on the similarity between 

the source and target domains.  

5.3.2 Classification Reviews 

DSM-5 undergoes continuous scrutiny and assessment by mental 

health professionals, researchers and pertinent organizations. 

The release of the DSM-5 in 2013 marked a significant 

advancement over it’s predecessor as it integrated changes in diagnostic 

criteria, based on advancements in scientific research and evolving 

perspectives on mental health disorders. Much like it’s predecessors, the 

DSM-5 undergoes periodic review and refinement in response to emerging 

evidence and the evolution of psychiatric practices. 

While there are not any communicated plans for a comprehensive 

overhaul of the DSM-5, future updates to specific diagnostic criteria or the 

inclusion of new disorders may transpire as research advances and our 

comprehension of mental health disorders deepens. These modifications 
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typically entail a meticulous review process, involving input from domain 

experts and consideration of the latest scientific findings. Consequently, 

any tools built on prior definitions might necessitate additional reviews 

and re-training. 

5.4 Conclusion 

Our research highlights significant advancements in leveraging 

sentiment analysis models for identifying depressive symptoms in online 

forums. The first study demonstrated that while varying word count and 

post numbers during training had minimal impact on model performance, 

the effectiveness of sentiment analysis is more closely tied to the 

representativeness of the training data. This aligns with Althnian et al. 

(2021) and contrasts Bailly et al. (2022), suggesting that sufficient, 

representative data is crucial for classifier performance. We also identified 

challenges in determining optimal dataset sizes, yielding support for prior 

findings by Dris et al. (2019) about the drawbacks of insufficient data. 

In our second study, the use of TF-IDF analysis effectively 

differentiated keywords associated with depressive and non-depressive 

posts, reinforcing the model's capacity to capture meaningful linguistic 

patterns. Although some contextual ambiguities required manual review, 

the tool demonstrated potential in uncovering nuanced depressive 

indicators that may surpass human detection capabilities. Our findings 

emphasize the value of online forums as supportive platforms for 
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individuals with depression and affirm the significance of keywords like 

'anxiety' and 'suicidal' in identifying mental health issues. Moving forward, 

further research is needed to refine dataset sizes and continue exploring 

the role of online forums in mental health support, underscoring the 

importance of integrating technology and interdisciplinary approaches to 

address mental health challenges in the digital age. 
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