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A B S T R A C T   

Parkinson’s disease (PD) is a progressive neurodegenerative disorder affecting the quality of life of over 10 
million individuals worldwide. Early diagnosis is crucial for timely intervention and better patient outcomes. 
Electroencephalogram (EEG) signals are commonly used for early PD diagnosis due to their potential in moni-
toring disease progression. But traditional EEG-based methods lack exploration of brain regions that provide 
essential information about PD, and their performance falls short for real-time applications. To address these 
limitations, this study proposes a novel approach using a Time-Frequency Representation (TFR) based AlexNet 
Convolutional Neural Network (CNN) model to explore EEG channel-based analysis and identify critical brain 
regions efficiently diagnosing PD from EEG data. The Wavelet Scattering Transform (WST) is employed to 
capture distinct temporal and spectral characteristics, while AlexNet CNN is utilized to detect complex spatial 
patterns at different scales, accurately identifying intricate EEG patterns associated with PD. The experiment 
results on two real-time EEG PD datasets: San Diego dataset and the Iowa dataset demonstrate that frontal and 
central brain regions, including AF4 and AFz electrodes, contribute significantly to providing more represen-
tative features compared to other regions for PD detection. The proposed architecture achieves an impressive 
accuracy of 99.84% for the San Diego dataset and 95.79% for the Iowa dataset, outperforming existing EEG- 
based PD detection methods. The findings of this research will assist to create an essential technology for effi-
cient PD diagnosis, enhancing patient care and quality of life.   

1. Introduction 

Parkinson’s disease (PD) is a rapidly growing progressive neurode-
generative condition that leads to significant disability and mortality 
rates. PD stands as the second most common neurodegenerative disor-
der, following Alzheimer’s disease and the most prevalent movement 
disorder in the world [1]. The condition primarily impacts the central 
nervous system, particularly the regions of the brain responsible for 
motor control. PD manifests with a diverse range of motor and 
non-motor symptoms. The motor symptoms include resting tremors, 
bradykinesia (slowness of movement), rigidity (muscle stiffness), and 
postural instability leading to balance issues. Meanwhile, non-motor 
symptoms can encompass depression, anxiety, sleep disturbances, con-
stipation, and cognitive changes [2,3]. When the disease progresses, the 

symptoms become increasingly severe, significantly impacting the daily 
life and work of patients. The worsening symptoms lead to higher rates 
of disability and increased need for care [4]. Many people with PD also 
develop dementia during the course of their disease. 

Although the exact causes of PD are not yet entirely known, genetics 
[5], environment [6], ageing [7], and additional factors like inflam-
mation, oxidative stress, and mitochondrial dysfunction [8] have all 
been linked to the condition’s onset. Age is a significant risk factor, 
being more frequent in individuals over 60 years old and men are more 
susceptible to PD than women. According to the Parkinson’s Founda-
tion, over 10 million people worldwide are estimated to live with Par-
kinson’s disease, and this prevalence is projected to double by 2040 [4, 
9]. As there is currently no cure for Parkinson’s disease, and it persists as 
a lifelong condition, early detection, prompt diagnosis, and appropriate 
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treatment are vital in enabling affected individuals to lead fulfilling 
lives. These interventions enable individuals to maintain their regular 
daily lives to the best extent possible. Therefore, researchers are actively 
exploring early detection methods to identify vulnerable patients and 
commence treatment as soon as possible, allowing them to lead as 
normal a life as possible within society. 

There is no definitive test for PD recognition. Diagnosis is typically 
based on clinical observation of symptoms and a patient’s medical his-
tory. Neurological examinations and brain imaging techniques, such as 
Magnetic Resonance Imaging (MRI) and Positron emission tomography 
(PET) scans, Electroencephalography (EEG) may be used to rule out 
other possible causes of symptoms [2]. Out of these, EEG holds signifi-
cant importance in PD diagnosis as it provides a non-invasive means of 
studying changes in brain activity associated with the condition [3]. 
This valuable tool allows researchers to gain insights into the underlying 
mechanisms of Parkinson’s disease and explore innovative treatments to 
improve the quality of life for those affected by the disorder. In in-
dividuals with PD, EEG can reveal certain abnormalities in brain wave 
patterns. These abnormalities are indicative of disrupted brain function 
and can provide valuable clues about the presence and severity of the 
disease. Abnormal EEG patterns may also help in tracking the progres-
sion of PD over time [2,3]. 

In the literature, a variety of techniques for the automated diagnosis 
of PD using EEG signals have been proposed. These methods examined 
computer-aided diagnostic systems that might automatically distinguish 
PD patients from healthy controls and learn the EEG characteristics that 
distinguish PD patients from healthy controls. Li et al. [10] introduced 
hybrid deep neural networks (DNNs), which construct parallel and series 
combination models to integrate convolutional neural networks (CNN) 
with long short-term memory (LSTM). EEG data from 25 patients with 
PD and 30 healthy controls were used to test the approach and their 
proposed parallel model achieved 97.6% specificity, 97.1% sensitivity, 
and 98.6% accuracy. A graph-based aspirin model for automatic PD 
identification using EEG signals was presented by Baura et al. [11]. The 
suggested method was evaluated on 16 healthy patients (9 Female, 7 
Male), 15 PD (8 Female, 7 Male), and achieved the best classification 
performance of 95.48%. In order to automatically decompose PD uti-
lizing EEG from 16 healthy controls (HC) and 15 PD (ON and OFF 
medication) subjects, Khare et al. [12] presented an automated tuneable 
Q wavelet transform (A-TQWT) by extracting five significant charac-
teristics. The suggested technique correctly classified HC vs PD OFF and 
HC vs PD ON medications with accuracy rates of 96.13% and 97.65%, 
respectively. 

A random-forest classifier was developed by De Oliveira et al. [13] to 
offer a machine-learning technique for PD identification that has a 
classification accuracy of 99.22%. Using EEG data from many research 
institutes, including healthy subjects and PD patients, Anjum et al. [14] 
developed a system for identifying PD and achieved 85.40% accuracy. 
Using 20 healthy cases and 20 PD patients, Balestrino & Schapira [15] 
proposed a method based on the RUSBoosted trees classifier for PD 
identification and achieved 87% accuracy. In order to extract high-order 
features from EEG data for PD identification, Yuvaraj et al. [16] used a 
machine-learning strategy based on an SVM classifier and attained a 
classification accuracy of 99.62%. Using a combination of magnetoen-
cephalography and EEG signals, Naghsh et al. [17] developed an auto-
mated method for diagnosing PD on 20 participants, 10 of whom had the 
disease and 10 of whom did not. They reached a 95% accuracy rate. A 
13-layer CNN was developed by Oh et al. [18] using resting-state EEG, 
and it successfully recognized de novo PD with an accuracy of 88.25%. A 
tuneable Q wavelet transform, and a probabilistic neural network were 
reported to be used by Murugappan et al. [19] to recognise PD. Wagh 
et al. [20] proposed an 8-layer graph-CNN that could identify PD and 
other neurological conditions with an accuracy of 85%. 

For the purpose of PD identification, Xu et al. [21] developed a 
pooling based deep RNN technique and reported, in that order, 91.81% 
specificity, 84.84% sensitivity, and 88.31% accuracy. With an area 

under the curve (AUC) of 91%, Koch et al. [22] developed a Random 
Forest Classifier for PD detection using clinical and automated charac-
teristics from EEG data. Two hybrid models for diagnosing PD were 
introduced by Shi et al. [23] with the highest accuracy of 82.89%. With 
96.9% accuracy. Lee et al. [24] developed a hybrid model combining 
CNN and LSTM to take advantage of the spatial and temporal charac-
teristics of EEG. Discrete wavelets transform (DWT)-based approach [3], 
smoothed pseudo-Wigner Ville distribution (SPWVD) coupled with CNN 
based approach [6], deep-learning approach based on layer convolu-
tional neural network [1] are some additional techniques that use PD 
detection using EEG. Several popular deep learning models have been 
introduced in Refs. [25–29] to enhance performance, stability, and 
decrease false discovery rate. 

The existing literature highlights certain gaps in the current methods 
for PD identification using EEG signals. Notably, the combination of 
time-frequency representation (TFR) with deep learning models, which 
is crucial for efficiently identifying PD, has not been extensively 
explored. EEG signals exhibit complexity and diversity, being non- 
periodic, non-stationary, and non-linear, making TFR and deep 
learning integration highly relevant. Additionally, the current research 
has overlooked the investigation of the individual contributions of 
different EEG channels and the specific brain regions responsible for 
detecting PD as potential biomarkers. Understanding the involvement of 
specific brain regions could aid in refining diagnostic accuracy. 
Furthermore, many studies in the field of EEG-based PD detection are 
based on relatively small sample sizes and may lack external validation 
on larger and more diverse datasets. In summary, the current literature 
indicates the need for further research to address these limitations by 
exploring TFR in combination with deep learning models, investigating 
EEG channel contributions and brain region involvement, and validating 
findings on more extensive and diverse datasets for enhanced PD 
detection and diagnostic accuracy. 

To address the existing issues, this study intends to design a Time- 
Frequency Representation (TFR) based AlexNet network model for PD 
detection using EEG signals with the aim of achieving the following 
three objectives: (1) Develop a computationally efficient and straight-
forward model for PD classification using EEG; (2) Investigate the effect 
of different EEG channels in PD detection to localize the brain region 
responsible for selecting representative channels; (3) Enhance the per-
formance of the proposed model compared to state-of-the-art methods. 
For the first time, this study is to introduce the Wavelet Scattering 
Transform (WST), a method tailored to handle the oscillatory nature of 
EEG signals effectively, in conjunction with the AlexNet model for ac-
curate PD detection. In the proposed framework, WST is used to present 
TFR for handling the oscillatory nature of EEG signals more precisely. 
Additionally, the AlexNet model is utilized effectively in detecting PD 
leveraging the TFR information obtained from EEG data. 

The proposed approach offers significant contributions, which can be 
summarized as follows:  

• We have designed a new framework for PD detection, integrating 
TFR and AlexNet AlexNet-CNN algorithms. This framework effi-
ciently distinguishes between healthy control and PD subjects using 
real-time EEG datasets. Notably, we are the first to employ the WST- 
based TFR in combination with AlexNet-CNN, and our approach has 
been successfully tested on these two datasets.  

• Through our research, we have conducted a thorough channel-wise 
analysis of EEG data, leading to the localization of the brain region 
responsible for selecting the representative channel. This investiga-
tion provides valuable insights into the neural mechanisms under-
lying PD detection through EEG signals.  

• We investigated the effectiveness of the AlexNet model by comparing 
it with three widely used CNN models, VGG16, DarkNet19 and 
ResNet18, within the proposed framework to establish a robust PD 
detection scheme. 
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• The proposed AlexNet based approach exhibits superior performance 
in PD detection from EEG data compared to existing state-of-the-art 
EEG-based PD detection methods. The model’s improved accuracy 
and efficacy represent a significant advancement in the field of EEG- 
based PD diagnosis. 

The structure of this paper is outlined as follows: Section 2 offers a 
comprehensive account of the EEG datasets utilized in this study and an 
overview of the proposed PD detection framework. In Section 3, detailed 
information about the experimental setup, experimental results, and 
corresponding discussions is presented. Section 4 presents a discussion 
about the study and its findings. Lastly, Section 5 concludes the paper 
and includes insights into future research directions. 

2. Material and methods 

2.1. Datasets 

Dataset 1 (Iowa dataset): This dataset was obtained from studies 
conducted at the University of Iowa (UI) in Iowa City, Iowa [14,30]. This 
dataset consists of EEG recordings from 14 individuals with PD and 14 
healthy control (HC) subjects. The participants were not subjected to 
any exclusion criteria. However, the HC participants were carefully 
matched with PD patients in terms of age and sex, and no significant 
differences were observed in education or premorbid intelligence 
(Table 1). During the experimental protocol, EEG recordings in the Iowa 
dataset were obtained only under eyes-open conditions. The EEG data 
were captured using 0.1–100 Hz sintered Ag/AgCl electrodes on a 
64-channel Brain Vision system. The sampling rate used was 500 Hz, and 
each subject’s EEG was recorded for at least 2 min. An online reference 
was set to channel Pz as the baseline. Further details about these datasets 
can be found in Ref. [14]. 

Dataset 2 (San Diego dataset): Dataset 2 is an openly accessible 
dataset collected at the University of San Diego, California [31]. This 
dataset comprises data from 16 healthy control participants (7 males 
and 9 females) with an average age of 63.5 ± 9.6 years, and 15 in-
dividuals diagnosed with PD (8 females and 7 males) with an average 
age of 63.2 ± 8.2 years. The PD patients were carefully matched to the 
healthy control group in terms of right-handedness, gender, age, and 
cognitive abilities, as assessed by the Mini-Mental State Exam and North 
American Adult Reading Test. All PD patients in the dataset had mild to 
moderate disease (Stage II and III on the Hoehn and Yahr scale), with an 
average disease duration of 4.5 ± 3.5 years. The data collection involved 
recordings on different days, with a counterbalanced order for PD pa-
tients with medication ON (PDSO) and OFF (PDSF) conditions. For 
PDSO recordings, the subjects maintained their normal medication 
schedule, while for PDSF recordings, the patients refrained from taking 
medication for at least 12 h. Healthy control subjects were tested only 
once. During data collection, the subjects were seated comfortably and 
asked to relax while fixating their eyes on a cross displayed on a screen. 
EEG data were recorded for a minimum of 3 min using a 32-channel 
Biosemi ActiveTwo EEG system at a sampling frequency of 512 Hz. 
For a more detailed description of the dataset, data acquisition, and 

pre-processing, please refer to Refs. [3,31,32]. 

2.2. Proposed methodology 

In this study, a novel framework is presented for identifying PD from 
EEG data, which involves a combination of Wavelet Scattering Trans-
form (WST) and AlexNet-based Convolutional Neural Network (CNN) 
model. The WST is used to obtain Time frequency representation (TFR) 
of EEG signal data. The proposed method comprises several essential 
steps, including pre-processing, time-frequency representation, hidden 
feature extraction, and classification. Fig. 1 visually demonstrates the 
design concept of the proposed framework in this research. Detailed 
explanations of each phase within the proposed framework are provided 
in the following sections. 

2.2.1. Phase 1: time frequency representation using wavelet scattering 
transform (WST) 

Time-frequency representation (TFR) is a valuable method for 
analyzing EEG signals, as it allows for simultaneous examination of both 
the time and frequency domains. This capability is essential in detecting 
PD because the disease exhibits distinct temporal and spectral charac-
teristics that may not be readily discernible when studying each domain 
independently. In this research, the Wavelet Scattering Transform 
(WST) tool is employed to obtain the TFR of EEG signals, which effec-
tively captures both local and global structures within the data. By 
leveraging TFR, we can better capture and identify the unique patterns 
associated with PD, enhancing our ability to diagnose and understand 
the condition. 

The WST builds upon the principles of wavelet analysis belonging the 
family of wavelet transforms and operates on scattering coefficients 
derived from wavelet transforms, modulus nonlinearities, and aver-
aging. It involves iteratively applying wavelet transforms to a signal at 
various scales, computing the modulus of the resulting coefficients at 
each scale, and then recombining them to create a new representation of 
the signal [33]. This resultant representation offers insights into the 
signal’s structure at different scales, making it advantageous for 
analyzing signals with multi-scale characteristics. This transform is 
particularly valuable when examining signals exhibiting intricate and 
multi-scale structures, as it enables the extraction of information at 
multiple scales and resolutions. 

Instead of traditional WT, this study considers WST for EEG-based PD 
detection for these reasons: (1) Better Time-Frequency Representation: 
It provides a more accurate representation of EEG signals, capturing 
high and low-frequency components effectively, crucial for identifying 
relevant patterns in PD-related EEG data. (2) Multiscale Analysis: It 
performs hierarchical decomposition across multiple scales, enabling 
detection of subtle changes and abnormalities in EEG data associated 
with PD. (3) Reduced Computational Complexity: Compared to tradi-
tional WT, WST has lower computational complexity, making it more 
efficient for processing large EEG datasets common in PD detection 
studies. 

The stages involved in the WST for generating scattering coefficients 
are visually depicted in Fig. 2. Fig. 3 presents a tree overview diagram 
illustrating the zero-order scattering coefficients obtained through 
averaging. In Fig. 3, f represents the input EEG signal, φJ is the scaling 
function, and {ψ j,k}are the wavelets, respectively. The features are 
iteratively generated by wavelet scattering transform. Firstly, input EEG 
data is convolved with scaling function (f*φJ) to generate the zeroth- 
order scattering coefficients, S[0]. As a next step, following process is 
repeated for each node [34].  

• Perform the WT of EEG data with each wavelet filter in the first filter 
bank.  

• Next, the modulus of each filtered output should be calculated. The 
nodes are the scalogram, U [1]. 

Table 1 
Demographic information of PD and healthy participants.  

Category Dataset 1: Iowa dataset Dataset 2: San Diego 
dataset 

HC PD HC PD 

Number of Participants 14 14 16 15 
Gender (Male/female) 6/8 6/8 7/9 8/7 
Age (years) 70.5 ± 8.7 70.5 ± 8.7 63.5 ± 9.6 63.2 ± 8.2 
Disease duration (years) – 5.6 ± 3.2 – 4.5 ± 3.5 
Sampling Frequency (Hz) 500 500 512 512 
Used number of channel 64 64 32 32  
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• Utilizing the scaling filter, average each modulus. The outcomes are 
the first-order scattering coefficients, S [1]. 

The details descriptions of WST are available in Refs. [33,34]. The 
WST based TFR allows for the extraction of time-varying frequency in-
formation from EEG signals, enabling the detection of subtle changes 
and patterns associated with PD. 

Figs. 4 and 5 display the TFR acquired through the use of WST on 
Dataset 1 and Dataset 2, respectively. By observing these figures, it 

Fig. 1. Overall framework of our proposed model for efficient identification of PD using EEG data.  

Fig. 2. Stages involved in scattering wavelet transform.  

Fig. 3. Tree view of zeroth-order scattering coefficients computed by simple averaging of the input (https://au.mathworks.com/help/wavelet/ug/wavelet-scatte 
ring.html). 

Fig. 4. Exemplary TFR obtained using WST on Dataset 1 (a) HC and (b) PD.  

S. Siuly et al.                                                                                                                                                                                                                                    

https://au.mathworks.com/help/wavelet/ug/wavelet-scattering.html
https://au.mathworks.com/help/wavelet/ug/wavelet-scattering.html


Computers in Biology and Medicine 174 (2024) 108462

5

becomes apparent that the TFR of healthy controls (HC) and individuals 
with PD on Dataset 1 exhibit distinct features. Similarly, the TFR of HC, 

individuals with PD in the “on” state (PDSF), and individuals with PD 
in the “off” state (PDSO) on Dataset 2 also exhibit representative char-
acteristics. These findings highlight the ability of TFR to capture intri-
cate details of EEG signals during PD, enabling the generation of 
distinguishable patterns for differentiating between HC and PD EEG 
signals. 

2.2.2. Phase 2: model architecture: AlexNet based CNN model 
Automated PD detection relies heavily on effective decision-making. 

In this study, we propose an architecture for extracting important hid-
den features from EEG data for PD detection that involves a TFR-based 
AlexNet CNN model. The main motivation behind choosing the AlexNet- 
based CNN model for EEG-based PD detection lies in its simplicity and 
proficiency in capturing complex spatial patterns within the EEG data. 
Specific features of AlexNet, such as its deep architecture and convolu-
tional layers, make it well-suited for extracting hierarchical features 
from EEG signals. Further details outlining the reasons are provided as 
follows: (1) AlexNet presents a deeper architecture compared to other 
CNN models, facilitating the capture of more intricate features within 
the data. This increased depth empowers the model to acquire hierar-
chical representations, essential for comprehending the complex pat-
terns inherent in EEG signals associated with PD. (2) AlexNet 
incorporates local response normalization, a technique enhancing the 
model’s generalization by normalizing responses across various chan-
nels. This normalization mechanism enhances the model’s robustness to 
variations and assists in capturing pertinent patterns within the EEG 
signals. (3) The convolutional filters utilized in AlexNet are constructed 
to identify spatial patterns at diverse scales. This characteristic proves 
advantageous for capturing both local and global patterns within EEG 
signals, a crucial aspect for precise identification of PD-related 
abnormalities. 

AlexNet is a pioneering convolutional neural network architecture. It 
consists of eight layers, including five convolutional layers, and three 
fully connected layers. The initial five layers are convolutional, and in 

some cases, they are followed by max-pooling layers. The remaining 
three layers were fully connected. To facilitate parallel processing, the 
network is split into two copies, with each copy running on one GPU 
[35]. The overall can be summarized as follows in Fig. 6: 

The five convolutional layers of the AlexNet CNN model are used to 
extract the input image’s deep information [35,36]. The number and 
size of the filters in the convolutional layer varies. For the study of deep 
features, the filter is moved around as a tensor or an image. The sub-
sequent input receives the extracted deep features and continues the 
extraction of deep features there. Three completely connected layers 
that reduce the two-dimensional feature matrix to one dimension form 
the CNN model’s final layer. Softmax layer, which allocates the class 
based on a probabilistic approach, is used to end the model. Fig. 7 de-
picts the AlexNet model’s schematic structure. Table 2 provides an 
overview of the CNN model’s tuning parameters for this proposed 
model. 

2.2.3. Phase 3: predicted outcome and decision-making 
In this phase, predicted outcomes (e.g., PD or HC classification) are 

obtained through two fully connected layers, which constitute the final 
layer of the AlexNet CNN model and produce a probability distribution 

Fig. 5. Exemplary TFR obtained using WST on Dataset 2 (a) HC, (b) PDSF, and (c) PDSO.  

Fig. 6. Working steps of AlexNet model. 
Where, CNN = convolutional layer (with ReLU activation); RN = local response normalization; MP = maxpooling; FC = fully connected layer (with ReLU activation); 
Linear = fully connected layer (without activation); DO = dropout. 

Fig. 7. Schematic diagram of AlexNet CNN model.  
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over all possible categories for the given input (refer to Fig. 6). The final 
layer employs a softmax function, yielding output probabilities ranging 
from 0 to 1 for each class in the classification task. These output prob-
abilities represent the predicted likelihood of the input signal belonging 
to a specific class, where higher probabilities indicate greater confidence 
in the classification. Ultimately, based on these probabilities, decisions 
are made regarding the number of subjects classified as PD and the 
number classified as HC. 

2.2.4. Phase 4: performance evaluation 
The consistency of a decision-making model is determined by its 

overall performance. In the context of a medical expert decision-making 
system, multiple evaluations are conducted to assess the system 
comprehensively. To gauge the overall consistency of our developed 
model, we have assessed four performance measures in addition to ac-
curacy. These measures include sensitivity (SEN), specificity (SPE), 
precision (PPV), and F-1 score. The mathematical expressions for these 
performance measures are defined as follows: 

Accuracy=
Pt + Nt

Pt + Pf + Nt + Nf
; Sensitivity =

Pt

Pt + Nf
;  

Specificity=
Nt

Pf + Nt
; Precision =

Pt

Pt + Pf  

F − 1 score=
2 ∗ Precision ∗ Sensitivity

Precision + Sensitivity  

where Pt , Pf , Nt, and Nf are true positive, false positive, true negative, 
and false negative values. 

3. Results 

This study assessed the proposed TFR-based AlexNet CNN model 
using two real-time PD EEG datasets: the Iowa dataset (dataset 1) and 
the San Diego dataset (dataset 2). In this section, firstly we present a 
brief overview of the experimental setup for the model implementation. 
Subsequently, we present the results obtained from the experiments. 
Finally, we provide a comparative analysis with existing methods in the 
field, followed by a discussion of the findings. 

3.1. Experimental set up 

The analysis of EEG signals poses challenges due to their non- 
stationary nature. Despite its excellent temporal resolution, EEG suf-
fers from limited spatial resolution. To address this limitation, many 
electrodes are used for analysis, but this raises the issue of determining 

the most effective electrodes for the task. Previous works have typically 
explored the analysis of all channels, making it difficult to localize 
specific brain regions accurately. In this study, we propose a novel 
approach that focuses on individual channel analysis to improve brain 
region localization. Our methodology involves using the WST for time- 
frequency analysis, allowing us to extract simultaneous information 
about time and frequency characteristics. These time-frequency char-
acteristics obtained from the WST are fed into the AlexNet CNN model, 
which facilitates automatic extraction and classification of deep fea-
tures. To ensure effective analysis, we maintain a common experimental 
setup. 

For the WST, we set the quality factor to Refs. [1,2,4]. In this study, 
the CNN models are evaluated using train-test split validation on the 
dataset, where the data is divided into training and testing sets to assess 
the model. we allocated 80% of the data for training, and the remaining 
portion designated for testing or validation. To mitigate overfitting and 
potential bias, we validated the model several times using ‘holdout 
validation’ technique. In this method, the dataset is randomly parti-
tioned into training and validation (or test) sets. The training set is 
utilized for model training, while the validation set (or test set) is 
reserved for evaluating its performance. This holdout validation process, 
involving random splits into train-test sets, is performed iteratively to 
enhance robustness against overfitting and bias. The model undergoes 
five iterations with random splits, and the final results are obtained by 
averaging the testing accuracy across the five holdout validations. To 
fine-tune the CNN model, we set the bias and weight learn factors to 20, 
use a batch size of 16, and employ a learning rate of 1e-4. The maximum 
epoch size is set to 15 to ensure optimal training. Through this approach, 
we aim to overcome the challenges posed by EEG’s non-stationary na-
ture and limited spatial resolution while improving the accuracy of brain 
region localization. 

3.2. Experimental results 

PD is a complex neurological disorder, and its detection requires a 
comprehensive analysis of multiple brain regions and their EEG signals. 
Table 3 presents the channel-wise accuracy achieved on dataset 1 (Iowa 
dataset) for detecting PD vs HC. Fig. 8 provides a comprehensive view of 
the variations in channel-wise performance across each channel on 
dataset 1. The findings reveal that channel AFz attained the highest 
accuracy of 95.79%. Additionally, our developed model successfully 
generated representative features in ‘Anterior Frontal midline regions’ 
(situated on the midline of the forehead), while the parietal region also 
exhibited significant deep features, contributing to its higher accuracies. 

As mentioned before, Dataset 2 (San Diego dataset) consists of three 
conditions: PD patients with ON (PDSO) and OFF medication (PDSF), as 

Table 2 
Summary of the tuning parameters of the proposed Alexnet model.  

Name No. of filters/ 
neurons 

Size of 
filter 

Stride Padding Size of feature 
maps 

Activation Weights Biases No. of learnable 
parameters 

Input – – – – 227 x 227 x 3 – – – – 
Convolution Layer 1 96 11 × 11 4 – 55 × 55 × 96 ReLU 34848 96 34944 
MaxPooling 1 – 3 × 3 2 – 27 × 27 × 96 – 0 0 0 
Convolution Layer 2 256 5 × 5 1 2 27 × 27 × 256 ReLU 614400 256 614656 
MaxPooling 2 – 3 × 3 2 – 13 × 13 × 256 – 0 0 0 
Convalution Layer 3 384 3 × 3 1 1 13 × 13 × 384 ReLU 884736 384 885120 
Convalution Layer 4 384 3 × 3 1 1 13 × 13 × 384 ReLU 1327104 384 1327488 
Convalution Layer 5 256 3 × 3 1 1 13 × 13 × 256 ReLU 884736 256 884992 
MaxPooling 3 – 3 × 3 2 – 6 × 6 × 256 – 0 0 0 
Dropout 1 Rate = 0.5 – – – 6 × 6 × 256 – 0 0 0 
Fully connected layer 1 – – – – 4096 ReLU 37748736 7096 37752832 
Dropout 2 Rate = 0.5 – – – 4096 – 0 0 0 
Fully connected layer 2 – – – – 4096 ReLU 16777216 4096 16781312 
Fully connected layer 3 – – – – 2 ReLU 8192 2 8194 
Total learnable 

parameters 
58289538  
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well as HC subjects. We conducted channel-wise accuracy analysis for 
PDSO vs HC and PDSF vs HC. The accuracy results for individual 
channels in HC vs PDSF and HC vs PDSO on Dataset 2 are presented in 
Table 4. Fig. 9 provides a visual representation of the varying perfor-
mances of each channel. Our analysis reveals that our developed model 
achieved the highest classification accuracy of 99.84% for channel AF4 
in both HC vs PDSO and HC vs PDSF comparisons. AF4 denotes the 
“Anterior Frontal-right” location which is located on the right side of the 
forehead, adjacent to AFz. It is important to note that both datasets 
demonstrate that channel locations in the central and frontal regions (e. 
g. AF4 and AFz) exhibit more representative features when compared to 
other regions. Furthermore, the results demonstrate the effectiveness of 
our developed technique in tracking changes during ON and OFF 
medication phases of PD patients compared to HC subjects. 

In order to gain deeper insights into the brain regions most respon-
sible for PD detection and the generation of representative characteris-
tics, we generated topographic maps for both datasets. These maps play 
a significant role in understanding PD by providing valuable insights 
into the spatial distribution of brain activity. Referred to as scalp maps 

or voltage maps, they visualize the electrical activity recorded by an EEG 
or other brain imaging techniques across different regions of the scalp. 
Fig. 10 displays the topographic map obtained from dataset 1. 

Similarly, Figs. 11 and 12 show the topographic maps of accuracy on 
Dataset 2 for HC vs PDSF and HC vs PDSO, respectively. These figures 
reveal that in the detection of PD, frontal and central regions play a 
crucial role in generating the representative characteristics of TFR. Thus, 
utilizing the topographic maps obtained from accuracy, we have effec-
tively demonstrated the role of various brain regions in PD detection. 
Finally, we have plotted the topographic maps obtained on our devel-
oped model to determine which portion of the brain has generated 
representative characteristics for PD detection. 

To achieve intense understandings into our developed model, we 
assessed its performance using four key metrics. Table 5 presents the 
performance parameters obtained for 

Dataset 1 and dataset 2 using our proposed model. The analysis in-
dicates that on Dataset 1, the model achieved a sensitivity (SEN) of 
96.09%, specificity (SPE) of 95.49%, positive predictive value (PPV) of 
95.35%, and F1 score of 95.42%. On Dataset 2, for the classification of 

Table 3 
Channel-Wise Accuracy (%) Achieved with the Proposed Model For HC vs PD On 
Dataset 1.  

Channel Channel 
Name 

Overall 
accuracy 

Channel Channel 
Name 

Overall 
accuracy 

1 ’Fp1′ 88.89 33 ’AF3′ 89.67 
2 ’Fz’ 90.42 34 ’AFz’ 95.79 
3 ’F3′ 86.21 35 ’F1′ 92.72 
4 ’F7′ 91.57 36 ’F5′ 85.44 
5 ’FT9′ 84.29 37 ’FT7′ 88.51 
6 ’FC5′ 86.21 38 ’FC3′ 77.01 
7 ’FC1′ 88.89 39 ’C1′ 86.97 
8 ’C3′ 84.67 40 ’C5′ 71.26 
9 ’T7′ 78.93 41 ’TP7′ 83.52 
10 ’TP9′ 82.38 42 ’CP3′ 83.14 
11 ’CP5′ 75.86 43 ’P1′ 85.06 
12 ’CP1′ 85.44 44 ’P5′ 86.59 
13 ’P3′ 81.61 45 ’PO7′ 92.34 
14 ’P7′ 85.44 46 ’PO3′ 81.99 
15 ’O1′ 82.38 47 ’POz’ 93.49 
16 ’Oz’ 87.74 48 ’PO4′ 85.06 
17 ’O2′ 91.57 49 ’PO8′ 95.48 
18 ’P4′ 92.72 50 ’P6′ 86.59 
19 ’P8′ 91.95 51 ’P2′ 88.12 
20 ’TP10′ 84.67 52 ’CPz’ 82.76 
21 ’CP6′ 84.67 53 ’CP4′ 86.59 
22 ’CP2′ 90.42 54 ’TP8′ 89.27 
23 ’Cz’ 89.66 55 ’C6′ 93.10 
24 ’C4′ 86.97 56 ’C2′ 86.59 
25 ’T8′ 89.66 57 ’FC4′ 89.66 
26 ’FT10′ 91.19 58 ’FT8′ 89.66 
27 ’FC6′ 89.27 59 ’F6′ 89.27 
28 ’FC2′ 85.82 60 ’AF8′ 85.44 
29 ’F4′ 76.25 61 ’AF4′ 84.67 
30 ’F8′ 83.14 62 ’F2′ 89.66 
31 ’Fp2′ 85.06 63 ’FCz’ 86.97 
32 ’AF7′ 87.36     

Fig. 8. Visualization of channel-wise performance for dataset 1.  

Table 4 
Channel-Wise Accuracy (In Percentage) Achieved with the Proposed Model For 
HC vs PDSF And HC vs PDSO On Dataset 2.  

Channel Channel 
Name 

Overall 
accuracy 

Channel Channel 
Name 

Overall 
accuracy 

1 ’Fp1′ 96.53 1 ’Fp1′ 97.52 
2 ’AF3′ 92.73 2 ’AF3′ 94.22 
3 ’F7′ 97.85 3 ’F7′ 98.18 
4 ’F3′ 99.00 4 ’F3′ 98.84 
5 ’FC1′ 94.71 5 ’FC1′ 97.85 
6 ’FC5′ 97.85 6 ’FC5′ 96.53 
7 ’T7′ 91.74 7 ’T7′ 94.71 
8 ’C3′ 93.72 8 ’C3′ 95.54 
9 ’CP1′ 94.22 9 ’CP1′ 97.52 
10 ’CP5′ 98.18 10 ’CP5′ 96.86 
11 ’P7′ 93.39 11 ’P7′ 97.19 
12 ’P3′ 93.39 12 ’P3′ 98.84 
13 ’Pz’ 94.71 13 ’Pz’ 98.18 
14 ’PO3′ 90.09 14 ’PO3′ 97.52 
15 ’O1′ 91.08 15 ’O1′ 95.58 
16 ’Oz’ 92.24 16 ’Oz’ 96.86 
17 ’O2′ 92.24 17 ’O2′ 97.02 
18 ’PO4′ 98.01 18 ’PO4′ 99.17 
19 ’P4′ 98.18 19 ’P4′ 97.52 
20 ’P8′ 98.18 20 ’P8′ 99.00 
21 ’CP6′ 96.53 21 ’CP6′ 97.02 
22 ’CP2′ 95.54 22 ’CP2′ 95.54 
23 ’C4′ 99.17 23 ’C4′ 97.85 
24 ’T8′ 95.54 24 ’T8′ 97.19 
25 ’FC6′ 97.85 25 ’FC6′ 98.18 
26 ’FC2′ 98.84 26 ’FC2′ 99.00 
27 ’F4′ 99.17 27 ’F4′ 99.17 
28 ’F8′ 97.52 28 ’F8′ 99.84 
29 ’AF4′ 99.84 29 ’AF4′ 99.84 
30 ’Fp2′ 97.85 30 ’Fp2′ 99.00 
31 ’Fz’ 98.18 31 ’Fz’ 99.17 
32 ’Cz’ 97.85 32 ’Cz’ 99.17  

Fig. 9. Visualization of channel-wise performance for dataset 2.  
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PDSF vs HC, our model achieved an SEN of 100%, SPE of 99.67%, PPV of 
100%, and F1 score of 99.84%. Meanwhile, for the classification of 
PDSO vs HC, our model obtained an SPE of 100%, SEN of 99.67%, PPV 
of 99.67%, and F1 score of 99.84%. These results demonstrate the 
consistency and effectiveness of our developed model in accurately 
detecting PD and HC EEG signals. 

In order to determine the individual detection rates of HC and PD for 
two datasets, we computed the confusion matrix. The results are pre-
sented in Table 6, showing the percentage accuracy obtained for HC and 
PD classification on dataset 1. 

Our model achieved an accuracy of 95.35% for PD detection and 
96.21% for HC detection. Similarly, in the classification of PDSF, PDSO, 
and HC on dataset 2, the confusion matrix results are displayed in 
Table 7. The model demonstrated 100% accuracy in detecting HC and 
PDSO, while achieving an accuracy of 99.67% for PDSF detection. These 
findings highlight the effectiveness of our developed model in accurately 
classifying PD and HC subjects in both datasets. 

Furthermore, we also assessed the performance of our proposed 
model based on receiver operating characteristics (ROC) as it is a crucial 
tool in the disease detection and diagnosis. It is widely used to assess the 

performance of a binary classification model, such as those used for 
distinguishing between PD and healthy control subjects. The ROC and 
area under the curve (AUC) for our developed model on Dataset 1 is 
shown in Fig. 13. As evident from the Figure, our developed model has 

Fig. 10. Topographic map of HC vs PD obtained for dataset 1.  

Fig. 11. Topographic map of HC vs PDSF obtained for dataset 2.  

Fig. 12. Topographic map of HC vs PDSO obtained for dataset 2.  

Table 5 
Performance parameters (percentage) of dataset 1 and dataset 2 using our 
proposed AlexNet model.  

Performance 
Parameters 

HC vs PDSO 
(dataset 2) 

HC vs PDSF 
(dataset 2) 

HC vs PD 
(dataset 1) 

Accuracy 99.83 99.83 95.79 
Specificity 100.00 99.67 95.49 
Sensitivity 99.67 100.00 96.09 
Precision 99.67 100.00 95.35 
F1-score 99.84 99.84 95.42  

Table 6 
Percentage Confusion Matrix for HC vs PD On 
Dataset 1. 

Table 7 
Percentage Confusion Matrix for HC vs PDSF 
And HC vs PDSO On Dataset 2. 
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obtained the AUC of 97.02%. Similarly, the AUC and ROC obtained on 
dataset2 for HC vs PDSF and HC vs PDSO is shown in Figs. 14 and 15. 
The figures reveal that our model has achieved the AUC of 100%, 
denoting ideal performance on dataset 2. Thus, the ROC and AUC 
analysis shows that our model is highly consistent and accurate in binary 
classification scenarios. 

4. Discussions 

This study sought to introduce an innovative hybrid framework that 
combines a Time-Frequency Representation with a CNN based deep 
learning model to automate the detection of PD from EEG signals. The 

WST was employed to capture distinctive temporal and spectral char-
acteristics, while the AlexNet CNN recognized complex spatial patterns 
across various scales in the proposed framework. This integration 
facilitated the precise identification of intricate EEG patterns associated 
with PD, with the primary goal of developing a framework that effec-
tively differentiates between patients with PD and HC subjects using 
EEG signal data. The framework also aims to distinguish individuals 
with PD (off medication) and those with PD (on medication) from HC 
subjects. The study conducted an investigation to pinpoint the most 
influential EEG channels and brain regions providing significant infor-
mation for the effective identification of PD patients. The research in-
cludes a multi-pattern analysis, encompassing channel-wise 
performance examination and brain region investigation through 
topographic maps, achieving high performance in the effective identi-
fication of PD patients through comparative analysis. To assess the 
framework’s effectiveness, tests were conducted on two publicly avail-
able datasets: the Iowa dataset (Dataset 1) and the UC San Diego dataset 
(Dataset 2). 

The research findings indicated that the AlexNet-based CNN model 
achieved its highest accuracy of 95.79%, specifically for channel AFz in 
dataset 1, surpassing all existing methods. The model exhibited a 
sensitivity of 96.09%, specificity of 95.49%, positive predictive value 
(PPV) of 95.35%, and an F1 score of 95.42% for the dataset 1. In dataset 
2, the proposed model demonstrated the highest classification accuracy 
of 99.84% for channel AF4 in both HC vs PDSO and HC vs PDSF. In 
dataset 2, the model displayed a sensitivity of 100%, specificity of 
99.67%, PPV of 100%, and an F1 score of 99.84% when classifying 
PDSO vs HC. Across both datasets, the study revealed that channels 
located in the central and frontal regions, such as AF4 and AFz, show-
cased more representative features compared to other regions. Conse-
quently, the results suggest that future research may not require the use 
of whole brain EEG channel data for identifying PD; focusing on central 
and frontal regions should suffice for PD detection. Additionally, the 
developed model’s performance was assessed through ROC, demon-
strating high consistency and accuracy in binary classification scenarios, 
with an AUC of 100% for UC San Diego and an AUC of 97.02% for the 
Iowa dataset. 

To ensure consistency and reliability, a comparison was conducted 

Fig. 13. ROC and AUC obtained for HC vs PD classification on Dataset 1.  

Fig. 14. ROC and AUC obtained for HC vs PDSF classification on Dataset 2.  

Fig. 15. ROC and AUC obtained for HC vs PDSO classification on Dataset 2.  
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between the AlexNet-based CNN model and three other popular CNN 
models, VGG16, DarkNet19 and ResNet18, within the proposed PD 
detection framework. Like the AlexNet model, other three models: 
VGG16, DarkNet19 and ResNet18 also utilized the best performing 
channels such as AFz for dataset 1 and AF4 for dataset 2. The experi-
mental procedures for VGG16, DarkNet19 and ResNet18 models were 
replicated five times, maintaining the same parameter settings (e.g. 
batch size, epoch size) as employed in the proposed AlexNet model. 
Fig. 16 (a)-(e) provides a comprehensive comparison of different per-
formance parameters, including accuracy, sensitivity, specificity, pre-
cision, and F1 score, for the four CNN models: AlexNet, VGG16, 
DarkNet19 and ResNet18. 

As depicted in Fig. 16(a), the AlexNet model demonstrated the 

highest accuracy compared to the VGG16, DarkNet19 and ResNet18 
models for HC vs PD classification in dataset 1. The accuracy of the 
ResNet18 is slightly higher in dataset 2 compared to AlexNet, VGG16 
and DarkNet19 for both HC vs PDSO and HC vs PDSF cases. This trend 
remained consistent across sensitivity, specificity, precision, and F1- 
score, as illustrated in Fig. 16 (b)–(e), respectively. In conclusion, even 
though the ResNet18 model shows slightly higher performance only for 
dataset 2, but AlexNet model consistently exhibited superior perfor-
mance compared to the other three models in both datasets. Therefore, 
we have decided that AlexNet is the best model for our proposed 
framework. 

Additionally, we conducted a comparison between our proposed 
method and existing approaches for the same PD EEG datasets that we 

Fig. 16. Comparative analysis of performances among four CNN models within the proposed framework, (a) Accuracy comparison; (b) Sensitivity comparison; (c) 
Specificity comparison; (d) Precision comparison; (e)F1-score comparison. 
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used in this study. Table 8 presents the latest findings on EEG-based PD 
detection, specifically focusing on the overall accuracy of various 
research works 

conducted on two datasets: the Iowa dataset (dataset 1) and the UC 
San Diego dataset (dataset 2). Within the context of the Iowa dataset, 
which consists of 14 PD patients and 14 control subjects, several studies 
have been conducted on this dataset. The results depicted in Table 8 
highlight the significant advancements achieved by our proposed model 
in terms of classification accuracy when compared to other relevant 
studies, such as Lee et al. [37], Anjum et al. [14], Sugden et al. [38], and 
Karaka & Latifo [2]. Our proposed model outperforms the other studies 
by a large margin. Specifically, it achieves an accuracy that is 11.99% 
higher than Sugden et al. [38], 10.09% higher than Anjum et al. [14], 
10.08% higher than Karaka & Latifo [2], and 6.49% higher than Lee 
et al. [37]. 

The San Diego dataset, consisting of 15 PD patients and 16 controls, 
has been extensively studied by various researchers. The experiments 
conducted on this dataset include PD during ON medication (PDSO), 
OFF medication (PDSF), and healthy controls (HC). In Table 8, it is 
evident that our proposed method achieves the highest classification 
accuracy for PD during ON medication (PDSO). Additionally, for PD 
during OFF medication (PDSF) classification, our proposed model 
demonstrates nearly identical accuracy (99.83%) compared to the 
highest accuracy obtained by Aljalal et al. [41] (99.89%). These 

results collectively demonstrate that the TFR based AlexNet CNN 
model we propose exhibits superior classification performance 
compared to parallel models when applied to the datasets utilized in this 
study. The superiority of our proposed model in EEG-based PD detection 
can be attributed to their deeper architecture, larger receptive fields, 

utilization of fully connected layers, implementation of dropout regu-
larization, and extensive research support. 

5. Conclusion and future plans 

The key objective of this study was to determine the brain region that 
provides vital information for efficient PD detection using EEG data and 
to improve the performance of the proposed method compared to 
existing approaches. To achieve this, a TFR-based AlexNet CNN frame-
work was developed for EEG-based PD diagnosis. The WST effectively 
captured local and temporal properties of PD EEG data, while the 
AlexNet CNN model extracted complex features and detected spatial 
patterns at different scales, resulting in enhanced PD detection capa-
bilities. The proposed framework’s effectiveness was evaluated using 
two real datasets: Iowa dataset (dataset 1) and San Diego dataset 
(dataset 2). Through channel-wise analysis, the contribution of each 
EEG channel was assessed, leading to the identification of brain regions 
providing superior information for efficient PD diagnosis. Topographic 
maps, based on accuracy values of each channel, visually demonstrated 
the significance of AFz and AF4 channels, along with the frontal and 
central brain regions, in facilitating efficient PD detection. 

The proposed model achieved impressive accuracy, sensitivity 
(SEN), specificity (SPE), positive predictive value (PPV), and F1 score 
for both datasets. On dataset 1, the model attained an accuracy of 
95.79%, SEN of 96.09%, SPE of 95.49%, PPV of 95.35%, and F1 score of 
95.42% for PD vs. HC classification. On dataset 2, the model achieved an 
accuracy of 99.84% for PDSF vs. HC classification, and also for PDSO vs. 
HC classification. The model also demonstrated excellent SEN, SPE, 
PPV, and F1 score of 100%, 99.67%, 100%, and 99.84%, respectively, 
for PDSF vs. HC classification, and 99.67%, 100%, 99.67%, and 99.84%, 
respectively, for PDSO vs. HC classification. These results highlighted 
the superiority of the TFR-based AlexNet CNN model over existing 
methods in effectively classifying PD-related EEG data. Furthermore, we 
evaluated the performance of the AlexNet model in comparison to three 
other CNN models, namely VGG16, DarkNet19 and ResNet18, within 
the proposed framework. The experimental results indicate that the 
AlexNet-based CNN exhibited superior performance in both datasets 
when compared to the other three CNN models. Based on the optimistic 
outcomes, the proposed model holds promising potential as a valuable 
and enduring aid for experts and clinicians in diagnosing PD. Addi-
tionally, the combination model can be extended to other medical sig-
nals, such as ECG, EOG, and EMG signals, suggesting potential 
applications and practical significance in various medical domains. 
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