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Abstract
Plant disease recognition is a critical task that ensures crop health
and mitigates the damage caused by diseases. A handy tool that
enables farmers to receive a diagnosis based on query pictures
or the text description of suspicious plants is in high demand for
initiating treatment before potential diseases spread further. In this
paper, we develop amultimodal plant disease image retrieval system
to support disease search based on either image or text prompts.
Specifically, we utilize the largest in-the-wild plant disease dataset
PlantWild, which includes over 18,000 images across 89 categories,
to provide a comprehensive view of potential diseases relating
to the query. Furthermore, cross-modal retrieval is achieved in
the developed system, facilitated by a novel CLIP-based vision-
language model that encodes both disease descriptions and disease
images into the same latent space. Built on top of the retriever, our
retrieval system allows users to upload either plant disease images
or disease descriptions to retrieve the corresponding images with
similar characteristics from the disease dataset to suggest candidate
diseases for end users’ consideration.
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1 Introduction
With the global population on the rise, the demand for food contin-
ues to escalate [5]. Plant diseases significantly reduce crop yield re-
duction, inflicting economic losses exceeding $200 billion annually
[1]. Plant disease recognition plays a vital role in crop protection
against diseases, as it directly impacts agricultural sustainability
and global food security. Traditionally, plant disease recognition
relies on experienced farmers or agricultural experts for manual
identification, but these practices are time-consuming, costly, and
not always available. In this context, automatic disease recognition
with machine learning approaches has drawn much attention in the
plant pathology community. While existing methods have achieved
promising results on in-laboratory images [3, 6, 9], their perfor-
mance significantly declines when applied to images captured in
the wild. Furthermore, farmers often need to match observed symp-
toms, such as “yellow spots on leaves" or “wilting flowers", with
corresponding images. It is thus desirable to achieve cross-modal
disease retrieval with textual queries.

To facilitate this need, current plant disease image retrieval sys-
tems predominantly support unimodal (image-only) queries [2, 10]

Figure 1: Overview of Snap’n Diagnose. We leverages CLIP
[8] and MVPDR [11] to extract visual/text features from im-
ages and texts and conduct multimodal image retrieval for
identifying plant disease in the wild.

and are limited by plant types [2, 12] and inability to handle in-
the-wild images [3, 6, 7, 9]. These constraints hinder their practical
utility in diverse agricultural settings.

To address these limitations, in this paper, we propose a multi-
modal image retrieval system for plant diseases in the wild. Specif-
ically, to accommodate the needs for diverse plant diseases, we
construct our retrieval database with the world-largest plant dis-
ease dataset PlantWild [11]. It includes over 18,000 in-the-wild
plant images across 89 classes. Notably, PlantWild dataset provides
diverse textual descriptions for each disease type. Further, to facil-
itate cross-modal queries, we develop a CLIP-based [8] retrieval
method that projects both images and textual descriptions of each
disease into the same latent space. Such a shared latent space allows
users to retrieve the image samples closest to the query. Built upon
this retrieval model, we then develop a retrieval system Snap’n
Diagnose to provide an interface for retrieval interaction.

Snap’n Diagnose offers a user-friendly interface that simplifies
the retrieval process. Users can either type in a textual description
of observed symptoms or upload a photo of the affected plant. The
system then transforms this input into query representations and
calculates similarities with images in the database. The results,
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Figure 2: A screenshot of our system interface. After receiv-
ing the image/textual queries, Snap’n Diagnose results will
be returned and ranked in order of cosine similarity.

ranked by relevance, are promptly displayed, providing users with
reliable and actionable insights into potential plant diseases.

2 System
2.1 Methodology
The retrieval model in Snap’n Diagnose is based on the MVPDR
method [11], which is designed for in-the-wild plant disease recog-
nition and has proved effective in adapting images across different
environments. Therefore, it is suitable for searching plant disease
images. Besides, it also benefits from the image search engine [4].

Snap’n Diagnose extracts and stores visual/text features with
CLIP encoders andMVPDR’s fine-tunedMLP. These obtained image
features preserve a wide range of plant disease features due to the
pre-trained CLIP and the fine-tuned MLP. During the inference
process, a given input image or textual query will first be extracted
into a feature vector. Afterward, the cosine similarity between the
vector and all the stored features can be acquired. The outcome is
a ranked list that reflects the most pertinent results corresponding
to the input image. The workflow is presented in Figure 1.

2.2 Implementation
The retrieval system has been designed for users to interactively
conduct multimodal image retrieval, as presented in Figure 2. The
system consists of a backend component to perform multimodal
retrieval and a frontend interface for user interaction.

Backend. We deploy Snap’n Diagnose with a Flask API in the
backend. The API receives the uploaded images/texts as queries and
performs inference, searching for images with similar symptoms in
a database for responses. We leverage PlantWild [11] as our data-
base, which is the largest plant disease image dataset that includes a
vast collection of images captured in diverse environments. Specifi-
cally, we extract visual features using CLIP’s image encoder and
MVPDR’s pre-trained MLP, utilizing these features for inference.
This operation not only reduces CPU usage but also removes the

Table 1: Performance comparison of multimodal image re-
trieval for plant diseases between different models.

Methods Top-1 Top-5 Top-10 mAP
Zero-shot CLIP [8] 40.92 65.75 74.81 68.72

Snap’n Diagnose (ours) 67.32 80.65 88.11 79.34

time for models to process images. Therefore, our system has a fast
response time, providing better user experiences.

Frontend interface. The interface of our system is presented
in Figure 2. It is accessible through web browsers on both PC and
mobile devices. The design is straightforward, allowing users to
easily use it without extensive knowledge. When encountering
unknown plant diseases in the wild, users can simply take a photo
or typing the symptom descriptions and upload it via the interface.
After receiving the request, the backend will perform cross-modal
retrieval to obtain similar image results and then return them to the
frontend interface. The result images will be arranged following
the query image in descending order of their similarity scores, and
the corresponding scores will be displayed below each image.

3 Experiment
We evaluate the performance of the Snap’n Diagnose in plant dis-
ease image retrieval and compare its performance with the pre-
trained CLIP vision-language model. Experiments are conducted
on the PlantWild dataset. According to the results presented in Ta-
ble 1, our method exhibits excellent performance and consistently
outperforms Zero-shot CLIP across all evaluation metrics, including
Top-1, Top-5, Top-10 accuracy, and mean Average Precision (mAP).
These results underscore the effectiveness of Snap’n Diagnose in
retrieving relevant plant disease images, demonstrating that it can
offer a practical tool in plant disease recognition.

4 Conclusion
In this paper, we present Snap’n Diagnose, a multimodal image
retrieval system designed for identifying plant disease in-the-wild.
It addresses the limitations of existing retrieval systems that only
support unimodal, laboratory and single plant types. Further, Snap’n
Diagnose enables farmers to receive plant diagnosis based on query
pictures or the textual description of suspicious symptoms.
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