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To facilitate the reading of this thesis, a number of files are included on the

attached CD to provide colour presentation as well as animation of some nu-

merical results in this thesis. The contents of the CD include:

1. thesis.pdf: An electronic version of this thesis with colour figures;

2. chap4-test4-1b.avi: An animation showing the numerical simulation of a

bubble that moves and deforms in a shear flow (Test 4, Chapter 4);

3. chap4-test5-4b.avi: An animation showing the numerical simulation of

four bubbles that move, deform and merge together in a shear flow (Test

5, Chapter 4);

4. chap5-test3-vc.avi: An animation showing the evolution of the velocity

along the mid-vertical and horizontal lines in a lid-driven cavity flow (Test

3, Chapter 5);

5. chap5-test3-stream.avi: An animation showing the evolution of the stream-

function in a lid-driven cavity flow (Test 3, Chapter 5);

6. chap5-test3-vort.avi: An animation showing the evolution of the vorticity

in a lid-driven cavity flow (Test 3, Chapter 5);

7. chap6-test1-br.avi: An animation showing the numerical simulation of two

bubbles rising upward in an interfacial flow (Test 1, Chapter 6).



Abstract

This thesis reports the development of new meshless schemes for solving time-

dependent partial differential equations (PDEs) and for the numerical simula-

tion of some typical unsteady incompressible viscous flows.

The new numerical schemes are based on the Indirect/Integrated Radial Basis

Function Network (IRBFN) method which is fully meshless as no element-type

mesh is required. The IRBFN method has been successfully applied to solve

time-independent elliptic PDEs, some steady fluid flows and recently unsteady

Navier-Stokes equations in streamfunction-vorticiy formulation using simple

time integration methods (e.g. first-order backward Euler method). The main

objective of the present research is to devise and implement meshless numeri-

cal schemes for unsteady problems in computational fluid dynamics where not

only the accuracy but also the efficiency and stability of the numerical schemes

are of primary concerns. In addition, the effects of different parameters of the

IRBFN method on the accuracy, stability and efficiency of the proposed numer-

ical schemes are extensively studied in this research.

As the first step in extending the IRBFN method to various types of time-

dependent PDEs, two numerical schemes combining the IRBFN method with

high-order time stepping algorithms are developed for solving parabolic, hyper-

bolic, and advection-diffusion equations. Sensitivity analysis of the method to

point density, time-step size and shape parameter are extensively performed to

study the influence of these parameters to the overall accuracy of the method.



Abstract v

A further extension of the IRBFN method for incompressible fluid flows with

moving interfaces, especially for passive transport problems is accomplished in

this research with a novel meshless approach in which the level set method

is coupled with the the IRBFN method for capturing moving interfaces in an

ambient fluid flow without any explicit computation of the actual front location.

Another contribution of this research is the development of two new meshless

schemes based on the IRBFN method for the numerical simulation of unsteady

incompressible viscous flows governed by the Navier-Stokes equations. In the

new schemes, the splitting approach is used to deal with the momentum equa-

tion and the incompressibility constraint in a segregated manner. Numerical

experiments on the new schemes in terms of accuracy and stability are per-

formed for verification purposes.

Finally, a novel meshless hybrid scheme is developed in this research to nu-

merically simulate interfacial flows in which the motion and deformation of the

interface between the two immiscible fluids are fully captured. Unlike the pas-

sive transport problems mentioned above where the influence of the moving

interface on the surrounding fluid is ignored, the interfacial flows are studied

here with the surface tension taken into account. As a result, a two-way inter-

action between the moving interface and the ambient flow is fully investigated.

All numerical schemes developed in this research are verified through a wide

range of transient problems including different kinds of time-dependent PDEs,

typical passive transport problems and interfacial flows as well as unsteady

incompressible viscous flows governed by Navier-Stokes equations.
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Chapter 1

Introduction

This chapter introduces an overall picture of the present research in which a brief

overview of numerical methods for incompressible flows is first presented, fol-

lowed by a review of meshless Radial Basis Function Network (RBFN) methods,

particularly the Indirect/Integrated RBFN (IRBFN) method based on which

all numerical schemes in this thesis are developed. An overview of the present

research including the objectives and the methodology of the research as well

as the outline of the thesis are then introduced.

1.1 Numerical Methods for Fluid Dynamics

Like many other physical processes in nature, the motion of fluids is governed

by a set of partial differential equations (PDEs) known as the governing equa-

tions. These equations are based upon the fundamental conservation laws in

physics postulating that mass, momentum and energy are conserved in any fluid

motions. In most cases, analytical solutions to the governing equations cannot

be obtained due to their complexity in nature. Numerical methods, therefore,

have been widely used to find an approximate rather than exact solution to the
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equations. Numerical solutions can be found by first discretizing the PDEs in

space and time. As a result, one has a system of algebraic equations which can

be linear or nonlinear. These equations are then to be solved for some physical

properties of fluids (known as field variables) at discrete points within the com-

putational domain. The common field variables include velocity, pressure and

temperature.

The most commonly used numerical methods for solving the governing equa-

tions of fluid flows are finite difference (FDM), finite element (FEM), finite

volume (FVM) and spectral method (SM). Fundamental backgrounds and ap-

plications in fluid dynamics can be found in (Peyret and Taylor, 1983; Tan-

nehill et al., 1997; Roache, 1998) for the FDM, (Girault and Raviart, 1986;

Zienkiewicz and Taylor, 2000; Gresho and Sani, 2000; Donea and Huerta, 2003)

for FEM, (Patankar, 1980; Tannehill et al., 1997; LeVeque, 2002) for the FVM,

and (Canuto et al., 1988; Karniadakis and Sherwin, 1999; Peyret, 2002) for the

SM method.

1.2 Meshless Methods based on Radial Basis

Functions

All the conventional methods mentioned above can be considered as mesh-based

methods characterized by their reliance on a computation mesh with certain

relationship between the nodes. Although these mesh-based methods are well

established and efficient for various problems in engineering and sciences, they

have the drawback that mesh generation is a non-trivial and time-consuming

task. In addition, mesh distortion in large deformation problems can cause

severe accuracy degradation. Although remeshing can improve the accuracy

of the solution in large deformation problems, it requires complex, robust and

adaptive algorithms to be developed, not to mention the burden associated
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with a large number of remeshing operations. Meshless methods have been

developed to avoid these difficulties by constructing the approximations entirely

in terms of a set of points. The methods can be extended to multi-dimensional

problems without any significant effort. Furthermore, boundary conditions can

be handled naturally thanks to the unstructured feature of the methods.

In the last twenty years, meshless methods based on radial basis functions

(RBFs) have increasingly attracted much attention from researchers not only

for interpolating multivariate scattered data and approximating functions but

also for solving PDEs. The idea of using RBFs for solving PDEs was first pro-

posed by Kansa (1990a,b) where a global multiquadrics (MQ) scheme was used

together with the collocation method to solve parabolic, hyperbolic and elliptic

PDEs. This method is hereby referred to as Kansa’s method or the DRBFN

(Direct Radial Basis Function Network) method. Since its introduction, the

method has been widely applied to various transient problems, particularly in

computational fluid dynamics (CFD). Moridis and Kansa (1994) devised a hy-

brid scheme combining MQ with the numerical inversion of Laplace transforms

for solving linear or linearized time-dependent PDEs. The applications of MQ

and thin plate splines (TPS) to heat transfer problems and linear advection-

diffusion equations were reported in (Zerroukat et al., 1998, 2000). RBFs-based

methods were used for solving natural convection, porous media, and solid-

liquid system problems in (Sarler et al., 2001; Perko et al., 2001; Kovacevic

et al., 2003; Sarler et al., 2004). Hon et al. (1999) proposed a computational

algorithm using MQ to solve the shallow-water equations. It is noted that, the

global MQ and TPS are ranked to be the most accurate for scattered data ap-

proximation (Franke, 1982). The accuracy of MQ, however, is influenced by the

so-called shape parameter whose optimal value depends on data (Carlson and

Foley, 1991; Rippa, 1999).

In addition to the DRBFN method, other meshless approaches to solving PDEs

based on RBFs have been developed in the last decade. Unlike the DRBFN
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method where the RBF coefficient matrix is asymmetric, the Hermite-type col-

location method proposed by Fasshauer (1996) yields a symmetric positive def-

inite coefficient matrix which is guaranteed to be non-singular. Atluri and Zhu

(1998b,a) developed the meshless local Petrov-Galerkin (MLPG) where com-

pactly supported RBFs among others can be used as trial functions. Another

approach investigated in (Chen et al., 1998; Golberg and Chen, 1999, 2001) is

to combine the method of fundamental solutions (MFS) with techniques from

the dual reciprocity method (DRM) where the MFS is employed to find the ho-

mogeneous solution and the approximation of particular solutions can be found

in the context of the DRM using RBFs. Hon (2002) proposed the quasi-radial

basis function method in which the quasi-interpolation (Beatson and Powell,

1990) and RBFs are combined so that the ill-conditioning problem resulted

from a global RBFs scheme is eliminated.

1.3 Indirect/Integrated Radial Basis Function

Networks Method

Recently, a new method, namely the Indirect/Integrated Radial Basis Function

Networks (IRBFN) method was proposed by Mai-Duy and Tran-Cong (2001a,

2003) for approximating functions and their derivatives, and solving differen-

tial equations. In the DRBFN method, a function is first approximated by the

radial basis functions, and its derivatives are then calculated by differentiating

such closed form RBF approximation. Although the method has the ability

to represent any continuous function to a prescribed degree of accuracy, the

process of differentiation magnifies any errors that might arise from approxi-

mating the original function and thus result in inaccurate derivatives. For the

IRBFN method, on the other hand, the highest order derivative is first decom-

posed into radial basis functions, its lower derivatives and the function itself

are then obtained symbolically via the process of integration. In contrast to
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the process of differentiation where any errors associated with the function ap-

proximation might be amplified, the integration has the effect of averaging out

such errors. The IRBFN method, therefore, results in a better approximation

accuracy than the usual approach as in the DRBFN method with the same

numerical configuration (Mai-Duy and Tran-Cong, 2003). The IRBFN method

has been successfully applied in solving elliptic PDEs and steady Navier-Stokes

equations (Mai-Duy and Tran-Cong, 2001a,b).

1.4 About the Thesis

The aim of this research is to further develop the IRBFN method for time-

dependent PDEs as well as for the numerical solutions of unsteady incompress-

ible viscous flows. In particular, the objectives of the research are:

• to devise and implement meshless IRBFN-based schemes for solving time-

dependent PDEs;

• to develop meshless IRBFN-based schemes for unsteady incompressible

viscous flows;

• to devise and implement meshless IRBFN-based schemes for the numerical

simulations of some moving boundary problems including passive trans-

port problems and interfacial flows.

Preliminary studies led us to some specific choices as parts of the methodology

for the current research:

• Devising numerical schemes based on the IRBFN method to solve time-

dependent PDEs is a necessary step to set up building blocks for the

applications of the method to unsteady fluid flows and moving boundary

problems.
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• Hardy’s multiquadrics and Duchon’s thin-plate splines are used as the

basis functions in the IRBFN formulation thanks to their high accuracy

in approximating functions and their derivatives;

• Since the IRBFN method is highly accurate in approximating functions

and derivatives in space, the temporal discretization to be used for time-

dependent problems should be of high order so that it does not degrade

the whole accuracy of the new schemes;

• In addition to non-split methods where all equations of interest are solved

for the unknowns simultaneously, the splitting approach need to be stud-

ied for transient problems to not only allow a decomposition of initially

difficult problems into relatively easier substeps but also to reduce the size

of the system of equations to be solved at each time step.

All fluid flows studied in this work are transient and incompressible. For moving

boundary problems, the current research is limited to immiscible, non-reacting

Newtonian fluids in laminar, isothermal, two-fluid flows without phase change.

1.5 Outline of the Thesis

The rest of the thesis is organized as follows: Chapter 2 presents the fundamen-

tal background of this research including the basic equations that govern the

unsteady incompressible flows, the numerical methods for solving those equa-

tions, and the theoretical background of the meshless methods based on radial

basis functions with full details on the IRBFN method.

Chapter 3 reports the derivation and implementation of two new meshless

IRBFN-based schemes for time-dependent PDEs. In these schemes, high-order

time integration methods are coupled with the IRBFN method to efficiently

solve different kinds of PDEs, including parabolic PDEs, hyperbolic PDEs and
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advection-diffusion equations. Extensive numerical experiments are performed

to investigate the accuracy and the stability of the new schemes as well as the

effects of different parameters on the accuracy and efficiency of the new schemes.

Chapter 4 presents a new meshless numerical approach to solving passive trans-

port problems where material interfaces are forced to move, stretch and merge

together in an ambient flow. Two new meshless schemes based on the semi-

Lagrangian method and the Taylor series expansion in combination with the

level set method are derived and implemented to solve such a special moving

boundary problem.

Chapter 5 reports two novel numerical schemes for solving unsteady Navier-

Stokes equations. In the new schemes, the projection method is used in the

meshless framework of the IRBFN method to successively solve subproblems

for the velocity field and pressure in a segregated manner. Numerical experi-

ments on the new schemes in terms of accuracy and stability are performed for

verification purposes.

Chapter 6 presents a new numerical scheme for the numerical simulation of

interfacial flows. Unlike in chapter 4 where the influence of the moving interfaces

on the ambient fluid flow is ignored, the meshless scheme in chapter 6 deals with

a more realistic moving boundary problems in which the interaction between

the two phases is fully captured with surface tension taken into account.

Finally, the conclusions of this thesis and suggestions for future work are pre-

sented in chapter 7.



Chapter 2

Fundamental Background

The background of the current research is presented in this chapter. The ba-

sic equations that govern the dynamic behavior of fluids in motion are first

presented. The rest of this chapter is then devoted to the fundamentals of

the numerical solutions to the governing equations. These include the space

discretization with full details on the IRBFN method, time discretization espe-

cially focused on high order methods, and the solution of the resultant system

of algebraic equations which can be linear or nonlinear.

2.1 Governing Equations of Fluid Dynamics

The governing equations of fluid dynamics are formulated with the assumption

that the density of the fluid is high enough so that it can be approximated

as a continuum. This implies that even an infinitesimally small (in the sense

of differential calculus) element of the fluid still contains a sufficient number

of particles, for which mean velocity and mean kinetic energy can be speci-

fied. The various properties of a fluid in motion can be therefore assumed to

vary continuously with respect to space and time. The commonly encountered
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physical properties of fluids include density, velocity, pressure and temperature.

The derivation of the governing equations of fluid dynamics is based on the

conservation laws stating that mass, momentum and energy are conserved in any

fluid motions. In order to depict mathematical formulations of the conservation

laws, let’s consider a control volume V in the fluid which is fixed in space and

time in an Eulerian coordinate system. The boundary of V is a surface S with

the unit vector n normal to S and pointing from the inside of V to the outside.

Continuity Equation

The mass conservation requires that the rate of accumulation of mass in V is

balanced by the mass flux across S, yielding

∂

∂t

∫

V

ρ dV +

∫

S

ρn · u dS = 0, (2.1)

where ρ is the density and u the velocity vector. By applying Gauss’s divergence

theorem, (2.1) can be rewritten as follows

∫

V

[

∂ρ

∂t
+ ∇ · (ρu)

]

dV = 0, (2.2)

Since V can be arbitrary, one has

∂ρ

∂t
+ ∇ · (ρu) = 0, (2.3)

or

Dρ

Dt
+ ρ∇ · u = 0, (2.4)

where D
Dt

= ∂
∂t

+(u ·∇) is the material derivative. The equation (2.4) is referred

to as the continuity equation. For the incompressible fluids, the density ρ is

constant with respect to both space and time, and hence Dρ
Dt

= 0. The continuity
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equation for incompressible fluid is then reduced to

∇ · u = 0. (2.5)

Momentum Equation

The conservation of momentum states that the rate of accumulation of momen-

tum in V plus the flux of momentum across S is equal to the rate of change

in momentum due to body forces and surface stresses. Mathematically this

postulation leads to

∂

∂t

∫

V

ρu dV +

∫

S

ρn · uu dS =

∫

V

ρ f dV +

∫

S

n · σ dS, (2.6)

where f is the body force vector per unit mass, and σ is the stress tensor

σ = −p I + τ , (2.7)

in which p is the pressure, τ is the deviatoric or extra stress tensor. Applying

Gauss’s divergence theorem to (2.6) yields

∫

V

[

∂

∂t
(ρu) + ∇ · (ρuu)

]

dV =

∫

V

(ρ f + ∇ · σ)dV. (2.8)

Since V is arbitrary, one has

∂

∂t
(ρu) + ∇ · (ρuu) = ρ f + ∇ · σ. (2.9)

Applying vector calculus and the continuity equation (2.4) to (2.9) yields

ρ
∂u

∂t
+ ρu · ∇u = ρ f + ∇ · σ, (2.10)

or

ρ
Du

Dt
= ρ f + ∇ · σ. (2.11)
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Equation (2.11) is referred to as the equation of motion or the momentum

equation.

Energy Equation

The conservation of energy in the control volume V means that the rate of

accumulation of energy plus the flux of energy across S is equal to the flux

of heat coming in through S plus the rate of change in energy due to surface

stresses. Mathematically this principle implies

∂

∂t

∫

V

ρE dV +

∫

S

ρE(n · u) dS = −
∫

S

n · q dS +

∫

S

n · (σ · u) dS, (2.12)

where q represents the heat flux vector which is related to temperature gradients

via the Fourier law of diffusion

q = −k∇T, (2.13)

in which k is the thermal conductivity that may be a function of temperature

T . In equation (2.12) E is the total specific energy given by

E = e+
1

2
u2 − f · u, (2.14)

in which e is the specific internal energy, 1
2
u2 is the specific kinetic energy, and

−f · u is the specific potential energy. Applying Gauss’s divergence theorem to

(2.12) yields

∫

V

[

∂

∂t
(ρE) + ∇ · (ρE u)

]

dV =

∫

V

[−∇ · q + ∇ · (q · u)] dV. (2.15)

Since V is arbitrary, one has

∂

∂t
(ρE) + ∇ · (ρE u) = −∇ · q + ∇ · (q · u). (2.16)
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Equation (2.16) can be further simplified as follows (Richardson, 1989)

ρ
De

Dt
= −∇ · q − p∇ · u + τ : ∇u, (2.17)

where

τ : ∇u = tr(τ · ∇u). (2.18)

Equation (2.17) is referred to as the energy equation.

Constitutive Equation

In addition to the continuity equation (2.4), momentum equation (2.11), and

energy equation (2.17), a constitutive equation is needed to relate the extra

stress tensor τ to the deformation experienced by the fluid. In other words,

the constitutive equation describes the material behavior of the fluid in motion.

For Newtonian fluids, the stress tensor is linearly proportional to the rate of

strain tensor. The constitutive equation for these fluids is given by

τ = 2ηD, (2.19)

where η is the viscosity of the fluid, and D is the rate-of-strain tensor

D =
1

2

(

∇u + (∇u)T
)

. (2.20)

Initial and Boundary Conditions

In general, the unknowns to be found in the governing equations of incompress-

ible flows are velocity, pressure, temperature. For a particular problem to be

solved, initial and boundary conditions must be taken into account along with

the governing equations presented above. Initial conditions define the values of

the unknowns at the starting point in time. Boundary conditions describe the

constraints on the fluid flow. Let’s denote by K the viscous force per unit area

on the boundary of interest, K ≡ τ · n = η
(

∇u + (∇u)T
)

· n, some common
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Table 2.1: Some common boundary conditions for Navier-Stokes equations
Boundary condition Description
u = u0 Inflow/Outflow velocity
p = p0, K = 0 Outflow/Pressure
n · u = 0, t · K = 0 Slip/Symmetry
u = 0 No slip
t · u = 0, p = p0, n · K = 0 Normal flow/Pressure
Note: K ≡ τ · n = η

(

∇u + (∇u)T
)

· n: Viscous boundary force

boundary conditions are presented in Table (2.1).

2.2 Numerical Solutions of Time-dependent PDEs

The governing equations presented in the previous section are in forms of PDEs.

As mentioned in the previous chapter, numerical methods are used to solve the

equations since for most cases in practice, it is difficult, if not impossible, to

find out analytical solutions.

Although there are various numerical methods for time-dependent PDEs avail-

able nowadays, many of them share a common path to the solutions of the

equations: employing a separate discretization in space and time. This ap-

proach is known as the method of lines (MOL) (Hirt et al., 1974). In practice,

there are two forms of MOL as follows (Knabner and Angermann, 2003)

• The vertical method of lines: The PDEs are first discretized with re-

spect to the spatial variables (e.g. by means of the FDM, FEM, FVM or

the meshless methods). This results in a system of ordinary differential

equations (ODEs) which is known as a semidiscrete approximation to the

PDEs. In a further step, the system is advanced in time using certain

well-developed ODE solvers to obtain the unknowns for each time step.

• The horizontal method of lines: The time-dependent PDEs are first dis-

cretized with respect to the time variable to obtain a sequence of steady
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problems. The semidiscrete approximation of the PDEs is then followed

by a further discretization in space to obtain a full discretization which is

in form of a system of algebraic equations.

In this thesis, both forms of the method of lines are used to solve time-dependent

PDEs. The rest of this section will present the space discretization by the

RBFNs-based methods and time discretization by high order time integration

schemes. In addition, numerical methods for linear and nonlinear system of

algebraic equations that result from the discretizations will also be discussed.

2.2.1 Space Discretization by RBFN Methods

Space discretization approximates unknown functions and their derivatives with

respect to space appearing in the differential equations in such a way that

the original continuous problem is reduced to a discrete form in space. Space

discretization by meshless RBFN methods will be presented in this section.

The DRBFN Method

Let u(x) be an unknown function continuously defined on a bounded domain

Ω ⊂ Rd, d = 1, 2, 3, and {xj}M
j=1 be a finite set of discrete points in Ω. The

approximation û(x) to function u(x) can be written as a linear combination of

N radial basis functions

u(x) ≈ û(x) =
N
∑

j=1

ωj gj(x), (2.21)

where {gj(x)}N
j=1 is a given set of radial basis functions, and {ωj}N

j=1 is the set

of weight coefficients to be found. The derivatives of u(x) up to second order

with respect to space can be then approximated by successively differentiating
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equation (2.21) as follows

∂u

∂x
≈ ∂û

∂x
=

N
∑

j=1

ωj
∂gj

∂x
, (2.22)

∂2u

∂x2
≈ ∂2û

∂x2
=

N
∑

j=1

ωj
∂2gj

∂x2
. (2.23)

Among other radial basis functions, Hardy’s multiquadrics (MQ) and Duchon’s

thin plate splines (TPS) are widely used for the ability to yield good approxi-

mation results (Franke, 1982). MQ and its derivatives up to second order are

given by

gj =
√

r2
j + s2

j , (2.24)

∂gj

∂x
=

x− xj
√

r2
j + s2

j

, (2.25)

∂2gj

∂x2
=
r2
j + s2

j − (x− xj)
2

(r2
j + s2

j)
1.5

, (2.26)

where rj = ||x−xj || is the Euclidian norm, sj is the shape parameter. Similarly,

TPS and its derivatives up to second order are given by

gj = r2m
j log(rj) (2.27)

∂gj

∂x
= (x− xj) r

2(m−1)
j (2m log(rj) + 1), (2.28)

∂2gj

∂x2
= 2(m− 1)(x− xj)

2r
2(m−2)
j (2m log(rj) + 1)

+ r
2(m−1)
j (2m log(rj) + 1) + 2mr

2(m−1)
j (x− xj)

2. (2.29)

While being ranked as the most accurate, the approximation quality of the MQ

depends on the shape parameter sj whose optimal value is found to be problem-

dependent (Carlson and Foley, 1991; Rippa, 1999). TPS, on the other hand,
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has no adjustable parameter, and hence is easier to use. Details on the Kansa’s

method and its applications to solving PDEs can be found in (Kansa, 1990a,b).

The IRFBN Method

Unlike the DRBFN method, the IRBFN method starts with the decomposition

of the highest derivative (second order in this thesis) of the unknown function

into a linear combination of RBFs. The lower derivatives and the function itself

are then successively obtained by symbolic integrations. It is observed that,

in contrast to the differentiation where any errors associated with the function

approximation can be magnified in obtaining its derivatives, the process of

integration implemented in the IRBFN method averages out such errors, and

hence yields a more accurate results. For brevity, the IRBFN formulation for

two-dimensional problems is recaptured as follows

∂2u(x, y)

∂x2
≈

N
∑

j=1

ω̂j ĝj(x, y), (2.30)

∂u(x, y)

∂x
≈

N
∑

j=1

ω̂j

∫

ĝj(x, y)dx+ C1(y), (2.31)

u(x, y) ≈
N
∑

j=1

ω̂j

∫∫

ĝj(x, y)dxdx+ C1(y)x+ C2(y), (2.32)

where {ĝj(x, y)}N
j=1 is a set of radial basis functions such as multiquadrics

ĝj(x, y) =
√

r2
j + s2

j , j = 1, . . . , N, (2.33)

or thin plate splines

ĝj(x, y) = r2m
j log rj, j = 1, . . . , N, (2.34)
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in which rj =
√

(x− xj)2 + (y − yj)2 is the Euclidian norm, sj is the RBF

shape parameter given by (Moody and Darken, 1989)

sj = β dmin
j , (2.35)

where β is the user-defined parameter and dmin
j is the distance from the jth

data point to its nearest neighboring point.

In Equation (2.32), C1(y), C2(y) are constants along the integration direction

(x-direction) but are functions along the other direction (y-direction). Following

the same rule as above, the constant of integration C1(y) can be approximated

by the IRBFN method as follows

d2C1(y)

dy2
=

P
∑

j=1

ω̃j g̃j(y), (2.36)

dC1(y)

dy
=

P
∑

j=1

ω̃j

∫

g̃j(y)dy + C̃1, (2.37)

C1(y) =

P
∑

j=1

ω̃j

∫∫

g̃j(y)dydy + C̃1y + C̃2, (2.38)

where P is the number of centres needed to approximate the constant of inte-

gration; ĝj(x, y) and g̃j(y) are the two-dimensional and one-dimensional radial

basis functions such as Hardy’s multiquadrics MQ

ĝj(x, y) =
√

(x− xj)2 + (y − yj)2 + s2
j , (2.39)

g̃j(y) =
√

(y − yj)2 + s2
j . (2.40)

Following the same rule as in equations (2.36)-(2.38), the constant of integration

C2(y) can be approximated as

C2(y) =

P
∑

j=1

ω̄j

∫∫

g̃j(y)dydy + C̄1y + C̄2, (2.41)
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It is noted that C̃1, C̃2 in (2.38), and C̄1, C̄2 in (2.41) are really constants

whose values are also to be found. Once these constants of integration and the

network weights ω̂j, j = 1, N are found, the derivatives up to second order and

the function u(x, y) itself can be approximated by equations (2.30-2.32).

2.2.2 Time Discretization

Time discretization approximates unknown functions and their derivatives with

respect to time appearing in the time dependent PDEs in such a way that

the original continuous problem is reduced into a discrete form in time. Time

discretization, time stepping and time integration are used interchangeably in

the CFD literature.

Vertical method of lines

In the vertical form of the method of lines as mentioned in the beginning of

section 2.2, one first discretizes the original PDEs in space to obtain a system

of ordinary differential equations (ODEs). A time discretization scheme is then

used to solve the ODEs. There is a well-developed class of ODE solvers including

Runge-Kutta (RK), Adams-Bashforth (AB), Backward Differentiation Formula

(BDF), etc... In practice, these methods can be further categorized into One-

step methods (e.g. RK) and Multi-step methods (e.g. AB, BDF) (Quarteroni

et al., 2000). Consider a system of ODEs

dy(t)

dt
= f (t,y(t)), 0 < t < T, (2.42)

y(t = 0) = y0 (2.43)

where f (t, y(t)) is a set of given functions. The time interval [0, T ] is partitioned

into Nt subintervals [tn, tn+1] of length ∆t = T/(Nt−1) with t0 = 0 and tNt = T .

Denote by yn = y(tn) the value of y at t = tn, some commonly used methods
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for ODEs are presented as follows.

Runge-Kutta method

At time step t = tn+1, four function evaluations of f are performed to update

the value of yn+1 = y(tn+1) as follows.

R1 = ∆tf (tn,yn)

R2 = ∆tf

(

tn+1/2,yn +
R1

2

)

,

R3 = ∆tf

(

tn+1/2,yn +
R2

2

)

, (2.44)

R4 = ∆tf
(

tn+1,yn + R3

)

,

yn+1 = yn +
R1 + 2R2 + 2R3 + R4

6
.

BDF method

BDF method is mostly used as high-order time integration schemes for stiff

ODEs. The general BDF method of order k can be described as follows.

1

∆t

k
∑

j=0

aj yn+1−j = f (tn+1,yn+1), (2.45)

where aj , j = 0, . . . , k are the coefficients whose values are given in Table (2.2).

Order a0 a1 a2 a3

1 1 -1
2 3/2 -2 1/2
3 11/6 -3 3/2 -1/3

Table 2.2: Coefficients of the BDF methods of order k = 1, 2, 3.

Adams-Bashforth (AB) method
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The general AB method of order k applied to Equation (2.42) is of the form

yn+1 − yn

∆t
=

k−1
∑

j=0

bj f(tn−j ,yn−j) (2.46)

where bj , j = 0, . . . , k are the coefficients given in Table (2.3). Full detailed

discussions on ODE solvers can be found in (Quarteroni et al., 2000).

Order b0 b1 b2
1 1
2 3/2 -1/2
3 23/12 -16/12 5/12

Table 2.3: Coefficients of the AB methods of order k = 1, 2, 3.

Horizontal method of lines

In the horizontal form of the method of lines, the time discretization is applied

to the PDEs first to create a sequence of time-independent PDEs. For this case,

time discretization methods can be classified into three groups: (a) explicit, (b)

implicit, and (c) semi-implicit (or explicit-implicit) schemes.

Consider a bounded Lipschitz domain Ω with the boundary Γ from which QΩT =

Ω × (0, T ), T > 0 and its boundary QΓT = Γ × (0, T ) are defined. Given the

functions f : QΩT → R, g : QΓT → R, and u0 : Ω → R, the problem is to find a

function u : QΩT → R such that

∂u

∂t
+ Su = f in QΩT , (2.47)

Bu = g on QΓT , (2.48)

u = u0 in Ω × 0 (2.49)

where Sv and Bv denote differential expressions for some function v : Ω → R.

Since this subsection is to review the time discretization, only the time dis-
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cretization of Equation (2.47) is presented here whereas the detailed discussion

on the boundary and/or initial conditions (2.48) and (2.49) will be described

later in Chap.(3). Denoting by un,fn and un+1, fn+1 the values of u and f at

time t = tn and t = tn+1, respectively, the explicit, implicit and semi-implicit

schemes can be described as follows.

Explicit methods

In the explicit schemes, the unknowns can be calculated directly from those in

previous time steps without solving any system of equations. Forward Euler

method is an example of explicit methods when applied to Equation (2.47) as

follows.

un+1 − un

∆t
= Sun + fn. (2.50)

The main drawback of these methods is stability issue which requires small time

step size.

Implicit methods

In the implicit methods, the unknown at each time step depends on itself under

the form of differential expressions. As a result, after the space discretization is

applied to the semi-discrete formulation, a system of linear or nonlinear equa-

tions has to be solved for the unknowns at each time step as follows.

un+1 − un

∆t
= Sun+1 + fn+1. (2.51)

In general, implicit schemes allow larger time step size and are suitable for those

problems where stability is highly required.

Semi-implicit methods

A general semi-implicit method widely used in CFD is the θ method (Quarteroni
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and Valli, 1997)

un+1 − un

∆t
= θ Sun+1 + (1 − θ)Sun + θ fn+1 + (1 − θ)fn, (2.52)

where 0 ≤ θ ≤ 1. It is noted that θ = 0 corresponds to the explicit forward Euler

method, θ = 1 is the implicit backward Euler method, whereas θ = 0.5 is known

as the Crank-Nicolson method. Semi-implicit methods have been widely used

in solving PDEs of nonlinear convection-diffusion type to avoid nonlinearity in

discretizing the equations where an implicit scheme is used for diffusion term

and an explicit scheme is used for the convection term.

2.2.3 Solving Systems of Linear Equations

After space and time discretizations, one obtains a system of algebraic equations

which can be linear or nonlinear. The numerical methods for the solution of

linear systems are reviewed in this section, and an overview of the numerical

methods for nonlinear systems will be presented in the next section.

A system of m linear equations in n unknowns can be written as

n
∑

j=1

aijxj = bi, i = 1, . . . , m (2.53)

or in matrix form as

Ax = b, (2.54)

where x = {xj}n
j=1 is the unknown vector, A = {aij}m,n

i=1,j=1 is the coefficient

matrix, and b = {bi}m
i=1 is the right-hand side vector.

If m < n, that is, the number of equations is smaller than the number of

unknown variables, or if m > n but A does not have a full rank (which means
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that some equations are linear combinations of the other ones), the system is

underdetermined and there are either no solution or infinitely many of them.

If m > n and the matrix A has a full rank, that is, if the number of equations

is greater than the number of unknown variables, there is generally no solution

and the system is overdetermined.

If m = n and the matrix A is nonsingular, the system (2.54) has a unique

solution. Most of the methods presented below are suitable for this case.

Direct methods

Direct methods can give the solution in a predictable finite number of steps.

Gauss elimination method belongs to this class. In addition, solving an equation

system by means of matrix decompositions such as LU and QR factorizations

can also be classified as direct methods.

Among others, LU factorization method is widely used for small-to-medium

square system (m = n). This method is equivalent to Gauss elimination method

where the matrix A is factorized into the product of two matrices, A = LU, in

which L is a lower triangular matrix and U is an upper triangular matrix. Once

the matrices L and U have been computed, the solution to the linear system

can be found by successively solving the two triangular systems

Ly = b, Ux = y. (2.55)

The orthogonal-triangular decomposition or QR factorization expresses any

rectangular matrix A as the product of an orthogonal or unitary matrix Q and

an upper triangular matrix R. The linear system is then written as QRx = b,

or Rx = QTb (due to the fact that QTQ = I). The solving procedure is then

y = QTb, x = R−1y. (2.56)

If m > n and A does not have a full rank then any solution can be written as a
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sum of a particular solution and a vector from the nullspace of A. Alternatively,

one can search for a solution x such that the Euclidian norm of (Ax − b) is

minimized. In this case, one has a linear least-squares problem to be solved

(Quarteroni et al., 2000).

Iterative methods

In many cases where the number of unknown variables is large, rounding er-

rors can accumulate and prevent direct methods from yielding correct solutions.

The same applies very much to systems with a nearly singular coefficient ma-

trix. Iterative methods are good candidates for such cases as they are less

sensitive to those problems and self-correcting at each iteration. Contrary to

direct methods, iterative methods construct a series of solution approximations

xi, i = 0, 1, 2, . . . such that it converges to the exact solution of system (2.54).

Theoretically, iterative methods yield the exact solution after an infinite num-

ber of steps. In practice, the iterative process is stopped at step k such that

||Ax(k) − b|| < ǫ or k exceeds a predefined maximum number of steps. The

general algorithm for iterative methods can be expressed as follows.

k = 0

repeat

• k = k + 1

• Compute the approximate solution x(k)

• Compute the residual r(k) = Ax(k) − b

until k ≥ maxit or ||r(k)|| ≤ ǫ.

Among others, the GMRES (Generalized Minimal Residual) method proposed

by Saad and Schultz (1986) is widely used for unsymmetric linear systems. The

GMRES iterates are constructed as follows.

x(k) = x(0) + z1v
(1) + . . .+ zkv

(k), (2.57)



2.2 Numerical Solutions of Time-dependent PDEs 25

where the coefficients z1, z2, . . . , zk have been chosen to minimize the residual

norm ||b−A x(k)||, and v1, v2, . . . , vk form the orthogonal basis of the Krylov sub-

space Km(A;v) which are calculated by Arnoldi orthogonal algorithm (Quar-

teroni et al., 2000).

2.2.4 Numerical Methods for the Solution of Nonlinear

Systems

A system of nonlinear equations might result from space discretization of a

nonlinear PDEs. At each time step then, the system to be solved can be written

in matrix form as follows.

A(u)u = b, (2.58)

or

Au = b(u). (2.59)

For these kinds of nonlinear systems, Picard and Newton-Raphson methods are

commonly used.

Picard’s method

The system (2.58) can be solved by Picard’s method with relaxation as follows.

• given a guess u0 (frequently chosen as zero’s),

• for k = 0, 1, 2, . . ., until the prescribed criterion is satisfied (e.g. ||uk+1 −
uk|| is sufficiently small)

– solve the linear system A(uk)u∗ = b,

– set uk+1 = αu∗ + (1− α)uk, where α ∈ (0, 1] is a relaxation param-

eter.
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The method is also known as Successive Substitutions. Similarly, the nonlinear

system Au = b(u) can be solved by the method via a simple iteration

Au∗ = b(uk), k = 0, 1, 2, . . . (2.60)

with the same update step for uk+1 as described above.

Newton’s method

In this method, the nonlinear algebraic equations can be written as

F(u) = 0, (2.61)

where F(u) = A(u)u − b, or F(u) = Au − b(u) corresponding to Equation

(2.58) or (2.59). Vectors and/or matrices without argument are considered as

constant, i.e., independent of u. The approximation of F(u) is then written as

F(u) ≈ F(uk) + J(uk) · (u− uk) (2.62)

where J ≡ ∇F is the Jacobian of F. Particularly, if F = [F1, F2, . . . , Fm]T and

u = [u1, u2, . . . , um]T , then the entry (i, j) of J is

Jij =
∂Fi

∂uj
, i, j = 1, 2, . . . , m.

The system (2.61) can be solved by Newton’s method as follows.

• given a guess u0,

• for k = 0, 1, 2, . . ., until the prescribed criterion is satisfied

– solve the linear system J(uk) δuk+1 = −F(uk) for δuk+1,

– set uk+1 = uk + δuk+1.
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The relevant termination criteria for the method are

||uk+1 − uk|| ≤ ǫu, or ||F(uk+1)|| ≤ ǫr, (2.63)

where ǫu and ǫr are given constants. Newton’s method is quadratically conver-

gent provided that the initial guess is sufficiently close to the solution and the

Jacobian matrix is nonsingular (Quarteroni et al., 2000).

2.3 Concluding Remarks

The fundamental background of the current research has been presented in this

chapter. Since the dynamic behavior of fluids in motion is governed by a set of

partial differential equations, solving time-dependent PDEs is of primary inter-

est in this thesis. In general, the numerical solution to such equations involves

space and time discretizations, and solving the resultant system of linear or non-

linear equations. Basic tools commonly used in solving time-dependent PDEs

have been summarized in this chapter and will be used in the rest of the thesis.



Chapter 3

Meshless IRBFN Schemes for

Time-Dependent PDEs

This chapter presents numerical schemes based on the IRBFN method for

time-dependent PDEs. Approximations of time-dependent functions and their

derivatives with IRBFNs are first presented in section (3.2) from which two

numerical schemes are derived in section (3.3). The IRBFN approximations are

formulated such that the unknowns to be found are the nodal values of the func-

tions rather than the weight coefficients as normally reported in the literature.

These schemes can be used to solve a class of time-dependent PDEs such as

parabolic, hyperbolic and advection-diffusion equations. Extensive numerical

experiments are presented in section (3.4) to investigate the accuracy, the sta-

bility of the proposed schemes as well as the effects of the network parameters

on the accuracy and efficiency of the schemes .
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3.1 Introduction

The IRBFN method has been successfully applied to solving elliptic or time-

independent PDEs (Mai-Duy and Tran-Cong, 2001a,b). In order to solve time-

dependent PDEs, the method should be coupled with an appropriate time dis-

cretization to yield good results. Since the IRBFN method is a high-order space

discretization, its counterpart with respect to time should be of high order as

well to ensure that the ultimate accuracy of the numerical solution is not de-

graded. Among others, the standard θ-method (Quarteroni and Valli, 1997) is

widely used for time discretization. It is noted that the θ-method corresponds

to some well-known time-stepping methods with some special values of θ. For

example, with θ = 0 and θ = 1, the method corresponds to the forward and

backward Euler methods, respectively, whereas it is equivalent to the Crank-

Nicolson method for θ = 1/2. Another class of high-order methods for ordinary

differential equations (ODEs) such as the one-step Runge-Kutta method and

multistep methods such as Adams-Bashforth (AB), Backward Differentiation

Formulation (BDF) (Quarteroni et al., 2000) can also be used for time dis-

cretization. In this chapter, two new numerical schemes for time-dependent

PDEs are presented where the time discretization methods mentioned above

and the IRBFN method are coupled together.

Furthermore, literature showed that the RBFN parameters have strong effects

on the quality of the ultimate solution (Kansa, 1990b; Carlson and Foley, 1991;

Rippa, 1999). They are the MQ’s shape parameter s in Equation (2.24), the

TPS’s order m in Equation (2.27), and the point density. The effects of these

parameters on the proposed IRBFN-based schemes are thoroughly studied in

this chapter.
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3.2 Approximation of Time-dependent Func-

tions and their Derivatives

The IRBFN-based approximation of a function with respect to space has been

reviewed in Chapter 2. For brevity, the IRBFN method for two-dimensional

time-dependent problems is presented in this section. Extension to three-

dimensional problems is straightforward.

Starting from the approximation of the second derivative in x-coordinate and

following the same manner as presented in (2.30 - 2.32) where the network

weights ωj, j = 1, 2, . . . are now considered to be functions with respect to time,

the approximation of function u(x, y, t) can be then calculated by the IRBFN

method as follows.

∂2u(x, y, t)

∂x2
≈

N
∑

j=1

ω̂j(t) ĝj(x, y), (3.1)

∂u(x, y, t)

∂x
≈

N
∑

j=1

ω̂j(t)

∫

ĝj(x, y)dx+ C1(y), (3.2)

u(x, y, t) ≈
N
∑

j=1

ω̂j(t)

∫∫

ĝj(x, y)dxdx+ C1(y)x+ C2(y), (3.3)

where {ĝj(x, y)}N
j=1 is a set of radial basis functions such as multiquadrics

ĝj(x, y) =
√

r2
j + s2

j , j = 1, . . . , N, (3.4)

or thin plate splines

ĝj(x, y) = r2m
j log rj, j = 1, . . . , N, (3.5)

in which m is the TPS order, rj =
√

(x− xj)2 + (y − yj)2 is the Euclidian
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norm, and sj is the RBF shape parameter given by (Moody and Darken, 1989)

sj = β dmin
j , (3.6)

where β is the user-defined parameter and dmin
j is the distance from the jth

data point to its nearest neighboring point. The constants of integration are

approximated as follows.

d2C1(y)

dy2
=

P
∑

j=1

ω̃j(t) g̃j(y), (3.7)

dC1(y)

dy
=

P
∑

j=1

ω̃j(t)

∫

g̃j(y)dy + C̃1, (3.8)

C1(y) =

P
∑

j=1

ω̃j(t)

∫∫

g̃j(y)dydy + C̃1y + C̃2, (3.9)

C2(y) =
P
∑

j=1

ω̄j(t)

∫∫

g̃j(y)dydy + C̄1y + C̄2, (3.10)

where P is the number of centres needed to approximate the constants of inte-

gration in x-direction. Substituting Equations (3.7)-(3.10) into Equation (3.3)

yields

u(x, y, t) ≈
N
∑

j=1

ω̂j(t)

∫∫

ĝj(x, y)dxdx+

[

P
∑

j=1

ω̃j(t)

∫∫

g̃j(y)dydy + C̃1y + C̃2

]

x

+

[

P
∑

j=1

ω̄j(t)

∫∫

g̃j(y)dydy + C̄1y + C̄2

]

, (3.11)

or in the compact form

u(x, y, t) ≈
N+2P+4
∑

j=1

ωj(t) gj(x, y) = gT (x, y)ω(t) (3.12)
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where the basis function vector g(x, y) is given by

g(x, y) =

[
∫∫

ĝ1(x, y)dxdx,

∫∫

ĝ2(x, y)dxdx, . . . ,

∫∫

ĝN(x, y)dxdx,

x

∫∫

g̃1(y)dydy, x

∫∫

g̃2(y)dydy, . . . , x

∫∫

g̃P (y)dydy, xy, x,

∫∫

g̃1(y)dydy,

∫∫

g̃2(y)dydy, . . . ,

∫∫

g̃P (y)dydy, y, 1

]T

(3.13)

As mentioned in section (2.2.1), the IRBFN formulation starts with the de-

composition of the highest derivatives (second order in this thesis) of the un-

known function into a linear combination of RBFs. In two-dimensional prob-

lems, this implies that there exists another alternative formulation starting from

the second-order derivative in y-coordinate. Using the same rule as presented

above, one gets the alternative IRBFN formulation for the approximation of

function u(x, y, t) and its derivatives as follows.

u(x, y, t) ≈
N
∑

j=1

ω̂j(t)

∫∫

ĝj(x, y)dydy+

[

Q
∑

j=1

ω̃j(t)

∫∫

g̃j(x)dxdx + C̃1x+ C̃2

]

y

+

[

Q
∑

j=1

ω̄j(t)

∫∫

g̃j(x)dxdx+ C̄1x+ C̄2

]

, (3.14)

or in the compact form

u(x, y, t) ≈
N+2Q+4
∑

j=1

λj(t) hj(x, y) = hT (x, y)λ(t) (3.15)

where Q is the number of centres needed to approximate the constants of inte-
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gration in y-direction. The basis function vector h(x, y) is given by

h(x, y) =

[
∫∫

ĝ1(x, y)dydy,

∫∫

ĝ2(x, y)dydy, . . . ,

∫∫

ĝN(x, y)dydy,

y

∫∫

g̃1(x)dxdx, y

∫∫

g̃2(x)dxdx, . . . , y

∫∫

g̃Q(x)dxdx, xy, y,

∫∫

g̃1(x)dxdx,

∫∫

g̃2(x)dxdx, . . . ,

∫∫

g̃Q(x)dxdx, x, 1

]T

(3.16)

Since the two formulations are written for the same function, the resulting

approximations given by their applications must be identical. An explicit iden-

tity constraint was applied for this purpose in (Mai-Duy, 2001). However, this

requires more storage and computation time. A different approach that was re-

ported in (Mai-Cao and Tran-Cong, 2005; Mai-Duy, Mai-Cao and Tran-Cong,

2006) is presented here in which the above identity requirement is satisfied with-

out any constraints. For doing so, equations (3.12) and (3.13) are first rewritten

in a more compact form as follows.

u(x, t) ≈
N̄
∑

j=1

ωj(t)gj(x) = gT (x)ω(t) (3.17)

where

g(x) = [g1(x), g2(x), . . . , gN̄(x)]T (3.18)

in which N̄ = N + 2P + 4, and the jth component gj(x) is equal to that of

(3.13). The new IRBFN formulations for time-dependent problems can be now

established using the collocation method as follows.

Given a set of M data points and the corresponding nodal values of the function

at certain point in time t, u(t) = [u1(t), u2(t), ..., uM(t)]T , the application of the
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collocation method by satisfying (3.12) at every data point yields

u(xi, t) ≈
N̄
∑

j=1

ωj(t) gj(xi) = gT (xi)ω(t), i = 1, 2, ...,M, (3.19)

or in the compact form

u(t) = Gω(t), (3.20)

where

G =

















g1(x1) g2(x1) . . . gN̄(x1)

g1(x2) g2(x2) . . . gN̄(x2)
...

...
. . .

...

g1(xM) g2(xM) . . . gN̄(xM)

















. (3.21)

The weight coefficients ω(t) can be then determined by

ω(t) = G−1 u(t). (3.22)

Substituting (3.22) into (3.12) yields the new IRBFN formulation starting from

the second order derivative in x-coordinate

u(x, t) ≈ gT (x)G−1u(t), (3.23)

It is noted that the weight coefficients ω(t) have been replaced by the nodal

values of the function to be approximated in the new formulation. Applying

the same procedure as above to (3.16) yields the alternative IRBFN formulation

starting from the second order derivative in y-coordinate

u(x, t) ≈ hT (x)H−1u(t), (3.24)

where h(x) is defined in (3.16) and the matrix H is generated in a similar
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manner as for G in (3.21) as follows.

H =

















h1(x1) h2(x1) . . . hN̄(x1)

h1(x2) h2(x2) . . . hN̄(x2)
...

...
. . .

...

h1(xM) h2(xM) . . . hN̄(xM)

















. (3.25)

Equations (3.23) and (3.24) will be proved to yield the same resultant function

approximation at every data points where u(t) is defined regardless of which

radial basis function (e.g. multiquadrics or thin plate splines) is used. This is

equivalent to prove

gT (xi)G
−1u(t) = hT (xi)H

−1u(t), i = 1, 2, . . . ,M (3.26)

or equivalently the following system must be held

[g1(x1), g2(x1), . . . , gN̄(x1)]
TG−1u(t) = [h1(x1), h2(x1), . . . , hN̄(x1)]

TH−1u(t)

[g1(x2), g2(x2), . . . , gN̄(x2)]
TG−1u(t) = [h1(x2), h2(x2), . . . , hN̄(x2)]

TH−1u(t)

...

[g1(xM), g2(xM), . . . , gN̄(xM)]TG−1u(t) = [h1(xM), h2(xM), . . . , hN̄(xM)]TH−1u(t)

or the following equation must be held

GG−1u(t) = HH−1u(t) (3.27)

It is noted that in the statement above, the formulations of G and H in Equa-

tions (3.21) and (3.25) are used, respectively. Obviously, since (GG−1) and

(HH−1) being identity matrices, Equation (3.27) is always held at every data

points regardless of which radial basis function is used (since no such a specific

requirement is used in the above proof). In other words, by replacing weight
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coefficients ω(t) with nodal values u(t) the resultant function approximation is

unique regardless of which direction (x or y) the IRBFN formulation starts from.

Without any additional constraints, the new IRBFN formulations significantly

save computation time and storage in multi-dimensional problems.

To sum up, the IRBFN formulation for the approximation of a time-dependent

function and its derivatives is written as follows.

∂2u(x, t)

∂x2
≈ ĝ(x)TG−1u(t), (3.28)

∂u(x, t)

∂x
≈ g̃(x)TG−1u(t), (3.29)

u(x, t) ≈ g(x)TG−1u(t), (3.30)

where

ĝj(x) = ϕ(||x− xj||), j = 1, . . . , N,

ĝj(x) = 0, j = N + 1, . . . , N̄ ,
(3.31)

g̃j(x) =

∫

ĝj(x)dx, j = 1, . . . , N̄ , (3.32)

gj(x) =

∫∫

ĝj(x)dxdx, j = 1, . . . , N̄ , (3.33)

in which ϕ(||x− xj ||) are radial basis functions such as Hardy’s multiquadrics

or Duchon’s thin-plate splines.

For a more compact form, the IRBFN formulation can be written as follows.

uxx(x, t) ≡
∂2u(x, t)

∂x2
≈ ψ∂xx

(x)Tu(t), (3.34)

ux(x, t) ≡
∂u(x, t)

∂x
≈ ψ∂x

(x)Tu(t), (3.35)

u(x, t) ≈ ψ(x)Tu(t), (3.36)
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where

ψ∂xx
(x) = ĝ(x)TG−1, (3.37)

ψ∂x
(x) = g̃(x)TG−1, (3.38)

ψ(x) = g(x)TG−1. (3.39)

Let S be a certain differential operator in space that operates on the scalar

function u(x, t) in Ω ∈ R
d, d = 1, 2, 3, then the IRBFN formulation above can

be rewritten in the generic form for approximating function u(x, t) and/or its

derivatives as follows.

Su(x, t) ≈ ψT
S
(x)u(t), (3.40)

where ψS(x) is the vector whose components are the results of the application

of operator S on the corresponding components of ψ(x),

ψS(x) = [Sψ1(x),Sψ2(x), . . . ,SψM (x)]T . (3.41)

For a special case where S is the identity operator, S = I, one gets the approxi-

mation of function u(x, t). Otherwise, one obtains the corresponding derivative

of the function. For example, if S = ∂
∂y

≡ ∂y, one has the approximation of the

first order derivative of u(x, y, t) in y direction as follows.

Su(x, y, t) =
∂

∂y
u(x, y, t) ≈ ψT

∂y
(x, y)u(t). (3.42)

It is noted that in the case of the DRBFN method, the RBF must be suffi-

ciently differentiable to satisfy the particular differential operator. The MQ is,

therefore, always applicable as it is C∞ continuous, whereas the TPS is only

C2m−1 continuous, and m must be chosen appropriately to suit the differential

operator. The IRBFN method, on the other hand, can use the first order TPS
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(m = 1) regardless of the order of the differential operator because the method

starts from the highest derivative and the approximation of the corresponding

function is obtained via successive integrations. The formulations of the first

and second order antiderivatives of Hardy’s multiquadrics and Duchon’s thin

plate splines are presented in Appendices A and B, respectively. Another note

to be mentioned here is that, although the MQ and TPS are used with up to

second order derivatives of a function in this work, the IRBFN method can be

used with other kinds of RBFs and/or with higher order derivatives provided

that symbolic integrations can be performed.

3.3 IRBFN-based Schemes for Time-Dependent

PDEs

3.3.1 Problem statement

Consider a general two-dimensional initial boundary value problem

∂u

∂t
+ Su = q in QT := (0, T ) × Ω,

subject to boundary and initial conditions

Bu = r on ΣT := (0, T ) × ∂Ω, (3.43)

u = u0 on Ω, at t = 0,

where Ω is a bounded domain in R
2, with boundary ∂Ω; T > 0 is a prescribed

time-level; q = q(x, y, t), r = r(x, y, t) and u0 = u0(x, y) are given functions. In

the differential equation above, S is the differential operator in space which can
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be one of the followings

Advection: S ≡ v · ∇, (3.44)

Diffusion: S ≡ −ν∇2, (3.45)

Advection-Diffusion: S ≡ v · ∇ − ν∇2, (3.46)

where v is the given velocity field and ν is a given scalar. The operator B
represents Dirichlet, Neumann or Robin boundary conditions as follows.

Dirichlet: B ≡ I (3.47)

Neumann: B ≡ n · ∇ (3.48)

Robin: B ≡ n · ∇ + κI, (3.49)

in which I is the identity operator, n is the outward unit vector normal to the

boundary, and κ is a given scalar on the boundary.

3.3.2 Fully discrete schemes

In fully discrete schemes, problem (3.43) is discretized with respect to both time

and space variables using the horizontal method of lines as presented in Sec-

tion (2.2.2). Firstly, the time interval [0, T ] is partitioned into NT subintervals

[tn, tn+1] of length ∆t = T/NT with t0 = 0 and tNT +1 = T . The discretization of

the problem in time is then accomplished by a time-stepping scheme, followed

by the spatial discretization based on the IRBFN method.

Among many possible time-stepping schemes, the standard θ-scheme (Quar-

teroni and Valli, 1997), 0 ≤ θ ≤ 1 is used in this work. It should be noted

that the extreme cases θ = 0 and θ = 1 correspond to the well-known forward

(fully explicit) and backward (fully implicit) Euler methods, respectively. The
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scheme associated with the case θ = 1/2 is equivalent to the (semi-implicit)

Crank-Nicolson method which is second-order accurate. Applying the θ-scheme

to problem (3.43) gives

ũn+1 − ũn

∆t
+ θ Sũn+1 + (1 − θ)Sũn = θ qn+1 + (1 − θ)qn, (3.50)

Bũn+1 = rn+1, (3.51)

where tn+1 = tn +∆t, ũn+1 ≈ u(x, y, tn+1), and ũ0 = u0(x, y). The time discrete

system (3.50)-(3.51) is then discretized in space by using the IRBFN method

in (3.34)-(3.36) at time tn+1 and applied at every collocation point to obtain a

system of equations to be solved for un+1. Note that the domain is partitioned

into MI interior points and M −MI boundary points such that

u =





uI

uB



 (3.52)

The fully discrete version of (3.50) reads

ψT (xi)u
n+1
I + θ∆tψT

S
(xi)u

n+1
I = ψT (xi)u

n
I − (1 − θ) ∆tψT

S
(xi)u

n
I

+∆t
[

θ qn+1(xi) + (1 − θ)qn(xi)
]

, i = 1, . . . ,MI ,

or

[

ψT (xi) + θ∆tψT
S
(xi)

]

un+1
I = ψT (xi)u

n
I − (1 − θ) ∆tψT

S
(xi)u

n
I

+∆t
[

θ qn+1(xi) + (1 − θ)qn(xi)
]

, i = 1, . . . ,MI ,

(3.53)

where

ψS(xi) = [Sψ1(xi),Sψ2(xi), . . . ,SψMI
(xi)]

T , i = 1, . . . ,MI . (3.54)

Similarly, the fully discrete versions of the boundary condition (3.51) can be
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written in a general form

ψT
B(xi)u

n+1
B = r(xi), i = MI + 1, . . . ,M, (3.55)

where

ψB(xi) = [BψMI+1(xi),BψMI+2(xi), . . . ,BψM (xi)]
T , i = MI + 1, . . . ,M,

(3.56)

in which operator B is defined according to either (3.47), (3.48), or (3.49).

System (3.53) and (3.55) can be written in matrix form as follows.

Aun+1 = b, (3.57)

where

A =





I + θ∆tΨS 0

0 ΨB



 ,

and

b =





un
I − (1 − θ) ∆tΨS u

n
I + ∆t (θ qn+1 + (1 − θ)qn)

r



 ,

where ΨS and ΨB are the matrix representations of (3.54) and (3.56), respec-

tively. The system (3.57) is solved at each time step for un+1 until the prescribed

time T is reached using the corresponding nodal values at the previous time

t = tn, un, and the IRBFN coefficient matrices associated with function u. It is

noted that an alternative system of equations in terms of the weight coefficients

w can be set up by minimizing the sum-squared error (SSE) in the sense of the

general least-squares principle (Mai-Duy and Tran-Cong, 2001a). In practice,

however, the normal equation resulting from the SSE approach would raise the
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condition number of the system matrix to the second power making it more

ill-conditioned and difficult to solve. In addition, boundary conditions are not

strictly satisfied within the least-squares context. As can be seen previously,

the system (3.57) has been set up without using the SSE approach. The IRBFN

fully discrete scheme was reported in (Mai-Cao and Tran-Cong, 2005).

3.3.3 Semi-discrete schemes

In semi-discrete schemes, problem (3.43) is first discretized in space while still

continuously dependent on time. In other words, the schemes are derived on

the basis of the vertical method of lines as presented in Section (2.2.2). By

substituting (3.39) into (3.43), one obtains

ψT (x)
du(t)

dt
+ψT

S
(x)u(t) = q(x), (3.58)

ψT
B
(x)u(t) = r(x). (3.59)

Applying (3.58)-(3.59) at every collocation point then gives a system of ordinary

differential equations (ODEs)

ψT (xi)
du(t)

dt
+ψT

S
(xi)u(t) = q(xi), i = 1, . . . ,MI , (3.60)

ψT
B
(xi)u(t) = r(xi), i = MI + 1, . . . ,M, (3.61)

where ψS and ψB are defined in (3.54) and (3.56), respectively. The above

system can be written in the matrix form as follows.

du

dt
+ ΨS u = q, (3.62)

ΨB u = r, (3.63)
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where ΨS and ΨB are the matrix representations of (3.54) and (3.56), respec-

tively. Solving the ODE system (3.62)-(3.63) for u with the initial conditions

ψT (xi)u(t = 0) = u0(xi), i = 1, 2, ...,M,

yields the solution to the problem (3.43) at every data point within the time

interval of interest. Various high-order ODE solvers presented in section (2.2.2)

such as fourth-order Runge-Kutta, Adams-Bashforth (AB), Backward Differ-

entiation Formulation (BDF) method can be applied to solve the system. The

IRBFN semi-discrete scheme was reported in (Mai-Cao and Tran-Cong, 2005).

3.4 Numerical Results

For verification purposes, the IRBFN-based schemes presented in Section (3.3.2)

and (3.3.3) are applied to solve five example problems namely the 1D and 2D dif-

fusion equations, the 1D and 2D wave equations, and the 1D advection-diffusion

equation. The results are then compared in terms of accuracy and efficiency

to those from other methods such as finite difference, finite element, boundary

element and the DRBFN methods. Furthermore, three network parameters in-

cluding the user-defined parameter β described in (2.35), the point density and

the time-step size are taken into account to investigate their influence on the

accuracy of the solutions by the MQ-IRBFN method. Absolute/Norm errors

at each time step and root-mean-squared-error throughout the time domain are

used for accuracy comparison and sensitivity analysis. The root-mean-squared

error is calculated by

RMSE =

√

√

√

√

1

NT

NT
∑

i=1

(ui − ũi)
2, (3.64)

where ũ and u are numerical and analytical solutions, respectively; NT is the

total number of time steps.
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3.4.1 Test problem 1. One-dimensional heat equation

Two test problems are considered in this section where the numerical solutions

by the present IRBFN method are compared to those by the FDM and the

DRBFN method.

Test problem 1.1

Consider an 1D heat equation

∂u

∂t
(x, t) =

∂2u

∂x2
(x, t), 0 < x < 1, t > 0,

subject to boundary and initial conditions

u(0, t) = u(1, t) = 0, t > 0,

u(x, 0) = sin πx, 0 ≤ x ≤ 1,

where u(x, t) is the temperature at the position x at time t. The problem has

the analytical solution u(x, t) = e−π2t sin πx.

The finite difference method (FDM) and the IRBFN method are used to solve

the problem. For the FDM, Crank-Nicolson algorithm is used whereas the fully

discrete scheme described in section (3.3.2) with θ=0.5 is used for the IRBFN

method. The numerical solution by the IRBFN method is shown in Figure 3.1.

Table 3.1 shows that the IRBFN method using either MQ or TPS RBFs gives

more accurate result than the FDM with the same number of points N = 11

and the time step size ∆t = 0.01. In particular, the present method yields the

solution accurate to 4 significant digits with TPS and up to 5 significant digits

with MQ. In Table 3.2, the IRBFN method shows its superiority over the FDM

when the point density and the number of time steps used are only half as many

as those used in the FDM. With such a “crude” discretization in both time and

space domain, the IRBFN method still yields solutions more accurate than that

of the FDM.
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Table 3.1: Accuracy comparison of the solution at time t = 0.5 between the
FDM and the IRBFN method (using either MQ or TPS) in Test problem 1.1.
Both methods use the same discretization (N = 11, ∆t = 0.01). The L∞-norm
of the error vector for FDM, TPS-IRBFN and MQ-IRBFN are 2.6766e − 4,
1.6887e− 5 and 8.3494e− 6, respectively.

Numerical solution Absolute Error
X Exact FDM TPS MQ FDM TPS MQ
0.1 0.002222 0.002305 0.002219 0.002224 8.271e-05 3.341e-06 1.908e-06
0.2 0.004227 0.004385 0.004218 0.004226 1.573e-04 8.856e-06 9.966e-07
0.3 0.005818 0.006035 0.005805 0.005815 2.165e-04 1.311e-05 3.066e-06
0.4 0.006840 0.007094 0.006824 0.006835 2.546e-04 1.591e-05 4.544e-06
0.5 0.007192 0.007460 0.007175 0.007187 2.677e-04 1.689e-05 5.035e-06
0.6 0.006840 0.007094 0.006824 0.006835 2.546e-04 1.592e-05 4.543e-06
0.7 0.005818 0.006035 0.005805 0.005815 2.165e-04 1.311e-05 3.064e-06
0.8 0.004227 0.004385 0.004218 0.004226 1.573e-04 8.861e-06 9.937e-07
0.9 0.002222 0.002305 0.002219 0.002224 8.271e-05 3.348e-06 1.912e-06

For the purpose of sensitivity studies for the MQ-IRBFN method, four point

densities are chosen to be 5, 7, 9, 11 points, and the numbers of time steps of

interest are 25 and 50. In addition, a wide range of β’s values from 1 to 10

are used to study its influence on the solution accuracy. Figures 3.2a, 3.2b,

3.2c, 3.2d show the maximum absolute errors by the MQ-IRBFN method over

the entire set of collocation points, and figures 3.3a, 3.3b, 3.3c, 3.3d present

the root-mean-squared errors over the time domain of 25 time steps. It can

be seen from the figures that the errors of the proposed method do not vary

significantly for this problem where β’s are in the range from 1 to 10. In

particular, these errors are of the same order of magnitude. In addition, a

“mesh” (or discretization) convergence can be observed from figures 3.2b, 3.2d

and 3.3b, 3.3d where the accuracy of the numerical solution does not improve

significantly when the number of points nx increases from 7 to 11.
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Table 3.2: Accuracy comparison of the solution at time t = 0.5 between the
FDM and the IRBFN method (using either MQ or TPS) in Test problem 1.1.
Although the number of collocation points and time steps the IRBFN method
needs (6 and 25) are only half as many as the FDM uses (11 and 50), the
IRBFN method still yields more accurate solution. The L∞-norm of the error
vector for FDM, TPS-IRBFN and MQ-IRBFN are 2.5455e−4, 4.3845e−5 and
1.8211e− 5, respectively.

Numerical solution Absolute Error
X Exact FDM TPS MQ FDM TPS MQ
0.1 0.002222 0.002305 - - 8.271e-05 - -
0.2 0.004227 0.004385 0.004271 0.004245 1.573e-04 4.362e-05 1.821e-05
0.3 0.005818 0.006035 - - 2.165e-04 - -
0.4 0.006840 0.007094 0.006884 0.006852 2.546e-04 4.384e-05 1.176e-05
0.5 0.007192 0.007460 - - 2.677e-04 - -
0.6 0.006840 0.007094 0.006884 0.006852 2.546e-04 4.384e-05 1.176e-05
0.7 0.005818 0.006035 - - 2.165e-04 - -
0.8 0.004227 0.004385 0.004271 0.004245 1.573e-04 4.361e-05 1.821e-05
0.9 0.002222 0.002305 - - 8.271e-05 - -
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Figure 3.1: Solution profile in Test problem 1.1 by the MQ-IRBFN method.
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Figure 3.2: Sensitivity analysis of the MQ-IRBFN method with respect to the
network parameters in Test problem 1.1 for the case where the number of time
steps = 25. Figures (a),(b),(c),(d) show the maximum absolute error over the
entire set of collocation points
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Figure 3.3: Sensitivity analysis of the MQ-IRBFN method with respect to the
network parameters in Test problem 1.1 for the case where the number of time
steps = 25. Figures (a),(b),(c),(d) show the root-mean-squared errors over the
whole time domain.
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Test problem 1.2

Consider the one-dimensional heat equation

∂u

∂t
= κ

∂2u

∂x2
, 0 < x < 1, t > 0,

subject to Dirichlet boundary conditions

u(0, t) = u(1, t) = 0, t ≥ 0,

and initial conditions

u(x, 0) =







µ x, 0 ≤ x ≤ 0.5,

µ (1 − x), 0.5 ≤ x ≤ 1.

The analytical solution to the problem is given by

u(x, t) =
4µ

π2

∞
∑

n=1

1

n2
sin

nπx

2
e−κtn2π2

.

In this test, the problem is solved by both DRBFN and IRBFN methods. The

solution by the DRBFN method is obtained from (Zerroukat et al., 1998) where

the explicit scheme, namely EEX-MQ, was used. The scheme used explicit

exponential formulation with multiquadrics as RBFs and was reported to yield

the most accurate results among others. For the IRBFN method, a semi-discrete

scheme based on Adams predictor-corrector method is used with either MQ or

TPS to solve the problem. Figure 3.4 shows the solution profile of the problem

given by the MQ-IRBFN method. Solutions at time t = 1 by both methods

are shown in Tables 3.3 and 3.4. As can be seen from the tables, with the

same number of collocation points, the IRBFN method using either MQ or

TPS outperforms the DRBFN method using MQ while the number of time

steps it uses (Nts = 10) is only one-tenth of that required by the DRBFN

method (Nts = 100). In addition, the solutions by the IRBFN method near

the boundary points are of high accuracy without any special treatment.
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Table 3.3: Test problem 1.2: Accuracy comparison between the DRBFN method
using explicit exponential scheme with MQ (Zerroukat et al., 1998) and the
IRBFN using semi-discrete scheme with MQ. With the same number of colloca-
tion points, the IRBFN method yields more accurate solution while the number
of time steps it uses (Nts = 10) is one-tenth of that required by the DRBFN
method (Nts = 100). The L∞-norm of the error vector for MQ-DRBFN and
MQ-IRBFN methods are 5.6000e− 4 and 5.2220e− 5, respectively.

Numerical solution Absolute Error
X Exact MQ-DRBFN MQ-IRBFN MQ-DRBFN MQ-IRBFN

0.10 0.00483 0.00458 0.00484 2.5000e-004 1.0235e-005
0.30 0.01265 0.01218 0.01262 4.7000e-004 2.5465e-005
0.50 0.01564 0.01508 0.01560 5.6000e-004 4.2446e-005
0.60 0.01488 0.01434 0.01483 5.4000e-004 5.2220e-005
0.80 0.00919 0.00882 0.00918 3.7000e-004 1.2937e-005

3.4.2 Test problem 2. Two-dimensional diffusion equa-

tion

Consider the 2D diffusion equation

∂u

∂t
= ∇2u+ f(x, y, t),

to be solved in the domain 0 ≤ x ≤ 1, 0 ≤ y ≤ 1. The forcing function is given

by

f(x, y, t) = sin x sin y(2 sin t+ cos t).

The initial and boundary conditions are appropriate to the analytical solution

u = sin x sin y sin t.

In this example, the problem is solved by the BEM (Ingber and Phan-Thien,

1992) and the present IRBFN method. For the BEM, two numerical schemes,

namely M1 and M2, were used where “generalized” forcing functions can be

approximated by radial basis functions. For the IRBFN method, the fully
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Table 3.4: Test problem 1.2: Accuracy comparison between the DRBFN method
using explicit exponential scheme with MQ (Zerroukat et al., 1998) and the
IRBFN using semi-discrete scheme with TPS. Although the number of time
steps it uses (Nts = 10) is one-tenth of that required by the DRBFN method
(Nts = 100), still the IRBFN method yields more accurate solution. The
two methods use the same number of collocation points. The L∞-norm of the
error vector for MQ-DRBFN and TPS-IRBFN are 5.6000e− 4 and 1.6953e− 4,
respectively.

Numerical solution Absolute Error
X Exact MQ-DRBFN TPS-IRBFN MQ-DRBFN TPS-IRBFN

0.10 0.00483 0.00458 0.00489 2.5000e-004 6.0989e-005
0.30 0.01265 0.01218 0.01275 4.7000e-004 1.0490e-004
0.50 0.01564 0.01508 0.01576 5.6000e-004 1.1617e-004
0.60 0.01488 0.01434 0.01505 5.4000e-004 1.6953e-004
0.80 0.00919 0.00882 0.00929 3.7000e-004 1.0127e-004

discrete scheme presented in section 3.3.2 is used with θ = 0.5. For the purpose

of comparing the two methods, the solution to the problem at point (0.8,0.8)

throughout the whole time domain is considered. The solution by the BEM

is obtained by scheme M2 (which was reported to be slightly more accurate

than scheme M1) with a fine mesh of 17 × 17 boundary points and 9 × 9

interior points. As the IRBFN method uses a set of randomly generated points,

the solution at the point of interest can be post-processed by simple function

evaluation based on (3.30). Figure 3.5.a presents the set of randomly generated

collocation points, and Figure 3.5.b shows the solution at point (0.8,0.8) by the

IRBFN method. The results in this example show that the present IRBFN

method yields accurate solution not only at grid points but also at arbitrary

points in the domain. Table 3.5 shows that the IRBFN method using either

MQ or TPS outperforms the BEM in terms of accuracy and efficiency. As can

be seen from the table, the IRBFN method yields more accurate result even

with a coarser discretization (12 boundary points and 13 interior points) than

the BEM does with a much finer mesh (289 boundary points and 81 interior

points). Furthermore, Figure 3.5(b) shows that the IRBFN method maintains

its higher accuracy compared to the BEM throughout the whole time domain.
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Figure 3.4: Numerical solution given by the MQ-IRBFN method for Test prob-
lem 1.2.

In this example, both methods use the same time step size ∆t=0.25.

For the purpose of studying the sensitivity of the MQ-IRBFN method to the

network parameters, four regular point densities (5 × 5), (7 × 7), (9 × 9) and

(11×11) are used together with a set of β’s values ranging from 1 to 10 and two

different numbers of time steps (16 and 32). Figure 3.6 shows that the maximum

absolute errors by the IRBFN method do not change significantly within a range

of β’s values from 1 to 10. Furthermore, it can be seen from the figures that

while “mesh” convergence can be observed at a very coarse point density, the

accuracy of the solution can be further improved by increasing the number of

time steps. In this particular example, as the number of collocation points

increases from Figure 3.6(a) or Figure 3.7(c) to more than 2 times denser in

Figure 3.6(b) or Figure 3.7(d), the maximum errors do not decrease noticeably,

indicating “mesh” convergence. However, as the time step size decreases from

Figure 3.6(a)(b) to half the value in Figure 3.7(c)(d), the errors decrease by an

order of magnitude. It can also be seen from Figures (3.8)-(3.9) that root-mean-

squared errors by the IRBFN method in Test problem 2 do not vary significantly



3.4 Numerical Results 53

Table 3.5: Solution to Test problem 2 at the interior point x = 0.8, y = 0.8.
With a coarser point density (12 boundary points and 13 interior points), the
IRBFN method (based on either MQ or TPS) still yields more accurate result
compared to the BEM (Ingber and Phan-Thien, 1992) using a much finer mesh
(289 boundary points and 81 interior points). Both methods use the same time
step size ∆t=0.25. The L∞-norm of the error vector for BEM, TPS-IRBFN
and MQ-IRBFN are 3.9589e− 3, 1.5474e− 4 and 1.1788e− 4, respectively.

Numerical solution Relative Error
T Exact BEM TPS MQ BEM TPS MQ
0.3 0.127314 0.126800 0.127159 0.127196 4.037e-03 1.215e-03 9.259e-04
0.5 0.246712 0.245300 0.246626 0.246655 5.724e-03 3.497e-04 2.326e-04
0.8 0.350771 0.348500 0.350624 0.350664 6.475e-03 4.187e-04 3.059e-04
1.0 0.433021 0.430000 0.432912 0.432952 6.976e-03 2.512e-04 1.583e-04
1.3 0.488347 0.484800 0.488221 0.488260 7.264e-03 2.584e-04 1.796e-04
1.5 0.513311 0.509400 0.513220 0.513258 7.619e-03 1.776e-04 1.027e-04
1.8 0.506359 0.502400 0.506276 0.506306 7.818e-03 1.639e-04 1.053e-04
2.0 0.467924 0.464100 0.467878 0.467905 8.173e-03 9.778e-05 4.108e-05
2.3 0.400396 0.397000 0.400373 0.400387 8.482e-03 5.801e-05 2.351e-05
2.5 0.307974 0.305200 0.307987 0.307995 9.006e-03 4.404e-05 7.055e-05
2.8 0.196403 0.194400 0.196443 0.196437 1.020e-02 2.049e-04 1.761e-04
3.0 0.072620 0.071500 0.072691 0.072679 1.543e-02 9.775e-04 8.141e-04
3.3 -0.055677 -0.055800 -0.055584 -0.055608 2.206e-03 1.667e-03 1.234e-03
3.5 -0.180513 -0.179700 -0.180401 -0.180430 4.504e-03 6.193e-04 4.609e-04
3.8 -0.294125 -0.292300 -0.294003 -0.294040 6.206e-03 4.152e-04 2.891e-04
4.0 -0.389450 -0.386800 -0.389325 -0.389363 6.805e-03 3.226e-04 2.251e-04

within a range of β’s values from 1 to 10 for the case where the number of time

steps Nts is equal to 16 as shown in Figure 3.8(a)-(g), and in Figure 3.9(h)-(n)

where Nts is equal to 32.
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Figure 3.5: (a) A set of randomly generated points used by the IRBFN method;
(b) Solution at point (0.8,0.8) by the IRBFN method; (c) An accuracy compar-
ison between the IRBFN method and the BEM (Ingber and Phan-Thien, 1992)
in Test problem 2. Using a coarser point density, the IRBFN method maintains
its higher accuracy compared to the BEM throughout the whole time domain.
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Figure 3.6: In Test problem 2, as the point density increases from figure (a) to
more than 2 times denser in figure (b), the maximum errors by the MQ-IRBFN
method do not decrease noticeably, indicating “mesh” convergence. In addition,
the errors by the MQ-IRBFN method do not vary significantly within the range
of β’s values from 1 to 10.
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(c) 49 points,  32 time steps (d) 121 points,  32 time steps
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Figure 3.7: In Test problem 2, as the point density increases from figure (c)
to more than 2 times denser in figure (d), the maximum errors by the MQ-
IRBFN method do not decrease noticeably, indicating “mesh” convergence. The
accuracy of the solution can be, however, improved by an order of magnitude by
decreasing the time step size in Figure (3.6) to half the value in this figure. In
addition, the errors by the MQ-IRBFN method do not vary significantly within
the range of β’s values from 1 to 10.
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Figure 3.8: The root-mean-squared errors by the MQ-IRBFN method in Test
problem 2 do not vary significantly within a range of β’s values from 1 to 10 in
figures (a)-(j) where the number of time steps Nts = 16.
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Figure 3.9: The root-mean-squared errors by the MQ-IRBFN method in Test
problem 2 do not vary significantly within a range of β’s values from 1 to 10
in figures (k)-(t) for Nts = 32. An increase of the number of time steps from
16 (Figure 3.8) to 32 (this figure) results in a noticeable decrease in the root-
mean-squared errors.
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3.4.3 Test problem 3. One-dimensional wave equation

Consider the 1D wave equation

∂2u

∂t2
(x, t) − α2 ∂

2u

∂x2
(x, t) = 0, 0 < x < 1, t > 0,

subject to Dirichlet boundary conditions

u(0, t) = u(1, t) = 0, t > 0,

and initial conditions

u(x, 0) = f(x), 0 ≤ x ≤ 1,

∂u

∂t
(x, 0) = g(x), 0 ≤ x ≤ 1.

With f(x) = sin πx, g(x) = 0, α = 2 the problem has the analytical solution

u(x, t) = sin πx cos 2πt.

The problem is solved by semi-discrete schemes described in section (3.3.3)

using N = 11 collocation points in space. In order to apply the semi-discrete

scheme, the problem is first reformulated as a system of first order ODEs

∂u

∂t
(x, t) = v(x, t),

∂v

∂t
(x, t) = α2 ∂

2u

∂x2
(x, t),

with initial conditions

u(x, 0) = f(x),

v(x, 0) = g(x),
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and subject to the same boundary conditions as in the original problem.

In this test problem, the one-step fourth-order Runge-Kutta (RK) with adaptive

step control and the Adams predictor-corrector (PC) schemes are applied to

solve the problem in the IRBFN framework. The solution profile is shown

in Figure 3.10. Tables 3.6 and 3.7 show the solution and absolute errors by

the two semi-discrete schemes using MQ and TPS, respectively. There is no

significant difference in the solutions by RK and PC schemes using the same

type of RBF (MQ or TPS). The predictor-corrector scheme, however, proved

to be more efficient than Runge-Kutta for non-stiff problems with stringent

tolerances and when the right-hand-side functions are particularly expensive to

evaluate (Quarteroni et al., 2000). As can be seen from the tables, MQ-IRBFN

with β = 2 yields more accurate solution than TPS-IRBFN in this example.

A range of the user-defined parameter β is used together with four point densi-

ties (5,7,9,11) and two different numbers of time steps (25 and 50) to investigate

their influence on the accuracy of the numerical solution. Figures (3.11) and

(3.12) show that the maximum errors and root-mean-squared errors by the

IRBFN method do not change significantly within a range of β’s values from 1

to 3. Also, it can be seen from the figures that while “mesh” convergence can

be observed at a very coarse point density, the accuracy of the solution can be

further improved by increasing the number of time steps.
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Table 3.6: Accuracy comparison in Test problem 3 between the two semi-
discrete schemes, Runge-Kutta (RK) and Predictor-Corrector (PC), based
on MQ-IRBFN. The numerical and analytical solutions are shown at time
t=1.0. The L∞-norm of the error vector for MQ-IRBFN using RK and PC
are 4.8788e− 3 and 4.9064e− 3, respectively.

MQ-IRBFN Absolute Error
X Exact RK PC RK PC

0.10 0.30901699 0.30901605 0.30899770 9.48658E-007 1.92943E-005
0.20 0.58778525 0.58776384 0.58779166 2.14102E-005 6.40824E-006
0.30 0.80901699 0.80902993 0.80902490 1.29361E-005 7.90858E-006
0.40 0.95105652 0.95106126 0.95104420 4.74844E-006 1.23145E-005
0.50 1.00000000 0.99997783 1.00001933 2.21743E-005 1.93331E-005
0.60 0.95105652 0.95106128 0.95104421 4.75879E-006 1.23049E-005
0.70 0.80901699 0.80902993 0.80902490 1.29347E-005 7.90928E-006
0.80 0.58778525 0.58776383 0.58779165 2.14231E-005 6.39342E-006
0.90 0.30901699 0.30901605 0.30899771 9.40765E-007 1.92876E-005

Table 3.7: Accuracy comparison in Test problem 3 between the two semi-
discrete schemes, Runge-Kutta (RK) and Predictor-Corrector (PC), based on
TPS-IRBFN. The numerical and analytical solutions are shown at time t=1.0.
The L∞-norm of the error vector for TPS-IRBFN using RK and PC are
5.2349e− 3 and 5.2791e− 3, respectively.

TPS-IRBFN Absolute Error
X Exact RK PC RK PC

0.10 0.30901699 0.30905179 0.30906749 3.47971E-005 5.04963E-005
0.20 0.58778525 0.58768745 0.58769273 9.78054E-005 9.25245E-005
0.30 0.80901699 0.80906449 0.80903911 4.74931E-005 2.21147E-005
0.40 0.95105652 0.95106175 0.95111521 5.23780E-006 5.86968E-005
0.50 1.00000000 0.99997721 0.99992776 2.27937E-005 7.22411E-005
0.60 0.95105652 0.95106176 0.95111531 5.24051E-006 5.87906E-005
0.70 0.80901699 0.80906450 0.80903899 4.75097E-005 2.19910E-005
0.80 0.58778525 0.58768744 0.58769281 9.78157E-005 9.24443E-005
0.90 0.30901699 0.30905177 0.30906750 3.47800E-005 5.05023E-005
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Figure 3.10: Solution profile of the problem in Test problem 3 by the MQ-
IRBFN method.
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Figure 3.11: Sensitivity analysis of the MQ-IRBFN method for the problem
in Test problem 3. The numerical solution yielded by the proposed method
maintains its high accuracy with the maximum error remaining within an order
of magnitude for the range of β’s values from 1 to 3.
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Figure 3.12: Sensitivity analysis of the MQ-IRBFN method for the problem
in Test problem 3. The numerical solution yielded by the proposed method
maintains its high accuracy with the root-mean-squared error remaining within
an order of magnitude for the range of β’s values from 1 to 3.
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3.4.4 Test problem 4. Two-dimensional wave equation

Consider the 2D wave equation

∂2u

∂t2
(x, t) − α2 ∇2u(x, t) = 0, x ∈ Ω ⊂ R

2, t > 0,

subject to Dirichlet boundary conditions

u(x, t) = 0,x ∈ ∂Ω, t > 0,

and initial conditions

u(x, 0) = f(x), x ∈ Ω,

∂u

∂t
(x, 0) = g(x), x ∈ Ω,

where Ω = {(x, y) | 0 ≤ x ≤ a, 0 ≤ y ≤ b}. With f(x) = cx(a− x)y(b− y) and

g(x) = 0, the problem has the analytical solution

u(x, y, t) =
∞
∑

m=1

∞
∑

n=1

Bmn sin
mπx

a
sin

nπy

b
cos

(

απt

√

m2

a2
+
n2

b2

)

,

where

Bmn =
16a2b2c

π6m3n3
(1 − cosmπ)(1 − cosnπ).

The IRBFN semi-discrete scheme based on fourth-order Runge-Kutta scheme

is used to solve the problem, and the numerical solution at time step = 5 is

shown in Figure 3.13 where α2 = 3, a = 1, b = 1 and c = 1. It is noted that

in order to apply the semi-discrete scheme, the problem is reformulated in to

a system of first order ODEs as in Test problem 3. Comparisons of accuracy

and efficiency between the FEM and the IRBFN method using both MQ and

TPS are also performed in this example. With the FEM, a mesh of 177 nodes

and 312 triangles is generated to solve the problem whereas for the IRBFN
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Table 3.8: Comparison of accuracy and efficiency between the FEM and the
MQ-IRBFN method in Test problem 4 at points (0.8,:) at time t = 0.16. The
FEM uses 177 nodes and 312 triangles while the MQ-IRBFN method uses 121
collocation points. The L∞-norm of the error vector for FEM and MQ-IRBFN
are 7.9915e− 4 and 2.3697e− 4, respectively.

Numerical solution Absolute Error
X Y Exact FEM MQ FEM MQ

0.80 0.10 0.001874 0.002213 0.001720 3.3933e-004 1.5402e-004
0.80 0.20 0.004222 0.004796 0.004229 5.7389e-004 6.9258e-006
0.80 0.30 0.007521 0.007719 0.007583 1.9771e-004 6.2266e-005
0.80 0.40 0.010127 0.010329 0.010149 2.0203e-004 2.2110e-005
0.80 0.50 0.010995 0.011122 0.011021 1.2658e-004 2.5854e-005
0.80 0.60 0.010127 0.010218 0.010149 9.1194e-005 2.2559e-005
0.80 0.70 0.007521 0.007961 0.007580 4.4046e-004 5.9521e-005
0.80 0.80 0.004222 0.004797 0.004231 5.7448e-004 8.3148e-006
0.80 0.90 0.001874 0.002177 0.001728 3.0315e-004 1.4563e-004

method, 121 collocation points are used. The accuracy comparison between

the two methods is shown in Table 3.8 and 3.9 for the case of MQ and TPS,

respectively. As can be seen from the tables, the IRBFN method gives more

accurate result with a smaller number of points. It should be noted that for

the FEM, a numerical interpolation is required to calculate the solution at

some non-nodal points after obtaining the solution on the triangulated mesh.

For the IRBFN method, with its unstructured configuration, particular points

of interest can be inserted into the computational grid at early stages before

solving the PDEs so that interpolation is not needed. This can be done with

the IRBFN method at no additional cost. Alternatively, the solution at any

point x at time tn can be obtained simply by evaluating (3.30) after the solving

process has been completed for time level tn.
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Table 3.9: Comparison of accuracy and efficiency between the FEM and the
TPS-IRBFN method in Test problem 4 at points (0.8,:) at the point of time
t = 0.16. The FEM uses 177 nodes and 312 triangles while the TPS-IRBFN
method uses 121 collocation points. The L∞-norm of the error vector for FEM
and TPS-IRBFN are 7.9915e− 4 and 2.4562e− 4, respectively.

Numerical solution Absolute Error
X Y Exact FEM TPS FEM TPS

0.80 0.10 0.001874 0.002213 0.001702 3.3933e-004 1.7164e-004
0.80 0.20 0.004222 0.004796 0.004245 5.7389e-004 2.2934e-005
0.80 0.30 0.007521 0.007719 0.007588 1.9771e-004 6.6888e-005
0.80 0.40 0.010127 0.010329 0.010176 2.0203e-004 4.8762e-005
0.80 0.50 0.010995 0.011122 0.011045 1.2658e-004 4.9373e-005
0.80 0.60 0.010127 0.010218 0.010169 9.1194e-005 4.1971e-005
0.80 0.70 0.007521 0.007961 0.007548 4.4046e-004 2.7258e-005
0.80 0.80 0.004222 0.004797 0.004247 5.7448e-004 2.5058e-005
0.80 0.90 0.001874 0.002177 0.001769 3.0315e-004 1.0419e-004
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Figure 3.13: Numerical solution by the MQ-IRBFN method at time step 5 for
the problem in Test problem 4.
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3.4.5 Test problem 5. One-dimensional advection-diffusion

equation

Consider the 1D advection-diffusion equation

∂u

∂t
= κ

∂2u

∂x2
+ v

∂u

∂x
, 0 < x < 1, t > 0,

subject to boundary and initial conditions

u(0, t) = a ebt, u(1, t) = a ebt−c, t > 0,

u(x, 0) = a e−cx.

The analytical solution is given by

u(x, t) = aebt−cx, where c =
v ±

√
v2 + 4κb

2κ
> 0.

The IRBFN and DRBFN methods are used to solve the problem in this test.

For comparison purposes, the solution to the problem by DRBFN method is

obtained from (Zerroukat et al., 2000) where the implicit scheme, namely IC-

NTPS, was reported to be the most efficient among the other schemes. The

ICNTPS scheme uses TPS for spatial discretization and θ-scheme with θ = 0.5

for time integration. For the IRBFN method, a semi-discrete scheme based on

the fourth-order Runge-Kutta scheme is used together with either MQ or TPS

to solve this problem. Solutions at time t = 1.0 by direct and indirect methods

are shown in Tables 3.10 and 3.11 where κ = 0.1, b = 0.1, c = 1.61803, a = 1.0,

and v = 0.1. It can be seen from the tables that, with the same number of col-

location points, the semi-discrete scheme using either MQ or TPS outperforms

the ICNTPS scheme while the number of time steps used in the present IRBFN

method is half as many as that required by the DRBFN method.
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Table 3.10: Test problem 5: Comparison of accuracy and efficiency between the
MQ-IRBFN method and the TPS-DRBFN method (Zerroukat et al., 2000) at
t = 1. With the same number of collocation points, the MQ-IRBFN method
outperforms the TPS-DRBFN method while the number of time steps it uses
(Nts=25) is half as many as that required by the TPS-DRBFN method. The
L∞-norm of the error vector for TPS-DRBFN and MQ-IRBFN are 9.8935e− 3
and 5.9243e− 5, respectively.

Numerical solution Absolute Error
X Analytical DRBFN MQ-IRBFN DRBFN MQ-IRBFN

0.2500 0.737486 0.747380 0.737494 9.89e-003 7.76e-006
0.3125 0.666554 0.675000 0.666578 8.45e-003 2.38e-005
0.3750 0.602444 0.608810 0.602454 6.37e-003 9.92e-006
0.5000 0.492129 0.493910 0.492116 1.78e-003 1.22e-005
0.6250 0.402014 0.400190 0.401988 1.82e-003 2.59e-005
0.7500 0.328400 0.324740 0.328358 3.66e-003 4.19e-005
0.8750 0.268266 0.264260 0.268207 4.01e-003 5.92e-005

Table 3.11: Test problem 5: Comparison of accuracy and efficiency between the
TPS-IRBFN method and the TPS-DRBFN method (Zerroukat et al., 2000) at
t = 1. With the same number of collocation points, the TPS-IRBFN method
outperforms the TPS-DRBFN method while the number of time steps it uses
(Nts=25) is half as many as that required by the TPS-DRBFN method. The
L∞-norm of the error vector for TPS-DRBFN and TPS-IRBFN are 9.8935e−3
and 1.2150e− 3, respectively.

Numerical solution Absolute Error
X Analytical DRBFN TPS-IRBFN DRBFN TPS-IRBFN

0.2500 0.737486 0.747380 0.737512 9.89e-003 2.50e-005
0.3125 0.666554 0.675000 0.666701 8.45e-003 1.47e-004
0.3750 0.602444 0.608810 0.602286 6.37e-003 1.58e-004
0.5000 0.492129 0.493910 0.491800 1.78e-003 3.28e-004
0.6250 0.402014 0.400190 0.401410 1.82e-003 6.03e-004
0.7500 0.328400 0.324740 0.327574 3.66e-003 8.26e-004
0.8750 0.268266 0.264260 0.267051 4.01e-003 1.22e-003
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3.5 Concluding Remarks

Two new meshless numerical schemes, namely the fully discrete and semi-

discrete IRBFN-based schemes, have been presented in this chapter. In these

schemes, the IRBFN method is used for the spatial discretization whereas the θ-

method or a class of ODE solver is used as the temporal discretization. With the

new formulation where the unknowns are the values of the function to be solved

rather than the weight coefficients, no additional constraints are needed. Nu-

merical experiments show that the solutions given by the two proposed schemes

are more accurate and efficient than those resulted from some traditional meth-

ods such as FDM, FEM, BEM and DRBFN even in the cases where the number

of grid points and the number of time steps are smaller. In addition, numerical

results show that the new schemes are less sensitive to the network parameters

β for multiquadric basis functions and the first order TPS (m = 1) can be used

regardless of the differential order in the PDEs under consideration.



Chapter 4

Meshless Approach to Passive

Transport Problems

This chapter presents a new meshless numerical approach to solving a special

class of moving interface problems known as the passive transport where an

ambient flow characterized by its velocity field causes the interfaces to move

and deform without any influences back on the flow. In the present approach,

the moving interface is captured by the level set method at all time as the

zero contour of a smooth function known as the level set function whereas

one of the two new meshless schemes, namely the SL-IRBFN based on the

semi-Lagrangian method and the Taylor-IRBFN scheme based on Taylor series

expansion, is used to solve a convective transport equation for advancing the

level set function in time. In addition, a mass correction is introduced after the

reinitialization step to ensure mass conservation. Some basic tests are performed

to verify the accuracy and stability of the new numerical schemes which are then

applied to simulate bubbles moving, stretching and merging in an ambient flow

to demonstrate the performance of the new meshless approach.
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4.1 Introduction

Numerical methods for moving interface problems in general, or passive trans-

port problems in particular, have been increasingly studied in recent years. A

moving interface is the boundary Γ(t) of Ω ⊂ Rd, d = 1, 2, 3, depending on

time t that has an outward unit normal n and a normal velocity (also known

as speed) F at each point. A passive transport problem is defined as to find

Γ(t) at time t > 0 moving in a given externally generated velocity field v such

that F = v ·n. In such a problem, the influence of the moving interfaces on the

velocity field is ignored. When it moves, the interface Γ(t) might be subjected

to topology changes such as shape splitting and/or merging.

There are two basic approaches to modeling the motion of the interfaces: moving-

grid and fixed-grid methods. In the moving-grid methods, the interface is

treated as the boundary of a moving surface-fitted grid (Floryan and Rasmussen,

1989). This approach allows a precise representation of the interface whereas

its main drawback is the severe deformation of the mesh as the interface moves.

The second approach which is based on fixed grids includes tracking and cap-

turing methods. The tracking methods explicitly represent the moving interface

by means of predefined markers (Unverdi and Tryggvason, 1992). In captur-

ing methods, on the other hand, the moving interface is not explicitly tracked,

but rather captured via a characteristic function. Examples of the capturing

methods are phase field method (Jacqmin, 1999), volume-of-fluid method (Hirt

and Nichols, 1981) and level set method (Osher and Sethian, 1988). The char-

acteristic function used to implicitly describe the moving interface is the order

parameter in the phase field method, volume fraction in the volume-of-fluid

method and level set function in the level set method. For these capturing

methods, no grid manipulation (e.g. rezoning/remeshing) is needed to main-

tain the overall accuracy even when the interface undergoes large deformation.

In this research, the level set method is used to capture the moving interfaces.
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The underlying idea of the level set method is to embed the moving interface

Γ(t) as the zero level set of a smooth (at least Lipchitz continuous) function

φ(x, t) known as the level set function (Osher and Sethian, 1988). The moving

interface can be then captured at any time by locating the set of Γ(t) for which

φ(x, t) vanishes. The level set function is advanced with time by a convective

transport equation known as the level set equation. Usually, φ(x, t) is initial-

ized as a signed distance function to the interface (Sethian, 1999; Osher and

Fedkiw, 2003). Due to numerical error, however, this feature is not necessarily

held even after one time step. Reinitialization is therefore needed to make the

level set function signed distance function after certain time steps which could

be achieved by solving a time-dependent PDE to steady state (Sussman et al.,

1994). It has been reported that such a reinitialization procedure could intro-

duce some numerical diffusion which results in an inaccuracy of the interface

location and some loss of mass (Tornberg, 2000). The procedure has been im-

proved in (Chang et al., 1996; Sussman and Fatemi, 1999; Peng et al., 1999). In

this work, an additional mass correction based on a well-known formula for the

first variation of a volume integral (Cuvelier and Schulkes, 1990) is introduced

after the reinitialization step to prevent any significant losses of mass.

The level set method has been applied widely in fluid dynamics (Sussman et al.,

1994; Sussman and Smereka, 1997; Iafrati et al., 2001), to name just a few

applications. Some conservative schemes have been used to solve the level set

equation such as Lax-Friedrichs (Crandall and Lions, 1984), Essentially Non-

Oscillatory ENO (Shu and Osher, 1989), and Godunov’s schemes (Bardi and

Osher, 1991). In this thesis, two new meshless numerical schemes, namely

the SL-IRBFN scheme based on the semi-Lagrangian method and the Taylor-

IRBFN motivated by the well-known Taylor-Galerkin method, are proposed to

deal with the level set equation.

The semi-Lagrangian method can be considered as a hybrid approach between

the Eulerian and the Lagrangian methods (Staniforth and Cote, 1991). An Eu-
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lerian scheme, where the fluid motion is observed from a fixed point, retains

the regularity of the mesh but requires small time steps in order to maintain

stability. A Lagrangian scheme, on the other hand, is less restricted by stability

requirements and allows larger time steps. However, since the fluid particles, ini-

tially regularly spaced, move with time, they usually become irregularly spaced

as the system evolves. The semi-Lagrangian advection scheme combines the

advantages of both schemes - the regularity of the Eulerian scheme and the

enhanced stability of the Lagrangian scheme. The basic idea is to discretize

the Lagrangian derivative of the transport quantity in time instead of the Eu-

lerian derivative. It involves backward time integration along the characteristic

curve to find the departure point of a fluid particle arriving at an Eulerian grid

point. The solution at the departure points is then obtained by interpolation.

Interested readers are referred to (Staniforth and Cote, 1991; Oliveira and Bap-

tista, 1995; Behrens and Iske, 2002) and the references therein for details on

semi-Lagrangian methods.

Another well-known numerical method, namely the Taylor-Galerkin method,

is widely used for solving convective transport equations (Donea, 1984). This

method is based on the Taylor series expansion about a point in time of a func-

tion including higher-order time derivatives. In general, by replacing the tempo-

ral derivatives in the Taylor series expansion with the corresponding spatial ones

via the differential equation to be solved, the accuracy and the stability of the

numerical solution can be improved (Donea and Huerta, 2003). For the Taylor-

Galerkin method, the resultant semi-discrete equation is discretized in space

using the standard Galerkin FEM method. For the Taylor-IRBFN scheme, on

the other hand, the IRBFN method is used for spatial discretization.

The remaining of this chapter is organized as follows. Firstly the level set

method, the meshless semi-Lagrangian SL-IRBFN and the Taylor-IRBFN schemes

are introduced. The new meshless approach to solving passive transport prob-

lems is then presented with a detailed discussion on all “ingredients” mentioned
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above, particularly the SL-IRBFN, Taylor-IRBFN schemes and the additional

mass correction procedure. Finally, the individual schemes and the new ap-

proach are verified with some basic tests and demonstrated with some typical

passive transport problems.

4.2 Level set method

In the level set method, the moving interface Γ(t) which bounds an open region

Ω ⊂ Rd (d = 2, 3) is embedded as the zero level set of a higher dimensional

function φ(x, t) such that

Γ(t) = {x ∈ Rd| φ(x, t) = 0}

Initially, φ is defined as the signed distance function from the front such that

φ(x, t) =



















+d(x, t) x ∈ Ω+

0 x ∈ Γ

−d(x, t) x ∈ Ω−

(4.1)

where d(x, t) represents the Euclidean distance from x to the interface, Ω− and

Ω+ are interior and exterior regions respectively. The interface can be then

captured at any time by locating the set of Γ(t) for which φ vanishes. In other

words, instead of working with the interface, one evolves the level set with the

following transport equation for φ,

φt + v · ∇φ = 0, φ(x, t = 0) = φ0(x), (4.2)

where φ0(x) is a given function. This equation is also known as the kinematic

boundary condition at the moving interface. Whenever needed, the moving

interface can be extracted as the zero level of the level set function φ(x, t). It is

noted that while the level set function φ(x, t) is initialized as a signed distance
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function from the free surface, this is not necessarily true as time proceeds. In

order to keep the numerical solution accurate, one needs to reinitialize φ(x, t) to

be the signed distance function from the evolving front Γ(t) after certain period

in time. This is accomplished by solving the following problem to steady state:

φt = Sǫ(φ̄)(1 − |∇φ|), φ(x, y, t = 0) = φ̄(x, y) (4.3)

where Sǫ denotes the smoothed sign function

Sǫ(φ̄) =
φ̄

√

φ̄2 + ǫ2
(4.4)

in which ǫ can be chosen to be the minimum distance from any data point to

the others.

As mentioned earlier, due to numerical diffusion coming from the approximation

of sign(φ) in solving equation (4.3), the reinitialization procedure presented

above could move the interface location and cause some losses of mass. A mass

correction which is added after the reinitialization step is described in section

§4.5.4.

4.3 SL-IRBFN scheme for convective transport

equations

Consider the transport equation with source term

∂φ

∂t
+ v · ∇φ = f(x, t), (4.5)
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where φ = φ(x, t) is a scalar quantity, and v(x) is a given convection velocity.

The above equation can be written in the following Lagrangian form

dφ

dt
= f(x, t) (4.6)

dx

dt
= v(x, t) (4.7)

The solving procedure for Equations (4.6) and (4.7) using semi-Lagrangian

method is as follows.

• At each time step, track backward particles that arrive at the grid points

over a single time step along characteristic curves (4.7) to their departure

points;

• Compute the solution values at the departure points;

• Solve (4.6) for the current time step using the solution values at the de-

parture points as the initial values;

• Advance to the next time step and repeat the above steps until the pre-

defined time is reached.

Applying the semi-Lagrangian method to problem (4.6) in which the first-order

backward Euler difference scheme is used for the time derivative, one obtains

φn+1 − φn
d

∆t
= fn+1, (4.8)

where φn
d is the value of φ at the departure points xd. φ

n
d is determined by first

solving the following equation

dx

dt
= v(x, t), xn+1 = xa, (4.9)

backward in one single step for the departure points xd at time tn with the

initial condition xn+1 = xa. φ
n
d can be then obtained via interpolation from φn
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at grid points. In the above equation, xa is the position of the arrival points

which are the grid points at time tn+1. Equation (4.9) can be solved by the

explicit midpoint rule (Temperton and Staniforth, 1987) as follows.

x̂ = xa −
∆t

2
v(xa, t

n), (4.10)

xd = xa − ∆tv

(

x̂, tn +
∆t

2

)

. (4.11)

By letting

δ = xa − xd, (4.12)

and substituting (4.10) into (4.11), one obtains

δ = ∆tv

(

xa −
∆t

2
v(xa, t

n), tn +
∆t

2

)

. (4.13)

Once δ is solved, the departure points xd can be found via Equation (4.12). It

is noted that the velocity field at t = tn + ∆t
2

in (4.13) can be determined by

extrapolation using the Adams-Bashforth formula

v(x, tn +
∆t

2
) =

3

2
v(x, tn) − 1

2
v(x, tn − ∆t) + O(∆t2). (4.14)

Alternatively, equation (4.9) can be solved by applying an implicit midpoint

rule as follows.

x̂ = xa −
∆t

2
v

(

x̂, tn +
∆t

2

)

. (4.15)

xd = xa − ∆tv

(

x̂, tn +
∆t

2

)

. (4.16)

In this case, one has to solve the following equation for δ,

δ = ∆tv

(

xa −
δ

2
, tn +

∆t

2

)

. (4.17)
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Although equation (4.17) has to be solved iteratively, it converges after just

a few iterations provided that max |∇v|∆t is sufficiently small (Allievi and

Bermejo, 2000). To enhance the accuracy of the integration, higher-order meth-

ods should be used. In this work, the IRBFN semi-discrete scheme presented

in section (3.3.3) with the fourth-order Runge-Kutta method is used.

In general, the departure points xd do not coincide with the grid points. The

value of φn
d at those points is then obtained by interpolation. The IRBFN

method with Duchon TPS basis functions is used for this purpose. Alternatively,

the cubic spline interpolation can be used. After getting φn
d , the new value

φn+1 at time tn+1 can be obtained by equation (4.8). For convective transport

equation with no source term, the semi-Lagrangian scheme reduces to φn+1 =

φn
d , i.e. the value of function φ remains constant on the characteristics and the

old value is simply copied into its new position on the regular grid.

4.4 Taylor-IRBFN schemes for convective trans-

port equations

Consider the two-dimensional pure convective transport equation

∂φ

∂t
+ u

∂φ

∂x
+ v

∂φ

∂y
= 0, (4.18)

φ(x, y, t = 0) = φ0(x, y), (4.19)

where φ0(x, y) is a given function, and u = u(x, y) and v = v(x, y) are the

component of a given time-independent velocity field in x and y direction, re-

spectively. For the sake of presentation using the same notations as in (Donea,

1984), Equation (4.18) is rewritten as follows.

φt = −uφx − vφy, (4.20)
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where φt, φx, φy are the derivatives of φ in time, x and y direction, respectively.

In the remaining parts of this section, two formulations of the Taylor-IRBFN

scheme, namely TE-IRBFN and TCN-IRBFN are derived to solve the problem

under consideration. The two formulations differ on the way in which the first-

order derivative in time is approximated. The former is based on the Euler

difference formula whereas in the latter the Crank-Nicolson method is used.

4.4.1 The TE-IRBFN Scheme

The TE-IRBFN scheme for solving (4.18) is derived as follows.

Firstly, applying Taylor series expansion of φ forward about t = tn yields

φn+1 = φn + ∆tφn
t +

∆t2

2
φn

tt +
∆t3

6
φn

ttt + O(∆t4), (4.21)

or

φn+1 − φn

∆t
= φn

t +
∆t

2
φn

tt +
∆t2

6
φn

ttt + O(∆t3). (4.22)

Secondly, by differentiating Equation (4.20) successively up to the third order

derivative in time and replacing the first order derivatives in time with the

corresponding spatial derivatives in the right-hand side of the transport equation

to be solved (4.20), one obtains

φtt =
[

(uux + uyv)∂x + u2∂xx + (uvx + vvy)∂y + v2∂yy + 2uv∂xy

]

φ, (4.23)

φttt =
[

(uux + uyv)∂x + u2∂xx + (uvx + vvy)∂y + v2∂yy + 2uv∂xy

]

φt, (4.24)

where ∂x and ∂y denote the spatial differential operators in x and y directions,

respectively. The last first-order time derivative in Equation (4.24) is kept to

avoid high-order spatial derivatives in the resulting formulas.
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By using the new differential operator notation ∂χ defined as

∂χ =
[

(uux + uyv)∂x + u2∂xx + (uvx + vvy)∂y + v2∂yy + 2uv∂xy

]

, (4.25)

one has the simpler forms of Equations (4.23) and (4.24) as follows.

φtt = ∂χφ, (4.26)

φttt = ∂χφt. (4.27)

Next, substituting (4.20), (4.26) and (4.27) into (4.22) yields

φn+1 − φn

∆t
= (−u∂x − v∂y)φ

n +
∆t

2
∂χφ

n +
∆t2

6
∂χφ

n
t + O(∆t3). (4.28)

Finally, by replacing φn
t in the above equation with the Euler difference formula

φn
t =

φn+1 − φn

∆t
, (4.29)

and rearranging the terms, one obtains

(

1 − ∆t2

6
∂χ

)

∆φ =

[

∆t (−u∂x − v∂y) +
∆t2

2
∂χ

]

φn + O(∆t3), (4.30)

where ∆φ = φn+1 − φn. For each time step, Equation (4.30) is solved for ∆φ,

and the solution at t = tn+1 is obtained via φn+1 = φn + ∆φ.

Using the IRBFN method for the spatial discretization of Equation (4.30), the

fully discrete TE-IRBFN formulation for problem (4.18) can be then derived as

follows.

[

1 − ∆t2

6
ψT

∂χ
(xi)

]

∆φ =

[

∆t
(

−uiψ
T
∂x

(xi) − viψ
T
∂y

(xi)
)

+
∆t2

2
ψT

∂χ
(xi)

]

φn, i = 1, 2, . . . ,M,

(4.31)



4.4 Taylor-IRBFN schemes for convective transport equations 82

where ψ∂χ
, ψ∂x

and ψ∂y
are the IRBFN approximations to the differential

operator ∂χ, ∂x and ∂y, respectively; ui and vi are the components of the velocity

field v at position xi in x and y directions, respectively.

4.4.2 The TCN-IRBFN Scheme

The TCN-IRBFN scheme for solving (4.18) is derived as follows.

Firstly, applying Taylor series expansions of function φ forward about t = tn

and backward about t = tn+1 yields

φn+1 = φn + ∆tφn
t +

∆t2

2
φn

tt +
∆t3

6
φn

ttt + O(∆t4), (4.32)

φn = φn+1 − ∆tφn+1
t +

∆t2

2
φn+1

tt − ∆t3

6
φn+1

ttt + O(∆t4) (4.33)

Subtracting (4.33) from (4.32) and rearranging terms result in

φn+1 − φn

∆t
=

(φn
t + φn+1

t )

2
+

∆t

4
(φn

tt−φn+1
tt )+

∆t2

12
(φn

ttt+φ
n+1
ttt )+O(∆t3). (4.34)

Next, substituting (4.20),(4.23),(4.24) into (4.34) and rearranging terms, one

obtains

φn+1 − φn

∆t
= −1

2
(u∂x + v∂y)

(

φn + φn+1
)

+
∆t

4
∂χ
(

φn − φn+1
)

+
∆t2

12
∂χ
(

φn
t + φn+1

t

)

+ O(∆t3), (4.35)

where the differential operator notation ∂χ is defined in (4.25).

Finally, by applying the Crank-Nicolson time-stepping (Donea, 1984)

1

2

(

φn
t + φn+1

t

)

=
φn+1 − φn

∆t
, (4.36)
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one has the semi-discrete form of (4.20) as follows.

[

1 +
∆t

2
(u∂x + v∂y) +

∆t2

12
∂χ

]

∆φ = −∆t(u∂x + v∂y)φ
n, (4.37)

where ∆φ = φn+1 − φn. For each time step, Equation (4.37) is solved for ∆φ,

and the solution at t = tn+1 is obtained via φn+1 = φn + ∆φ.

Using the IRBFN method for the spatial discretization of Equation (4.37), the

fully discrete TCN-IRBFN formulation for problem (4.18) can be then derived

as follows.

{

1 +
∆t

2

[

uiψ
T
∂x

(xi) + viψ
T
∂y

(xi)
]

+
∆t2

12
ψT

∂χ
(xi)

}

∆φ =

− ∆t
[

uiψ
T
∂x

(xi) + viψ
T
∂y

(xi)
]

φn, i = 1, . . . ,M, (4.38)

where ψ∂χ
, ψ∂x

and ψ∂y
are the IRBFN approximations to the differential

operator ∂χ, ∂x and ∂y, respectively; ui and vi are the components of the velocity

field v at position xi in x and y directions, respectively.

4.5 A new IRBFN-based approach to passive

transport problems

The new meshless numerical approach to capturing moving interfaces in pas-

sive transport problems is built by bringing all ingredients previously presented

together and consists of the following steps.

Step 1: Initialize the level set function φ(x) to be the signed distance to the

interface as described by equation (4.1);

Step 2: Advance the level set function by solving the convective transport equa-

tion (4.2) for one time step using either SL-IRBFN or Taylor-IRBFN schemes
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presented in section (4.3) and (4.4), respectively;

Step 3: Re-initialize the level set function that has just been calculated from

the previous step to a signed distance function.

Step 4: The interface as the zero contour of the level set function has now been

advanced one time step. Go back to step 2 for further evolution of the moving

interface until the predefined time is reached.

4.5.1 Initialization

At time t = 0, the signed distance function in (4.1) is defined as the distance

from the given collocation point x to the initial interface curve and the sign is

chosen to be positive if the point is inside the curve, and negative if outside,

d(xi, yi, 0) = ±min‖x− xi‖,xi ∈ Γ0, (4.39)

where Γ0 = Γ(0) is the initial interface whose discrete representation is xi.

4.5.2 Advancing the level set function

The procedure for advancing the level set function with time by the SL-IRBFN

scheme presented in section (4.3) consists of the following steps

Given v0, for any x ∈ Ω and n = 0, 1, . . . , N

1. Compute the departure points xd at t = tn corresponding to the grid

point x = xa at t = tn+1 in (4.6,4.7) using the semi-discrete IRBFN-

based scheme with Runge-Kutta method as described in section (3.3.3);

2. Calculate φn
d at the departure points xd by interpolating the known values

of φ(x, tn) at the grid points using the IRBFN method;
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3. Advance φ(x, t) one time step by assigning φn+1 = φn
d

4.5.3 Calculation of φ at departure points

As mentioned earlier, since the departure points xd do not coincide with the

grid points, the values of φn
d at those points are obtained by interpolation. The

IRBFN formulation (3.30) is used for this purpose as follows.

φ(x, t) = gT (x)G−1φφφ(t) (4.40)

where φφφ(t) is the values of φ(x, t) at all data points x at time t. The values of

φn
d at the departure points xd are obtained by IRBFN interpolation as follows.

φ(x = xd, t = tn) = gT (x = xd)G−1φφφ(t = tn). (4.41)

It is noted that G−1 is calculated once, and thus only matrix-vector operations

are performed at each time step for interpolation.

4.5.4 Re-initialization and mass correction

The reinitialization step is done by solving Equation (4.3) to steady-state us-

ing the semi-implicit IRBFN-based scheme with the fourth-order Runge-Kutta

presented in 3.3.3. The mass correction is then performed to prevent any losses

of mass as follows. Suppose that after advancing the level set function at

time step t = tn+1, one gets the moving interface Γ that bounds the domain

Ω2 = x ∈ Ω : φ < 0. To correct the area of Ω2, one changes the zero level set to

certain neighboring isoline based on the fact that it has almost the same shape

since φ is a distance function. This can be done by simply moving the level set

function upward or downward by an amount of cφ, where |cφ| is the distance
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between old and new zero-level sets

φnew = φ− cφ, (4.42)

where φnew is the new (raised or lowered) level set function, Ωnew
2 = {x ∈ Ω :

φnew < 0}. The well-known formula for the first variation of a volume integral

(Cuvelier and Schulkes, 1990) is then used to calculate cφ as follows.

Sexact − S(Ω) =

∫

Ωnew
2

dΩ −
∫

Ω2

dΩ =

∫

Γ

(cφn) · ndΓ + O(c2φ), (4.43)

or

Sexact − S(Ω2) = cφ

∫

Γ

dΓ + O(c2φ), (4.44)

where Sexact is the given exact area of the region, and S(Ω2) is the area of Ω2.

It follows that

cφ =
Sexact − SΩ2

L(Γ)
, (4.45)

in which L(Γ) is the length of the interface Γ. It is noted from Equation (4.45)

that if Sexact > S(Ω2) then cφ > 0, and the level set function φ is to be lowered,

meaning that the domain Ω2 expands. Otherwise, the domain shrinks. In

both cases, the level set function is corrected accordingly. In this way, the

reinitialization procedure prevents an accumulation of numerical errors in a

long run as shown in the numerical results.

4.6 Numerical results

Some numerical tests are performed in this section to verify the individual nu-

merical schemes as well as the new meshless approach presented in the previous

sections. The first test is for checking the capability of the SL-IRBFN and
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Taylor-IRBFN schemes in dealing with shock wave propagation. The next two

problems provide basic tests on the accuracy and efficiency for the new mesh-

less approach to capturing moving interfaces of a solid circle that translates

and rotates in a cavity. The present approach is then demonstrated with the

simulation of more complicated passive transport problems in which bubbles

are moving, stretching and merging together in a divergence-free shear flow.

4.6.1 Test 1 - Convective transport problems

Test problem 1.1

Consider the propagation of a cosine profile governed by the following convective

transport equation

∂u

∂t
+ c

∂u

∂x
= 0, x ∈ Ω (4.46)

with the following initial condition

u(x, 0) =







1
2
(1 + cos(π(x− x0)/σ)) |x− x0| ≤ σ

0 otherwise
(4.47)

where c = 1 is the propagation speed.

The steep profile of the solution is well captured by the SL-IRBFN scheme

as shown in Figure 4.1. In fact, with N = 61 regularly located points and

CFL = 0.5, the numerical solutions are accurate up to 3 digits after the decimal

point in the steep region whereas the absolute errors by the scheme can be of

order 10−5 in the flat regions. In addition, it can be seen in Figure 4.1 that

there are no severe errors found right before and after the shock as observed in

Lax-Wendroff and second-order Taylor-Galerkin schemes (Donea and Huerta,

2003).
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A comparison on accuracy and stability of the TCN-IRBFN scheme using MQ

and TPS basis functions is shown in Figure 4.2. As can be seen from the figure,

the MQ-based scheme is more accurate and stable than its counterpart TPS-

based scheme. For this test, the β parameter of MQ-RBF is set to 1.0. Figure

4.3 shows a comparison on accuracy and stability of the TE-IRBFN schemes

using MQ and TPS basis functions. It is observed from this test that TE-IRBFN

scheme using MQ-RBF again yields better solution in terms of both accuracy

and stability than its TPS-based counterpart.
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Figure 4.1: Numerical solution (top) and its norm error (bottom) by the SL-
IRBFN scheme for Test 1.1.
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Figure 4.2: Comparison between the two variants of the TCN-IRBFN scheme
(using MQ and TPS basis functions) in Test 1.1: (Top) Absolute error at the
last time step; (Bottom) L∞-norm error with respect to time.
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Figure 4.3: Comparison between the two variants of the TE-IRBFN scheme
(using MQ and TPS basis functions) in Test 1.1: Absolute error at the last
time step (top); L∞-norm error with respect to time (bottom).
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Test problem 1.2

Consider a convective transport equation

∂u

∂t
− (sin x)

∂u

∂x
= 0, x ∈ Ω, t ∈ (0,

π

2
], (4.48)

subject to the initial condition

u(x, 0) = sin x (4.49)

The analytical solution to the problem is

u(x, t) = sin
(

2 tan−1
(

expt tan
x

2

))

, (4.50)

which develops sharp layers near the end points x = 0 and x = 2π. The

problem is solved up to time t = π/2 by the Taylor-IRBFN scheme using

regularly located points with point density as large as 1/10. Figure 4.4 shows

the analytical and numerical solution to the convective transport equation in

Test 1.2 by the TCN-IRBFN scheme. As can be seen from the figure, sharp

layers near the end points are well resolved by the present scheme even with

rather large time steps (∆t = 0.1 or CFL=1). In this case, the time-step size

depends on the accuracy requirement, not on stability.

For the purpose of investigating the effect of CFL numbers on the accuracy

and stability of the new numerical schemes, the test problem is solved by the

SL-IRBFN and TE-IRBFN schemes using a set of different CFL numbers. The

root mean square errors corresponding to the CFL numbers are calculated as

follows.

RMSE =

√

∑nt
i=1(un − ue)2

nt
, (4.51)

where un and ue are the numerical and exact solutions, respectively; nt is the
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total number of time steps. As can be seen in Figure 4.5, for various CFL

number widely ranging from 0.5 to 4, the root mean square errors are bounded

to O(10−3) for the SL-IRBFN scheme, and O(10−4) for the TE-IRBFN scheme.

This verifies the accuracy and stability of the two new numerical schemes. It

is observed from the test that on the one hand, the TE-IRBFN scheme is not

sensitive to CFL number, meaning that the scheme works fine with high CFL

number. On the other hand, it is also noted that unlike the SL-IRBFN scheme

where the value of unknown at each time step can be found explicitly, the

Taylor-IRBFN scheme requires a solution of a system of equations at each time

step.
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Figure 4.4: Numerical solution to Test 1.2 by the TCN-IRBFN scheme. The
analytical (solid line) and numerical solution (“o” symbol) are plotted at t = π/2
with CFL=1 and dx = 1/10.
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Figure 4.5: Numerical investigation on the accuracy and stability of the present
numerical schemes for Test 1.2: Root mean square errors corresponding to var-
ious values of the CFL number within a rather wide range (0.5-4) are bounded
to O(10−3) for the SL-IRBFN scheme (top), and O(10−4) for the TE-IRBFN
scheme (bottom).
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4.6.2 Test 2 - Solid body translation

In this test problem, a circle of radius 0.5, initially centered at (-0.75,0), trans-

lates to the right due to an external velocity field v = (u, v) = (1, 0). The

objective of the test is to check the accuracy and stability of the new meshless

approach in capturing the moving interface. The circle is translated until time

t = 1.0, and the percentage change in the area is calculated for the verification

purpose.

The problem is solved by the present meshless approach with the point density

dx = 1/15 and time-step size dt = 0.0667. The level set function is advanced

in time by the Taylor-IRBFN scheme.

Figure 4.6 shows zero contours of the level set function at different points in time

by the TCN-IRBFN scheme. At each time step of interest, the zero contour of

the level set function which is the moving interface is extracted using standard

contouring algorithm, and the corresponding area of the circle at those time

steps are calculated and compared to the exact area of the original circle. As

can be seen from the figure, the circle is well captured by the present approach

at different points in time.

Figure 4.7 shows the percentage change in area at different points in time of

interest. It can be seen from the figure that the present approach with the TCN-

IRBFN scheme is not only able to accurately capture the moving interface but

also stable with the error bounded within O(10−5) over the computational time

domain. The percentage changes in area at different points in time in this test

show that with a coarser point density (dx = 1/15) and a larger time step

(dt = 0.0667), the present meshless approach (using either TE-IRBFN or TCN-

IRBFN scheme for solving the level set function) gives more accurate solutions

(%error ∼ O(10−5) −O(10−3)) than those resulted from the mesh-based level

set scheme (%error ∼ O(10−2)) with denser discretization in space (dx = 1/80)

and time (CFL = 0.9) (Sethian, 1999). Figure 4.7 also shows that the TCN-
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IRBFN scheme yields better result than the TE-IRBFN scheme for this test

problem.

It is noted that for such a simple velocity field in this test, the reinitalization

step is not needed. In fact, only a mass correction presented in Section § 4.5.4 is

performed at each time step in this test. Without the reinitialization step, the

present approach is still highly accurate and stable. This verifies the efficiency

of the new meshless approach for this basic test problem.
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Figure 4.6: Zero contours of the level set function at different points in time by
TCN-IRBFN scheme in Test 2. Although using a rather coarse point density
(dx = dy = 1/15) and large time-step size (dt = 0.0667), the present approach
is still able to exactly reconstruct the moving circle at the points in time of
interest.
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Figure 4.7: Percentage errors in area at different points in time in Test 2.
With a coarser point density (dx = 1/15) and a larger time step (CFL =
1.0), the present meshless approach (using either using TE-IRBFN or TCN-
IRBFN scheme for solving the level set function) gives more accurate solutions
(%error ∼ O(10−5) −O(10−3)) than those resulted from the mesh-based level
set scheme (%error ∼ O(10−2)) with denser grid points (81 × 81) and time
(CFL = 0.9) (Sethian, 1999). The numerical result also shows that the TCN-
IRBFN scheme is more accurate and stable than the TE-IRBFN scheme for this
test problem.
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4.6.3 Test 3 - Rotation of a solid body

Consider the rotation of a circle of radius r = 0.5 initially centered at (−0.75, 0)

in a vortex flow with velocity field (u, v) = (−y, x). It is noted that with such

a velocity field, the circle rotates around the coordinate’s origin (0, 0) without

any deformations. In other words, the circle is considered to be a solid body.

An half cycle of rotation is performed by the present meshless approach, and

the percentage change in area of the circle during its motion is calculated.

The problem is solved by the present meshless approach with point density

dx = dy = 1/12 and time-step size dt = π/100 = 0.0314. The level set function

is advanced in time by the SL-IRBFN scheme (described in Section §4.3) in

which the IRBFN semi-discrete scheme (Mai-Cao and Tran-Cong, 2005) with

the fourth-order Runge-Kutta is used to track particles that arrive at the grid

points backward to their departure points over a single time step. The function

values at those departure points are then obtained by interpolation with TPS-

IRBFN formulation.

Figure 4.8 shows the zero contours of the level set function at different points in

time. Although using a rather coarse point density and normal time-step size,

the present approach still exactly reconstructs the moving circle at the points

in time of interest. Figure 4.9 presents the percentage errors in area at different

points in time. With a very coarse point density (dx = 1/12) and a large time-

step size (dt = 0.0314), the present meshless approach, using the SL-IRBFN

scheme for solving the level set function, gives the solution after an half cycle

of rotation with the change/error in area of 0.006970%. In (Sethian, 1999), the

same test problem was performed with different grid sizes and the percentage

error in area was reported to be 0.09758% with the grid size of 161 × 161. No

conclusion on which (meshless or mesh-based scheme) is better is made for this

particular test problem since there is no information about the time-step size

used in (Sethian, 1999).
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It is noted that the numerical solution for this test is obtained without the

reinitialization step. In fact, only a mass correction step is performed at each

time step. The numerical result shows that the present approach is accurate and

stable with the error bounded within O(10−4) −O(10−3). It can be concluded

that for such a simple velocity field like the one in this test or in Test 2, the

reinitialization step is not required provided that a mass correction is performed

at each time step. Since no PDEs are solved in the mass correction procedure,

saving of computational time is achieved.
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Figure 4.8: Zero contours of the level set function at different points in time
in Test 3. Although using a rather coarse point density (dx = dy = 1/12) and
normal time step (dt = 0.0314), the present approach still exactly reconstructs
the moving circle at the points in time of interest.
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Figure 4.9: Percentage errors in area at different points in time in Test 3. With
a rather coarse point density (dx = dy = 1/12) and normal time-step size
(dt = 0.0314), the present meshless approach using the SL-IRBFN scheme for
advancing the level set function) is quite accurate and stable.
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4.6.4 Test 4 - Passive transport of a bubble in a shear

flow

In this problem (this example and the following one represent more serious

application of the present approach), a bubble with the radius of 0.15, initially

centered at (0.5, 0.7) moves and deforms in a shear flow with the divergence-free

velocity field v = (u, v) defined as follows.

u = − sin πx cos πy, 0 ≤ x, y ≤ 1, t ≥ 0, (4.52)

v = cosπx sin πy, 0 ≤ x, y ≤ 1, t ≥ 0. (4.53)

The problem is solved by the present meshless approach with the point density

dx = dy = 1/50 and time-step size dt = 0.01. The time-step size dt is chosen so

as to satisfy the Courant-Friedreichs-Levy condition (Osher and Fedkiw, 2003).

∆t×max

{ |u|
dx

+
|v|
dy

}

= CFL, (4.54)

where the CFL number is chosen to be unity.

In this problem, the level set function is advanced in time by the SL-IRBFN

scheme in which the values of the level set function at departure points are

obtained via interpolation by the TPS-IRBFN formulation. At the end of each

time step, the reinitialization procedure is done by solving equation (4.3) to

steady-state using the semi-implicit IRBFN-based scheme with the fourth-order

Runge-Kutta (Mai-Cao and Tran-Cong, 2005). For the purpose of investigating

the effect of the mass correction on the accuracy and stability of the present

approach, the reinitialization procedure is done with and without mass correc-

tion. The area of the bubble in motion is calculated at each time step and

compared to the original area (πR2). The error in area of the bubble in motion

throughout the simulation time is then used to check the stability of the present

approach.
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Figures 4.10-4.13 show the zero contours (left) and level set function (right) at

different points in time.

Figure 4.14 shows a comparison on the percentage error in area of the bubble

resulted from the present approach with and without mass correction for this

problem. As can be seen from the figure, the accuracy of the numerical solution

is improved significantly with mass correction. In addition, the percentage error

of the bubble is bounded within O(10−5)-O(10−4) indicating the good stability

of the present approach with mass correction.
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Figure 4.10: The zero contour and the level set function at t = 0 (top) and
t = 0.60 (bottom) in Test 4.
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Figure 4.11: The zero contour and the level set function at t = 1.40 (top) and
t = 1.90 (bottom) in Test 4.
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Figure 4.12: The zero contour and the level set function at t = 2.40 (top) and
t = 2.90 (bottom) in Test 4.
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Figure 4.13: The zero contour and the level set function at t = 3.40 (top) and
t = 4.00 (bottom) in Test 4.
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Figure 4.14: Comparison on the percentage error in area of the bubble resulted
from the present approach with and without mass correction in Test 4. The ac-
curacy of the numerical solution is improved significantly with mass correction.
The error bounded within O(10−5)-O(10−4) indicates that the present approach
with mass correction is stable for this test problem.
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4.6.5 Test 5 - Passive transport of four bubbles in a shear

flow

The purpose of this example is to demonstrate the ability of the new meshless

approach in dealing with the topology changes of interfaces in passive transport

problems. Four bubbles, each having a radius of R = 1/6, are initially centered

as shown in the top of Figure 4.15. The bubbles move in a domain of (−1, 1)×
(−1, 1) where there exists a shear flow with the velocity field defined as follows.

u = −y
max

{

1 − (1 − x2 − y2)
4
, 0
}

8 (x2 + y2)
(4.55)

v = x
max

{

1 − (1 − x2 − y2)
4
, 0
}

8 (x2 + y2)
(4.56)

The problem is solved by the present meshless approach using SL-IRBFN scheme

with the point density dx = dy = 1/60 and time-step size dt = 0.0678. The

time-step size dt is so chosen to satisfy the Courant-Friedreichs-Levy condition

as in the previous test problem. For the purpose of investigating the effect of

the mass correction on the accuracy and stability of the present approach, the

reinitialization procedure is done with and without mass correction. The total

area of the bubbles in motion are calculated at each time step and compared

to the original value (a0 = 4πR2).

Figures 4.15-4.17 show the zero contours (left) and level set function (right) at

different points in time. Figure 4.18 shows a comparison on the percentage error

in area of the bubble resulted from the present approach with and without mass

correction for this test problem. As can be seen from the figure, the accuracy

of the numerical solution is improved significantly with mass correction. In

addition, the percentage error of the bubble is bounded within O(10−5)-O(10−3)

indicating the good stability of the present approach with mass correction.
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Figure 4.15: Zero contours and the level set function at t=0 (top) and t=1.357
(bottom) in Test 5.
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Figure 4.16: Zero contours and the level set function at t=3.392 (top) and
t=6.105 (bottom) in Test 5.
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Figure 4.17: Zero contours and the level set function at t=8.141 (top) and
t=10.176 (bottom) in Test 5.
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Figure 4.18: Comparison on the percentage error in area of the bubbles resulted
from the present approach with and without mass correction in Test 5. The ac-
curacy of the numerical solution is improved significantly for the latter case. The
error in total area of the bubbles in motion bounded within O(10−5)-O(10−3)
indicates the good stability of the present approach with mass correction for
this test problem.
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4.7 Concluding Remarks

A new meshless approach to capturing moving interfaces in passive transport

problems has been presented in this chapter where the motion and deformation

of the moving interfaces are well captured by a unique procedure even with the

presence of topology changes. The present approach brings the highly accurate

IRBFN method for spatial discretization, the high-order time stepping methods

based on semi-Lagrangian or Taylor series expansions and the level set method

together for dealing with the moving interfaces in an accurate and efficient

manner. In this work, a mass correction procedure is introduced at each time

step to improve the accuracy of the interface reconstruction. The procedure can

be used with or without reinitialization step. Numerical experiments, including

some basic tests for the new numerical schemes and the simulation of one or

more bubbles moving, stretching and merging in an ambient shear flow, show

the good capability of the new approach for passive transport problems.



Chapter 5

Meshless Schemes for Unsteady

Navier-Stokes Equations

This chapter reports the derivation and implementation of the two new mesh-

less numerical schemes, namely IPC-IRBFN and IPCPP-IRBFN, for solving

unsteady Navier-Stokes equations in which the two primary unknowns, velocity

field and pressure, are coupled together via the momentum equation and the

incompressibility constraint. In the proposed schemes, the projection method

is used in the meshless framework of the IRBFN method to successively solve

subproblems for the velocity field and pressure in a segregated manner. Nu-

merical experiments on the new schemes in terms of accuracy and stability are

performed for verification and demonstration purposes.

5.1 Introduction

Navier-Stokes equations are well known as the ones that govern incompressible

viscous flows. There is a major difficulty for the numerical solution of these

equations due to the imposition of the incompressibility constraint (Marion
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and Temam, 1998). Particularly, the fact that the pressure does not appear in

the continuity equation results in the saddle-point problem which is difficult for

the numerical solution of the Navier-Stokes equations (Temam, 2001). Various

numerical schemes based on the projection method have been developed to

overcome this difficulty.

The underlying idea of the projection method is to treat the velocity and pres-

sure in a segregated manner by solving at each time step a sequence of decoupled

equations for each of these two quantities. In particular, the projection method

consists of a predictor-corrector procedure between the velocity and pressure

fields as follows. In the first substep, the momentum equation is solved us-

ing an initial approximation of the pressure to obtain an intermediate velocity

field. This velocity in general does not satisfy the divergence-free constraint and

must therefore be corrected. In the second substep, a pressure correction is ob-

tained by solving a Poisson equation resulted from taking the divergence of the

momentum equation and enforcing the incompressibility constraint. The new

velocity field is then updated using the intermediate velocity and the pressure

correction.

The projection method was first proposed in (Chorin, 1968) where the pressure

is ignored in the first substep, and the pressure correction resulted from solving

the Poisson equation is the new pressure itself. In this method, the gradient of

pressure normal to the boundaries are forced to be zero on boundaries at all

time. Such an inconsistent/artificial Neumann boundary condition gives rise to

a numerical boundary layer that restricts the accuracy of the method to first

order in time (Rannacher, 1992). Several improvements have been made in

the past twenty years using one of the following approaches: (a) improving in-

termediate velocity boundary conditions (Kim and Moin, 1985); (b) improving

accuracy order in time via pressure correction procedure (Goda, 1979; Van Kan,

1986; Bell et al., 1989; Gresho, 1990); (c) improving pressure boundary condi-

tions (Orszag et al., 1986; Karniadakis et al., 1991).
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By using old values of the pressure gradient in the first substep rather than

completely ignoring them as in (Chorin, 1968), Goda (1979) reported numer-

ical solutions with improved accuracy. This idea was then implemented by

Van Kan (1986) using the semi-implicit Crank-Nicolson method as the tempo-

ral discretization and the finite difference method as the discretization in space.

The accuracy of the numerical solutions obtained by such a method (known

as the incremental pressure correction method) was reported to be of order

two. Kim and Moin (1985) derived an appropriate boundary condition for the

intermediate velocity in the first substep and obtained second-order accurate

solutions in both space and time. In their work, the Crank-Nicolson method

was used for the viscous part and an Adams-Bashforth method was used for the

convective term as well as the forcing term. Timmermans et al. (1996) proposed

a consistent Neumann boundary condition for the Poisson equation by taking

into account the divergence of the intermediate velocity in the correction of the

pressure term. This method is classified as the incremental pressure correction

method in rotational form. Following an approach to improving the Neumann

boundary conditions for pressure in the Poisson equation, Karniadakis et al.

(1991) proposed the well-known class of stiffly stable schemes in which im-

proved pressure boundary conditions of high order in time were introduced that

minimize the effect of erroneous numerical boundary layer induced by the clas-

sical fractional-step/projection methods. The schemes exhibit higher accuracy

in time with broader stability regions than the Adams-based schemes.

The remaining parts of this chapter are organized as follows. Section §5.2

presents the Navier-Stokes equations in velocity-pressure formulation. Two

novel numerical schemes based on the projection method implemented within

the meshless framework of the IRBFN method are then reported in Section

§5.3. Numerical experiments on the proposed schemes for some test problems

are carried out and analyzed in Section §5.4 for the purpose of verifying the

new schemes in terms of accuracy and stability. This chapter ends with some

concluding remarks in Section §5.5.
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5.2 Mathematical Formulation

Consider a domain Ω ⊂ R
2 with boundary ∂Ω. The Navier-Stokes equations

that govern incompressible viscous flows are comprised of the momentum and

continuity equations as presented in Chapter 2 and written in dimensionless

form as follows.

∂v

∂t
+ (v · ∇)v = −∇p + ν∇2v + f , in Ω, (5.1)

∇ · v = 0 in Ω̄, (5.2)

where Ω̄ = Ω∪∂Ω, v(x, t) = (u, v)T is the velocity field, p(x, t) is the kinematic

pressure, f(x, t) is the body force vector, and ν is the kinematic viscosity. The

velocity field is subject to boundary and initial conditions as follows.

v(x, t) = g(x, t) on ∂Ω, (5.3)

v(x, 0) = v0 at t = 0, (5.4)

where v0(x) and g(x, t) are given functions satisfying the following constraints

for the Navier-Stokes equations to be well posed.

∇ · v0 = 0 in Ω̄, (5.5)

n · v0 = n · g(x, 0) on ∂Ω. (5.6)

Since neither initial nor boundary conditions are prescribed for the pressure

in the Navier-Stokes equations , p is determined up to an additive constant

corresponding to the level of hydrostatic pressure. In addition, global mass

conservation must be imposed through the boundary conditions, leading to the

constraint (Marion and Temam, 1998)

∫

∂Ω

n · gdΓ = 0. (5.7)
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5.3 Numerical Schemes

In this section, two new meshless projection schemes, namely IPC-IRBFN and

IPCPP-IRBFN, are presented for solving the unsteady Navier-Stokes equations.

The two schemes are of incremental pressure correction methods implemented

in the meshless framework of the IRBFN method and coupled with the high-

order multistep time integration BDF and AB methods (Section §2.2.2). Four

different types of the projection methods are implemented in the two schemes,

namely: (a) Standard IPC-IRBFN, a meshless incremental pressure correc-

tion scheme in the standard form inspired by (Van Kan, 1986); (b) Rotational

IPC-IRBFN, a meshless incremental pressure correction scheme in the rota-

tional form based on Timmermans et al. (1996); (c) Standard IPCPP-IRBFN,

a meshless incremental pressure correction scheme in the standard form with

pressure prediction suggested by Timmermans et al. (1996); and (d) Rotational

IPCPP-IRBFN, a meshless incremental pressure correction scheme in the rota-

tional form with pressure prediction suggested by Timmermans et al. (1996). It

is noted that these numerical schemes are applicable to unsteady Stokes equa-

tions where the nonlinear convective term is not taken into account.

5.3.1 The IPC-IRBFN schemes

The derivation of the IPC-IRBFN schemes starts with considering the original

projection method proposed by Chorin (1968) in which Equation (5.1) is first

solved for the intermediate velocity field by using the backward Euler time

stepping with the linearized convective term and without the pressure gradient

1

∆t

(

ṽn+1 − vn
)

+ [(v · ∇)v]n = ν∇2ṽn+1 + fn+1 in Ω, (5.8)

ṽn+1 = gn+1 on ∂Ω. (5.9)
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The new time-level (end-of-step) velocity vn+1 and pressure pn+1 are then ob-

tained by solving

1

∆t

(

vn+1 − ṽn+1
)

+ ∇pn+1 = 0 in Ω, (5.10)

∇ · vn+1 = 0 in Ω, (5.11)

vn+1 · n = gn+1 · n on ∂Ω. (5.12)

Rather than simultaneously solving for the velocity and pressure, a Poisson

pressure equation (PPE) is formulated from the above equations to solve for

the new pressure separately. This is done by taking the divergence of Equation

(5.10) and using the incompressibility constraint described in Equation (5.11)

∇2pn+1 =
1

∆t
∇ · ṽn+1 in Ω, (5.13)

The boundary condition for the PPE is obtained by taking the normal com-

ponent of Equation (5.10) and taking into account the boundary conditions

described in Equations (5.9,5.12)

∂pn+1

∂n
= 0 on ∂Ω. (5.14)

The end-of-step velocity field can be then updated using Equation (5.10)

vn+1 = ṽn+1 − 1

∆t
∇pn+1. (5.15)

In the incremental pressure correction methods, e.g. the one proposed by

Van Kan (1986), the pressure gradient from the previous step is taken into

account rather than ignored as in the original projection method. More specif-

ically, the intermediate velocity field in this case can be found by solving the

following equations

1

∆t

(

ṽn+1 − vn
)

+ [(v · ∇)v]n = −∇pn + ν∇2ṽn+1 + fn+1 in Ω, (5.16)



5.3 Numerical Schemes 122

ṽn+1 = gn+1 on ∂Ω. (5.17)

The end-of-step velocity and pressure can be then obtained by solving the fol-

lowing equations

1

∆t

(

vn+1 − ṽn
)

+ ∇
(

pn+1 − pn
)

= 0 in Ω, (5.18)

∇ · vn+1 = 0 in Ω, (5.19)

vn+1 · n = gn+1 · n on ∂Ω. (5.20)

Let qn+1 = pn+1 − pn be the pressure increment. By taking the divergence of

Equation (5.18), using Equation (5.19) and taking into account the boundary

conditions in Equations (5.17,5.20), one has the Poisson equation for the the

pressure increment qn+1 along with the boundary condition as follows

∇2qn+1 =
1

∆t
ṽn+1 in Ω, (5.21)

∂qn+1

∂n
= 0 on ∂Ω. (5.22)

The end-of-step velocity and pressure are then given by

pn+1 = qn+1 + pn, (5.23)

vn+1 = ṽn+1 − ∆t∇qn+1. (5.24)

The Standard IPC-IRBFN Scheme

On the basis of the incremental pressure correction method previously pre-

sented, the Standard IPC-IRBFN scheme can be now formulated with the fol-

lowing modifications motivated from (Karniadakis et al., 1991):

1. High-order BDF integration method is used for time stepping rather than
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the first-order backward Euler. In particular, the temporal derivative is

discretized in time as follows.

∂v

∂t

∣

∣

∣

∣

t=tn+1

≈ 1

∆t

(

β0v
n+1 −

Jv
∑

k=1

βkv
n+1−k

)

(5.25)

The values of coefficients β ′s corresponding to Jv are given in the next

section.

2. High-order Adam-Bashforth extrapolation method is used to linearized

the convective term. For this method, the convective term at a time level

is calculated from multiple previous steps instead of just relying on the

last value.

[(v · ∇)v]|t=tn+1 ≈
Jv−1
∑

k=0

αk [(v · ∇)v]n−k (5.26)

The values of coefficients α′s corresponding to Jv are given in the next

section.

3. Instead of just taking into account the value of the pressure from the

last time step in solving for the intermediate velocity field, the Standard

IPC-IRBFN scheme uses a pressure predictor which is extrapolated from

multiple previous steps as follows.

p̄|t=tn+1 =

Jv−1
∑

k=0

αkp
n−k (5.27)

By taking the above modifications, the Standard IPC-IRBFN scheme consists

of the following steps for each time level tn+1 = (n+ 1)∆t, n = 0, 1, 2, . . ..

1. Calculate a predictor for the pressure, p̄n+1

p̄n+1 =

Jp
∑

k=0

αkp
n−k =



















0, Jp = 0

pn, Jp = 1

2pn − pn−1, Jp = 2

(5.28)



5.3 Numerical Schemes 124

2. Compute a predictor for the velocity field, ṽn+1, by solving

1

∆t

(

β0ṽ
n+1 −

Jv
∑

k=1

βkv
n+1−k

)

+

Jv−1
∑

k=0

αk [(v · ∇)v]n−k = −∇p̄n+1+ν∇2ṽn+1+fn+1 in Ω,

(5.29)

with the Dirichlet boundary condition

ṽn+1 = gn+1 on ∂Ω. (5.30)

where

Jv
∑

k=1

βkv
n+1−k =



















vn, Jv = 1 (β0 = 1)

2vn − 1
2
vn−1, Jv = 2 (β0 = 3

2
)

3vn − 3
2
vn−1 + 1

3
vn−2, Jv = 3 (β0 = 11

6
)

(5.31)

and

Jv−1
∑

k=0

αk [(v · ∇)v]n−k =



















[(v · ∇)v]n , Jv = 1,

2 [(v · ∇)v]n − [(v · ∇)v]n−1 , Jv = 2,

3 [(v · ∇)v]n − 3 [(v · ∇)v]n−1 + [(v · ∇)v]n−2 , Jv = 3.

(5.32)

3. Calculate the pressure increment qn+1

∇2qn+1 =
β0

∆t
∇ · ṽn+1 in Ω, (5.33)

∂qn+1

∂n
= 0 on ∂Ω. (5.34)

4. Perform the correction step for pressure pn+1

pn+1 = qn+1 + p̄n+1 (5.35)
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5. Perform the correction step for velocity field vn+1

vn+1 = ṽn+1 − ∆t

β0
∇qn+1. (5.36)

The Rotational IPC-IRBFN Scheme

In this scheme, a consistency requirement is explicitly posed on the numerical

solutions stating that the end-of-step velocity and pressure, vn+1 and pn+1, must

numerically satisfy the momentum and continuity equations regardless of how

the velocity predictor, ṽn+1, is calculated. More specifically, the momentum

equation (5.1) and the continuity equation (5.2) must hold for vn+1 and pn+1

in the semi-discrete form in time as follows.

1

∆t

(

β0v
n+1 −

Jv
∑

k=1

βkv
n+1−k

)

+
Jv−1
∑

k=0

αk [(v · ∇)v]n−k = −∇pn+1+ν∇2vn+1+fn+1 in Ω,

(5.37)

∇ · vn+1 = 0 on ∂Ω. (5.38)

The above equations are now used to derive the corresponding steps for the new

Rotational IPC-IRBFN scheme as follows. First, subtracting Equation (5.37)

from Equation (5.29) yields

β0

∆t

(

vn+1 − ṽn+1
)

= −∇(pn+1 − p̄n+1) + ν∇2(vn+1 − ṽn+1), (5.39)

By taking the divergence of Equation (5.39), one has

β0

∆t
∇·
(

vn+1 − ṽn+1
)

= −∇·
[

∇(pn+1 − p̄n+1)
]

+ν∇· [∇2(vn+1−ṽn+1)] (5.40)

Using the identities (Gresho and Sani, 2000)

∇2v = ∇ (∇ · v) −∇× (∇× v) , (5.41)
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∇ · (∇s) = ∇2s ∀ scalar s and ∇ · (∇× r) = 0 ∀ vector r, (5.42)

one can show that the divergence and Laplace operators commute

∇ ·
(

∇2v
)

= ∇ · [∇ (∇ · v)] −∇ · [∇× (∇× v)] = ∇2 (∇ · v) . (5.43)

Using Equation (5.43) and imposing the incompressibility constraint on the

end-of-step velocity, one can simplify Equation (5.40) to

− β0

∆t
∇ · ṽn+1 = −∇2(pn+1 − p̄n+1) −∇2

(

ν∇ · ṽn+1
)

. (5.44)

Rearranging terms in the above equation yields

∇2
(

pn+1 − p̄n+1 + ν∇ · ṽn+1
)

=
β0

∆t
∇ · ṽn+1 (5.45)

By letting qn+1 = pn+1 − p̄n+1 + ν∇ · ṽn+1 be the pressure increment in this

case, one obtains the Poisson equation for qn+1 as follows

∇2qn+1 =
β0

∆t
∇ · ṽn+1 (5.46)

The boundary condition for the above equation that is consistent with global

mass conservation can be obtained by integrating Equation (5.46) over Ω

∫

Ω

∇2qn+1dΩ =
β0

∆t

∫

Ω

∇ · ṽn+1dΩ (5.47)

or equivalently

∫

Γ

∂qn+1

∂n
dΓ =

β0

∆t

∫

Γ

ṽn+1 · n dΓ =
β0

∆t

∫

Γ

gn+1 · n dΓ = 0. (5.48)

where Γ = ∂Ω is the boundary of the domain Ω. It is noted that the global

mass conservation constraint (5.7) is used to derive the last equality in the above

equation. Based on Equation (5.48), Timmermans et al. (1996) suggested a
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homogeneous Neumann boundary condition for qn+1 as follows.

∂qn+1

∂n
= 0 on ∂Ω. (5.49)

The solving procedure in the Rotational IPC-IRBFN scheme is now summarized

for each time level tn+1 = (n+ 1)∆t, n = 0, 1, 2, . . . as follows.

1. Calculate a predictor for the pressure, p̄n+1, using Equation (5.28);

2. Compute a predictor for the velocity field, ṽn+1, by solving Equations

(5.29,5.30);

3. Calculate the pressure increment, qn+1, by solving Equations (5.46,5.49)

as in the Standard IPC-IRBFN scheme;

4. Perform the correction step for the new pressure pn+1

pn+1 = qn+1 + p̄n+1 − ν∇ · ṽn+1. (5.50)

5. Perform the correction step for velocity field, vn+1, using Equation (5.36)

as in the Standard IPC-IRBFN scheme.

As can be seen from the solving procedure of the IPC-IRBFN schemes in both

standard and rotational forms, the two forms of the IPC-IRBFN schemes differ

in the manner that the pressure increment, qn+1, is defined, and thus in the

pressure correction step.

5.3.2 The IPCPP-IRBFN Schemes

Instead of extrapolating the pressure at the beginning of each time step as in

the IPC-IRBFN schemes, the IPCPP-IRBFN schemes solve a Poisson equation

with Neumann boundary condition (Gresho and Sani, 2000) for the pressure
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predictor at each time step. By taking divergence of Equation (5.1) and making

use of Equation (5.2), the Poisson equation for pressure is derived as

∇2p = −∇ · [(v · ∇)v − f ] in Ω, (5.51)

with the Neumann boundary condition being derived by taking the normal

component of the momentum equation (5.1) as

∂p

∂n
= n ·

[

−∂v
∂t

− (v · ∇)v + ν∇2v + f

]

on ∂Ω. (5.52)

Therefore, the pressure predictor in the IPCPP-IRBFN schemes is calculated

by solving the above equations in which the implicit BDF method is used to

discretize the temporal derivative and the forcing term with respect to time

whereas the explicit AB method is used for the nonlinear convective term and

the viscous term in Equations (5.51-5.52) as follows.

∇2p̄n+1 = ∇ ·
{

Jv−1
∑

k=0

αk [(v · ∇)v]n−k + fn+1

}

in Ω, (5.53)

∂p̄n+1

∂n
= n ·

{

−β0v
n+1 +

∑Jv−1
k=1 βkv

n+1−k

∆t
−

Jv−1
∑

k=0

αk [(v · ∇)v]n−k

+ν

Jv−1
∑

k=0

αk [−∇× (∇× v)]n−k + fn+1

}

on ∂Ω. (5.54)

where Dirichlet boundary condition on velocity, vn+1 = gn+1, is applied to vn+1

in Equation (5.54). It is noted that in the Neumann boundary condition for the

pressure prediction, the viscous term is decomposed into

∇2v = ∇ (∇ · v) −∇× (∇× v) (5.55)

and the incompressibility constraint is used accordingly (Gresho and Sani,

2000). The advantage of expressing the viscous term as in Equation (5.55) is
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the improvement of the stability of the numerical scheme. Indeed, the bound-

ary condition (5.54) requires an explicit treatment of the Laplace operator on

the velocity. In general, such a treatment leads to instabilities. To improve the

stability of the numerical scheme, Karniadakis et al. (1991) proposed to decom-

pose the Laplace operator into 2 parts as presented in Equation (5.55). For

incompressible fluid flows, we can treat the divergence part implicitly (in fact,

this is equivalent to its removal by virtue of the incompressibility constraint,

∇ · vn+1 = 0) and treat the second part explicitly as normal.

Like the IPC-IRBFN schemes, the IPCPP-IRBFN schemes have implemented

in both standard and rotational forms. The solving procedure in the IPCPP-

IRBFN schemes is summarized for each time level tn+1 = (n + 1)∆t, n =

0, 1, 2, . . . as follows.

• Step 1: Calculate the predictor for the pressure by solving Equations

(5.53,5.54);

• Step 2 to Step 5: The same as in the IPC-IRBFN schemes

5.4 Numerical Results

This section presents the numerical results obtained by applying the IPC-

IRBFN and IPCPP-IRBFN schemes to some unsteady problems in CFD. The

first test problem is for verifying the accuracy and stability of the new meshless

schemes in solving an unsteady Stokes problem that has an analytical solu-

tion. In this test, the nonlinear convective term does not exist. The second

test problem is an unsteady Navier-Stokes problem with an analytical solution.

The new schemes are used to solve the problem where the nonlinear convective

term is discretized in time by the second-order Adams-Bashforth method. The

two schemes are then demonstrated with the well-known lid-driven cavity flow
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focusing on the unsteady behavior of the flow. In the test problems with an-

alytical solutions, the norm error of function ϕ(xj, t), ϕ = (u, v, p) is used to

verify the accuracy of the numerical schemes at each time step and defined as

follows.

RMSE(ϕ) =

√

√

√

√

1

N

N
∑

j=1

[ϕ(xj, t) − ϕa(xj, t)]2 (5.56)

where N is the number of collocation points, and ϕa is the corresponding an-

alytical solution. The stability analysis on the new schemes is carried out by

checking the boundedness of the norm error over the time interval of interest.

5.4.1 Test 1: Unsteady Stokes equations with known an-

alytical solution

Consider the Stokes equations governing an unsteady flow in a square domain

Ω = [−1, 1]2 with Dirichlet boundary conditions on the velocity. The analytical

solution is given as follows

u(x, y, t) = π sin(2πy) sin2(πx) sin(t) (5.57)

v(x, y, t) = −π sin(2πx) sin2(πy) sin(t) (5.58)

p(x, y, t) = cos(πx) sin(πy) sin(t) (5.59)

The forcing term is obtained by the symbolic computing package Mathematica

based on Equation (5.1) without the nonlinear convective term as follows.

fx = π cos(t) sin2(πx) sin(2πy) − π sin(t) sin(πx) sin(πy)

− 2π3 sin(t) cos2(πx) sin(2πy) + 6π3 sin(t) sin2(πx) sin(2πy) (5.60)
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fy = π cos(πx) cos(πy) sin(t) + 2π3 sin(2πx) cos2(πy) sin(t)

− π
(

cos(t) + 6π2 sin(t)
)

sin(2πx) sin2(πy) (5.61)

The test problem is solved by the IPC-IRBFN and IPCPP-IRBFN schemes

with a point density of 31 along each direction. The multistep BDF and AB

methods used in this test are of order two. Comparisons between the numerical

and analytical solutions are shown in Figure 5.1 for the velocity field and in

Figure 5.2 for the pressure field. The figures show that the numerical solutions

are in very good agreement with the analytical ones.

Stability analysis of the new schemes on the velocity field is shown in Fig-

ures ( 5.3-5.4) where all rotational schemes have the norm errors bounded

within O(10−4) over the computational time domain with the time-step size

∆t = (0.005, 0.01). As can be seen from the figures, the IPC-IRBFN scheme in

rotational form is superior to its counterpart in standard form with respect to

both accuracy and stability of the numerical solution. Although yielding more

accurate solution of the velocity field, the IPCPP-IRBFN scheme is not as stable

as the IPC-IRBFN scheme. In addition, it is observed that, the stability of the

IPCPP-IRBFN scheme in both standard and rotational forms are almost iden-

tical, meaning that the divergence of the intermediate velocity does not have

remarkable affects on the error of velocity field. This, however, is not observed

in the stability analysis with respect to pressure as shown in Figures (5.5-5.6)

where the difference in norm error of the pressure between the standard and

rotational forms is noticeable.
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Figure 5.1: The numerical and analytical solutions of the velocity field with
∆t = 0.005 in Test 1. Both IPC-IRBFN and IPCPP-IRBFN schemes yield
accurate results compared to the analytical solution.
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Figure 5.2: Analytical and numerical solutions of the pressure field with ∆t =
0.005 in Test 1. Both IPC-IRBFN and IPCPP-IRBFN schemes yield accurate
results compared to the analytical solution.
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Figure 5.3: Stability analysis for the velocity field with ∆t = 0.01 in Test 1. All
rotational schemes have the norm errors bounded within O(10−4) in the time
interval of interest with the time-step size ∆t = 0.01.
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Figure 5.4: Stability analysis for the velocity field with ∆t = 0.005 in Test 1.
All rotational schemes have the norm errors bounded within O(10−4) in the
time interval of interest with the time-step size ∆t = 0.005.
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Stability analysis of the new meshless schemes on the pressure is shown in

Figures (5.5-5.6). For this test problem, the IPC-IRBFN scheme in rotational

form shows its good accuracy where the norm error is bounded within O(10−3)

in the time interval of interest with the time-step size ∆t in the range of (0.005−
0.01). As can be seen from the figures, the rotational IPC-IRBFN scheme

also shows its superiority over the other schemes with respect to the pressure

stability.

5.4.2 Test 2: Unsteady Navier-Stokes equations with

known analytical solution

Consider the Navier-Stokes equations governing an unsteady flow in a square

domain Ω = [0, π]2 with the analytical solution as follows (Kim and Moin,

1985).

u(x, y, t) = − cos(x) sin(y) exp(−2t), (5.62)

v(x, y, t) = sin(x) cos(y) exp(−2t), (5.63)

p(x, y, t) = −1

4
(cos(2x) + cos(2y)) exp(−4t). (5.64)

The initial and boundary conditions as well as the forcing term are defined

according to the analytical solution.

For this test problem, a point density of 31 grid points in each direction is

used. Since the purpose of the analysis focuses on the temporal errors of the

present schemes, the point density is chosen so that the error contributed from

the spatial discretization does not affect on the ultimate error of the numerical

schemes.
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Figure 5.5: Stability analysis for the pressure field with ∆t = 0.01 in Test
1. The IPC-IRBFN scheme in rotational form shows its superior to the other
schemes with respect to the pressure stability as well as accuracy for this test
problem.



5.4 Numerical Results 138

20 40 60 80 100 120 140 160 180 200
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

Number of time steps

N
or

m
 E

rr
or

 o
f P

re
ss

ur
e

 

 

Standard IPC−IRBFN
Rotational IPC−IRBFN
Standard IPC−IRBFN with Predicted Pressure
Rotational IPC−IRBFN with Predicted Pressure

Figure 5.6: Stability analysis for the pressure field with ∆t = 0.005 in Test
1. The IPC-IRBFN scheme in rotational form shows its superior to the other
schemes with respect to the pressure stability as well as accuracy for this test
problem.
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In this second test problem, the multistep BDF and AB methods of order two

are used from which the analysis on the accuracy and stability of the IPC-

IRBFN and IPCPP-IRBFN schemes are accomplished. Figures (5.7-5.8) show

the analytical and numerical solutions of Test 2. As can be seen from in Figure

5.7, the new schemes yield highly accurate solution. In fact, the norm error of

the velocity is of O(10−5) for ∆t = 0.005, and O(10−3) for ∆t = 0.01. It is noted

that the time-dependent boundary conditions of the velocity are well captured

by the present schemes. For the pressure, errors on the boundaries associated

with the numerical boundary layer (Karniadakis et al., 1991) is noticeable in

Figure 5.8. The problem, however, is not severe (norm error of O(10−2) for

this test with the IPC-IRBFN scheme in rotational form ) thanks to the incre-

mental pressure correction and the consistent boundary condition for pressure

implemented in the two schemes.

The stability analysis of the two schemes in this test problem is shown in Figures

(5.9-5.12). As can be seen from the figures, both IPC-IRBFN and IPCPP-

IRBFN exhibit their good stability over the computational time domain. In

particular, Figures (5.9-5.10) show that the numerical solutions of the velocity

and pressure are highly stable over time just with a mild value of the time-step

size (∆t = 10−2). For this test problem which is the Navier-Stokes equations

with time-dependent boundary conditions, the IPCPP-IRBFN schemes in both

standard and rotational forms exhibit their good stability and accuracy. In fact,

for ∆t = 0.005, the norm error of the velocity is bounded within O(10−4) as

shown in Figure 5.11, and the pressure error, with rather high value in a short

interval of time, is quickly bounded within O(10−3) as can be seen in Figure

5.12.
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Figure 5.7: Analytical and numerical solutions of the velocity field in Test 2
by the IPCPP-IRBFN with ∆t = 0.005 and the multistep time integration
methods (BDF,AB) of order two.
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Figure 5.8: Analytical and numerical solutions of the pressure with dt=0.005
in Test 2.
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Figure 5.9: Stability analysis of the IPC-IRBFN and IPCPP-IRBFN schemes
in terms of the velocity field with ∆t = 0.01 in Test 2.
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Figure 5.10: Stability analysis of the IPC-IRBFN and IPCPP-IRBFN schemes
in terms of the pressure with ∆t = 0.01 in Test 2.
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Figure 5.11: Stability analysis of the IPC-IRBFN and IPCPP-IRBFN schemes
in terms of the velocity field with ∆t = 0.005 in Test 2.
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Figure 5.12: Stability analysis of the IPC-IRBFN and IPCPP-IRBFN schemes
in terms of the pressure with ∆t = 0.005 in Test 2.
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5.4.3 Numerical analysis of the unsteady lid-driven cav-

ity flow

Consider the lid-driven cavity flow in a unit square domain Ω = [0, 1]2. The

upper side of the cavity moves in its own plane at unit speed while the other

sides are fixed. There is a discontinuity in the boundary conditions at the

two upper corners of the cavity. There are two options in dealing with the

discontinuity in numerical schemes for this problem: (a) The two upper corners

are either considered as belonging to the moving upper side (leaky cavity); (b)

they are assumed to belong to the fixed vertical walls (non-leaky). Option (a)

is adopted in this work.

The objective of this analysis is to investigate the transient behavior of the

lid-driven cavity flow, rather than on its steady-state solution. In particular,

the influence of Reynolds number on the numerical solutions are of primary

interest. Different values of the Reynolds number are used to study the effect

of this dimensionless number on the numerical solution of such the flow. The

IPC-IRBFN scheme in rotational form is used in this problem. A point density

of 61 along each direction is used to well capture the vortices appearing near

the cavity corners as well as the primary vortex. For this numerical analysis,

the time-step size is fixed at ∆t = 0.001.

Figures 5.13 shows the evolution of the velocity field along the mid-vertical line

for the lid-driven cavity flow with Re=1000. It is observed that the rate of

change in shape of the velocity along this line is rather fast in the beginning.

This change slows down with time, and finally the velocity field reaches its

steady state profile. Similarly, Figure 5.14 shows the evolution of the velocity

along the mid-horizontal line.
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Figure 5.13: Convergence of the u-component velocity along the mid-vertical
line in the lid-driven cavity flow.
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Figure 5.14: Convergence of the v-component velocity along the mid-horizontal
line in the lid-driven cavity flow.
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Table 5.1: Streamfunction ψc and vorticity ωc at the center of the primary
vortex at different time steps corresponding to Re=100,400 and 1000.

Re=100 Re=400 Re=1000
t ψc (ωc) ψc (ωc) ψc (ωc)
1 -0.073624 (-3.668184) -0.047149 (-5.825875) -0.035008 (-8.523135)

2.5 -0.092665 (-3.551824) -0.072358 (-4.363596) -0.059933 (-6.84297)
5 -0.100557 (-3.247018) -0.090033 (-3.441605) -0.080071 (-4.62247)

7.5 -0.102477 (-3.181559) -0.099643 (-2.819742) -0.091677 (-3.596885)
10 -0.10298 (-3.147246) -0.105461 (-2.55873) -0.099589 (-3.049279)

12.5 -0.103111 (-3.147487) -0.108959 (-2.427785) -0.105255 (-2.710798)
15 -0.103145 (-3.147548) -0.110951 (-2.366845) -0.109306 (-2.484563)

17.5 -0.103154 (-3.147563) -0.112037 (-2.327834) -0.11212 (-2.333954)
20 -0.103156 (-3.147567) -0.11262 (-2.305005) -0.113977 (-2.231622)
25 -0.103157 (-3.147568) -0.11309 (-2.296747) -0.115874 (-2.115058)
30 -0.103157 (-3.147568) -0.113224 (-2.291365) -0.116652 (-2.062449)

In this work, the evolution of the streamfunction and the vorticity at the centre

of the primary vortex at different points in time are analyzed with different

Reynolds numbers. For any of the Reynolds numbers, the streamfunction values

at the center of the primary vortex change stiffly in the beginning. The rate of

change then slows down, and finally the streamfunction reaches its steady state.

It can be seen in Figures (5.15-5.16) that the higher the Reynolds number is,

the longer it takes for the two quantities to reach their steady state. The values

of streamfunction and vorticity at the center of the primary vortex at different

time step size captured by the IPC-IRBFN scheme are presented in Table 5.1.

Figures (5.17-5.18) show the streamfunction contours at different points in time

for the case with Re = 1000. The contours of vorticity are shown in Figures

(5.19-5.20). As can be seen from the figures, at each time step, the new schemes

well capture the primary vortex.
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Figure 5.15: The evolution of the streamfunction at the centre of the primary
vortex at different points in time with different Reynolds numbers. For any of
the Reynolds numbers, the streamfunction values at the center of the primary
vortex change stiffly in the beginning. The rate of change then slows down, and
finally the streamfunction reaches its steady state.
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Figure 5.16: The evolution of the vorticity at the centre of primary vortex
at different points in time with different Reynolds numbers. For any of the
Reynolds numbers, the vorticity values at the center of the primary vortex
change stiffly in the beginning. The rate of change then slows down, and finally
the vorticity reaches its steady state.
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Figure 5.17: Streamlines at t = 1, 5, 10, 15 of the lid-driven cavity flow.
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Figure 5.18: Streamlines at t = 17, 20, 25, 30 of the lid-driven cavity flow.
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Figure 5.19: Contours of vorticity at t = 1, 5, 10, 15 of the lid-driven cavity flow.



5.4 Numerical Results 155

Figure 5.20: Contours of vorticity at t = 17, 20, 25, 30 of the lid-driven cavity
flow.
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Numerical solutions of unsteady lid-driven cavity flows are reported with Reynolds

numbers up to 1000 which are widely reported in the literature. For larger

Reynolds numbers, there are some notes to be mentioned as follows. Physically,

the larger the Reynolds number is, the longer time it takes for the streamfunc-

tion and vorticity to reach steady state. This can be predicted from the analysis

shown in Figures (5.15,5.16). Numerically, Reynolds number directly involves

in Step 2 and Step 4 of the proposed schemes. In Equation (5.29) of Step 2, Re

plays the role of a scaling factor for the discrete viscous term. This, however, has

an insignificant effect on the condition number of the system matrix to be solved

in this step. Indeed, a simple check shows that with Re = (100, 1000, 3200), the

condition number of the system matrix only changes in small range of O(10−2).

Regarding Step 4 of the proposed schemes, as can be seen from Equation (5.50),

the larger the Reynolds number is, the less contribution the divergence of the

velocity predictor has to the pressure correction.

5.5 Concluding Remarks

Two novel meshless schemes, namely IPC-IRBFN and IPCPP-IRBFN, for the

numerical solution of the Navier-Stokes equations have been presented in this

chapter. The two schemes are based on the projection method in the combina-

tion with the IRBFN method for spatial discretization and high-order multistep

time integration methods. By decoupling the treatment of the pressure and ve-

locity field, the new schemes decompose the Navier-Stokes equations into a set

of smaller and easier-to-solve subproblems. This well suits for RBF-based meth-

ods whose system matrices are generally dense. In fact, the proposed schemes

significantly alleviates the storage requirement and computational time by solv-

ing smaller systems one at a time. Numerical experiments in solving unsteady

Stokes, Navier-Stokes equations with known analytical solutions and the lid-

driven cavity flow show the good capability of the two schemes for solving

unsteady incompressible viscous flows.



Chapter 6

Meshless Approach to Interfacial

Flows

This chapter reports a novel meshless approach to the numerical simulation of

interfacial flows in which the motion and deformation of the interface between

two immiscible fluids are fully investigated. Unlike the passive transport prob-

lems studied in Chapter 4 where the influence of the moving interface on the

surrounding fluid is ignored, the interfacial flows are studied in this chapter

with the surface tension taken into account. As a result, not only the position

and shape of the moving interface but also the ambient flow variables (velocity

field and pressure) change when the interface moves. In other words, a two-way

interaction between the moving interface and the ambient flow is fully investi-

gated. In this chapter, the moving interface is captured by the level set method

and the Navier-Stokes equations (with the surface tension embedded into the

momentum equation) are used to modelled the ambient incompressible viscous

flow. A numerical simulation of two bubbles moving, stretching and merging in

an incompressible viscous fluid is performed to demonstrate the working of the

proposed approach.
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6.1 Introduction

Fluid flows with free moving interfaces between immiscible fluids can be classi-

fied as interfacial flows. Numerical methods for such flows are faced with several

intrinsic difficulties. First, large differences in density and viscosity of the two

fluids across the interface require appropriate treatments for the sharp interface

resolution. Next, the moving interface might be subject to topological changes

such as interface folding, breaking and merging. These phenomena must be

numerically modelled with reliable algorithms. In addition, mass conservation

is of primary concerns in numerical modelling of interfacial flows due to the

existence of the fluid-fluid boundary (i.e. the moving interface itself).

In general, a numerical approach to modelling interfacial flows consists of a flow

modelling algorithm, an interface modelling method and a flow-interface cou-

pling technique. A literature review of flow modelling algorithms and interface

modelling methods for general moving boundary problems have been presented

in Section §4.1. In this work, the level set method (Osher and Sethian, 1988)

belonging to fixed grid capturing methods is used for interface modelling. Re-

garding flow modelling for interfacial flows of two immiscible fluids, the Navier-

Stokes equations for each fluid are coupled together via an Heaviside function of

the level set function (Sussman and Smereka, 1997) so that the resultant equa-

tions to be solved are in a similar form as in one-fluid flow problems (Chang

et al., 1996).

With regard to flow-interface coupling in the numerical simulation of interfacial

flows, the manner in which the surface tension is modelled is of primary con-

cerns. Normally, the surface tension is taken into account in the computation

of force balance at the interface where the difference in stress tensors of the two

fluids in the direction normal to the interface is equal to the surface tension

force on the interface (Floryan and Rasmussen, 1989). Naive implementations

of such a interfacial boundary conditions in traditional methods have suffered
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from difficulties in modelling topologically complex interfaces. A numerical

model for surface tension that alleviates these interface topology constraints

was presented by Brackbill et al. (1992). The proposed model, known as the

continuum surface force (CSF) model interprets surface tension as a continu-

ous, three-dimensional effect across an interface rather than as a boundary value

condition on the interface. The advantage of this model is that the interface

needs not to be explicitly described in order to apply the interfacial boundary

condition. This well suits the interface capturing algorithm using the level set

method which is used in this work.

Another numerical aspect of flow-interface coupling in modelling interfacial

flows is how to update the flow variables and the interface. In an integrated

manner the flow variables and the new interface position are sought simultane-

ously. This approach yields accurate and stable solutions but computationally

expensive. In the segregated approach the flow is first computed with the pre-

vious information of the interface whose new position can be then found using

the recently updated flow variables. In general, this approach is more efficient

but less stable than its integrated counterpart.

6.2 Mathematical Formulation

6.2.1 The Two-Fluid Navier-Stokes Equations

Consider a domain Ω and its boundary ∂Ω containing two immiscible Newtonian

fluids, both being incompressible. Let Ω1 be the region containing fluid 1 at

time t. Similarly, let Ω2 be the region containing fluid 2 and bounded by the

fluid interface Γ at time t. The governing equations describing the motion of

the two fluid in their own regions are given by the Navier-Stokes equations,

ρ1

(

∂v1

∂t
+ v1 · ∇v1

)

= −∇p1 + ∇ · (2µ1D1) + ρ1g, x ∈ Ω1, (6.1)
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ρ2

(

∂v2

∂t
+ v2 · ∇v2

)

= −∇p2 + ∇ · (2µ2D2) + ρ2g, x ∈ Ω2, (6.2)

with incompressibility constraints

∇ · v1 = 0, x ∈ Ω1, (6.3)

∇ · v2 = 0, x ∈ Ω2, (6.4)

where vi is the velocity field, ρi is the density, g is the gravity, pi is the pressure

and µi is the viscosity. The rate of strain tensor Di is defined as

Di =
1

2

(

∇vi + ∇vT
i

)

, i = 1, 2. (6.5)

The subscript i in the above equation denotes the ith fluid under consideration.

The moving interface Γ is impermeable and assuming no mass transfer between

the two fluids yields a continuous velocity condition at the interface

v1 = v2, x ∈ Γ. (6.6)

The jump in normal stresses along the fluid interface is balanced with the surface

tension as follows.

(2µ1D1 − 2µ2D2) · n = (p1 − p2 + σκ)n, x ∈ Γ, (6.7)

where κ is the curvature of the interface, σ the surface tension coefficient, and n

is the unit normal vector along the fluid interface pointing outwards from fluid

2 (bounded by the interface) into fluid 1 (the surrounding fluid). As mentioned

in Section §6.1, the continuum surface force (CSF) model is used in this work to

embed the surface tension into the momentum equation rather than imposing

the above equations on the moving interface (Brackbill et al., 1992).
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Let the fluid interface be the zero level of the level set function φ,

Γ = x | φ(x, t) = 0, (6.8)

where

φ(x, t)



















> 0 x ∈ Ω1

0 x ∈ Γ

< 0 x ∈ Ω2

(6.9)

The unit normal on the interface, drawn from the interior into the exterior

region, and the curvature of the interface can be expressed in terms of φ(x, t)

as follows.

n =
∇φ
|∇φ|

∣

∣

∣

∣

φ=0

and κ = ∇ ·
( ∇φ
|∇φ|

)∣

∣

∣

∣

φ=0

(6.10)

Let

v =







v1 x ∈ Ω1

v2 x ∈ Ω2

(6.11)

be the fluid velocity continuous across the interface, since the interface moves

with the fluid particles, the evolution of φ is then given by (Osher and Fedkiw,

2003).

∂φ

∂t
+ v · ∇φ = 0. (6.12)

By defining the Heaviside function H(φ)

H(φ) =



















0 if φ < 0,

1/2 if φ = 0,

1 if φ > 0,

(6.13)
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and the fluid properties

ρ(φ) = ρ2 + (ρ1 − ρ2)H(φ), (6.14)

µ(φ) = µ2 + (µ1 − µ2)H(φ), (6.15)

together with the CSF model (Brackbill et al., 1992), one obtains the Navier-

Stokes equations for two immiscible fluids known as the one-fluid continuum

formulation (Chang et al., 1996)

∂v

∂t
+ (v · ∇)v =

1

ρ(φ)
(−∇p + ∇ · (2µ(φ)D) + σκ(φ)δ(d)n) + g, (6.16)

∇ · v = 0. (6.17)

where f c = σκ(φ)δ(d)n is the surface tension, δ(d) is the Dirac delta function, d

is the normal distance to the interface. For the numerical simulation of bubbles

rising in a viscous fluid studied in this chapter, Equation (6.16) can be written

in dimensionless form as follows.

∂v

∂t
+ (v · ∇)v =

1

ρ(φ)

(

−∇p+
1

Re
∇ · (2µ(φ)D) +

1

Bo
κ(φ)δ(φ)∇φ

)

+ gu

(6.18)

where the scaling factors are

p∗ =
p

pref
, v∗ =

v

vref
, x∗ =

x

R
,

t∗ =
t

tref
, ρ∗ =

ρ

ρc
, µ∗ =

µ

µc
,

vref = (gR)1/2, pref = ρcv
2
ref , tref =

vref

R
. (6.19)

Fluid 1 is hereafter referred to as the fluid surrounding the bubble with density

ρc and viscosity µc. Similarly, fluid 2 is referred to as the fluid inside the bubble,

of initial radius R, that has the corresponding density ρb and viscosity µb. gu
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is the unit gravitational vector pointing downward. The dimensionless groups

in the above equation are the Reynolds number

Re =
(2R)3/2√gρc

µc

(6.20)

and the Bond number

Bo =
4ρcgR

2

σ
(6.21)

The dimensionless density and viscosity in Equation (6.18) are defined as

ρ(φ) = λ+ (1 − λ)H(φ), and µ(φ) = η + (1 − η)H(φ), (6.22)

where λ = ρb/ρc is the density ratio, η = µb/µc is the viscosity ratio.

6.3 Numerical Schemes

This section presents a new hybrid approach to interfacial flows in which the

meshless schemes for capturing moving interfaces presented in Chapter 4 and

the IRBFN-based IPC schemes for the Navier-Stokes equations in Chapter 5 are

brought together to solve the problem in the meshless framework of the IRBFN

method. The solving procedure consists of the following steps.

Step 0: Initialize the level set function φ(x) to be the signed distance to the

interface as described by equation (4.1);

For each nth time step, n = 1, 2, ...

Step 1: Compute the interface normal, curvature, and the density and viscosity

of the fluids;

Step 2: Solve the two-fluid Navier-Stokes equations using the meshless projec-
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tion schemes similar to the IPC-IRBFN schemes presented in Chapter 5 taking

into account the interface dependence of density and viscosity as well as the

surface tension;

Step 3: Advance the level set function from the previous step to the current

one with the most updated velocity field calculated in Step 2;

Step 4: Re-initialize the level set function to a signed distance function at the

current time step;

Step 5: Adjust the level set function by using the mass correction algorithm

to ensure the mass conservation;

Step 6: The interface as the zero contour of the level set function has now been

advanced one time step. Go back to step 1 for further evolution of the moving

interface until the predefined time is reached.

The next sections describe in details each step listed above. For those already

presented in the previous chapters, they are briefly recaptured here only for

completeness.

6.3.1 Computing interface properties (normal and cur-

vature) and fluid properties (density and viscosity)

The normal and curvature of the interface can be calculated by Equation (6.10)

whereas the density and viscosity are given by Equation (6.22). For the com-

putation of the above fluid properties, the Heaviside function is used. A naive

implementation of Equation (6.13) poses numerical difficulty since large jumps

in ρ and µ across the interface might cause numerical instabilities. In order to

avoid this issue, it is common to introduce an interface thickness to smooth the

density and viscosity at the interface. This can be done by replacing the Heav-
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iside function in Equation (6.13) with a smoothed Heaviside function Hǫ(φ)

defined as (Chang et al., 1996)

Hǫ(φ) =



















0 if φ < −ǫ
(φ+ ǫ)/(2ǫ) + sin(πφ/ǫ)/(2π) if|φ| ≤ ǫ

1 if φ > ǫ

(6.23)

The above Heaviside function defines the smoothed Dirac delta function δǫ as

follows.

δǫ(φ) =







1/2(1 + cos(πφ/ǫ))/ǫ if |φ| < ǫ

0 otherwise
(6.24)

6.3.2 Solving the two-fluid Navier-Stokes equations

The IPC-IRBFN scheme in Section §5.3 is applied for solving the two-fluid

Navier-Stokes equations as follows. First, the equations are rewritten in such

a way that the surface tension and gravity forces in (6.18) are treated as the

forcing term f̄

∂v

∂t
+ (v · ∇)v = − 1

ρ(φ)
∇p+

1

ρ(φ)Re
∇ · (2µ(φ)D(v)) + f̄ in Ω (6.25)

∇ · v = 0 on Ω, (6.26)

v = vb on∂Ω. (6.27)

where vb is the Dirichlet boundary condition for velocity, and f̄ is given by

f̄ = gu +
1

ρ(φ)Bo

κ(φ)δ(φ)∇φ. (6.28)

The IPC-IRBFN scheme is applied to solve the two-fluid Navier-Stokes equa-

tions as follows.
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Calculating the velocity predictor

β0ṽ
n+1− 1

ρ(φn)Re
∇·
(

2µ(φn)D(ṽn+1)
)

=

Jv
∑

k=1

βkv
n+1−k−

Jv−1
∑

k=0

αk [(v · ∇)v]n−k

− ∆t

ρ(φn)
∇p̄n+1 + ∆t̄fn+1 in Ω (6.29)

ṽn+1 = vn+1
b on Ω. (6.30)

Calculating the pressure

∇ ·
(

1

ρ(φn)
∇qn+1

)

=
β0

∆t
∇ · ṽn+1 inΩ, (6.31)

∂qn+1

∂n
= 0 on ∂Ω, (6.32)

pn+1 = qn+1 + p̄n+1. (6.33)

Updating the velocity

vn+1 = ṽn+1 − β0∆t

ρ(φn)
∇qn+1. (6.34)

In the above equations, the dimensionless density and viscosity ρ(φn) and µ(φn)

are given by

ρ(φn) = λ+ (1 − λ)Hǫ(φ
n), λ = ρb/ρc, (6.35)

µ(φn) = η + (1 − η)Hǫ(φ
n), η = µb/µc. (6.36)

where the smoothed Heaviside function Hǫ(φ
n) is calculated from Equation

(6.23) with the corresponding value of the level set function φn.
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6.3.3 Advancing the level set function

The level set function is advanced by solving the convective transport equation

φt + v · ∇φ = 0, φ(x, t = 0) = φ0(x), (6.37)

for one time step using either SL-IRBFN or Taylor-IRBFN schemes presented

in Section §4.3 and §4.4, respectively;

6.3.4 Re-initializing the level set function

Due to numerical error, the level set function is not necessarily a distance func-

tion as desired even after one time step. Reinitialization is therefore needed

to make the level set function signed distance function after certain time steps

which could be achieved by solving the following time-dependent PDE to steady

state (Sussman et al., 1994).

φt = Sǫ(φ̄)(1 − |∇φ|), φ(x, y, t = 0) = φ̄(x, y) (6.38)

where Sǫ denotes the smoothed sign function

Sǫ(φ̄) =
φ̄

√

φ̄2 + ǫ2
(6.39)

in which ǫ can be chosen to be the minimum distance from any data point to the

others. Equation (6.38) can be solved to steady-state using the semi-implicit

IRBFN-based scheme with the fourth-order Runge-Kutta presented in Section

§3.3.3, Chapter 3.
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6.3.5 Adjusting the level set function with the mass cor-

rection algorithm

The reinitialization procedure might introduce some numerical diffusion which

results in an inaccuracy of the interface location and some loss of mass (Torn-

berg, 2000). The mass correction is then performed to prevent any losses of

mass. After advancing the level set function at time step t = tn+1, one gets the

moving interface Γ that bounds the domain Ω2 = x ∈ Ω : φ < 0. To correct the

area of Ω2, one changes the zero level set to certain neighboring isoline based

on the fact that it has almost the same shape since φ is a distance function.

This can be done by simply moving the level set function upward or downward

by an amount of cφ, where |cφ| is the distance between old and new zero-level

sets

φnew = φ− cφ, (6.40)

where φnew is the new (raised or lowered) level set function, Ωnew
2 = {x ∈ Ω :

φnew < 0}. Details of the mass correction was described in Section §4.5.4.

6.4 Numerical results

This section reports the application of the new meshless approach to simulate

the motion and deformation of the two bubbles in an interaction with the sur-

rounding fluid flow. In this numerical experiment, a rectangular cavity is filled

up with two immiscible fluids where the heavier one settles at the bottom and

the lighter one at the top. Two bubbles, containing the same light fluid as in

the top layer, are initially embedded in the heavier fluid at the bottom, one

above the other. The bubbles are then released from rest and allowed to rise by

buoyancy force. The five primary parameters are chosen as follows: Reynolds

number, Re = 10; Bond number, Bo = 5; Density ratio, λ = 1/10; Viscosity
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ratio, η = 1. It is noted that the density ratio λ indicates that the fluid inside

the bubbles and in the top layer is ten times lighter than the heavier fluid. For

this numerical simulation, the new hybrid approach presented in Section §(6.3)

is used on an regular computational grid with 21 points in x-direction and 41

points in y-direction.

As the bubbles are lighter than the surrounding fluid, they will rise with time.

The two bubbles start moving upwards from the bottom of the cavity due to

the gravity force as can be seen in Figure 6.1. During the move, the bubbles

merge together and continuously affect on the surrounding fluid flow indicated

by the change in direction and magnitude of the velocity around the bubbles, as

shown in Figures (6.2-6.4). The merging bubbles finally reach the free surface

in the upper part of the cavity and totally diffuse into the body of fluid of the

top layer as shown in Figures (6.5-6.10).

As can be observed from the figures, although having the same density and vis-

cosity, the lower bubble moves faster than the upper one. This can be explained

by the wake formation below the upper bubble. As the time evolves, the lower

one becomes entrapped into the wake region identified by the large magnitude

of the velocity field below the upper bubble making the lower one move faster.

When the bubbles get closer to the free surface as in Figures 6.3, due to its

surface tension, the free surface tends to prevent the upward motion of the

bubble making them flatten remarkably. In their turn, the bubbles in keeping

their trend to move upward make the free surface bend upwards more signifi-

cantly. The figures clearly show the effect of the surface tension in keeping the

kinematic equilibrium on the free surface.

In addition, the presence of the vorticities in Figures 6.7 indicates the effect of

the surface tension along the free surface on the velocity field even when the

bubbles completely diffuse into the surrounding fluid.
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Figure 6.1: Numerical simulation of two bubbles rising up in a buoyancy-driven
flow at time t = 0.1 and t = 0.2. Initially separated from the upper one, the
lower bubble moves faster due to the wake formation below the upper one.
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Figure 6.2: Numerical simulation of two bubbles rising up in a buoyancy-driven
flow at time t = 0.3 and t = 0.4. The two bubbles merge together and continue
to move upwards.
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Figure 6.3: Numerical simulation of two bubbles rising up in a buoyancy-driven
flow at time t = 0.5 and t = 0.6. The bubbles reach the free surface on the
top part of the cavity. The curvature of the free surface shows the effect of the
surface tension in keeping the kinematic equilibrium on the free surface.
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Figure 6.4: Numerical simulation of two bubbles rising up in a buoyancy-driven
flow at time t = 0.7 and t = 0.8. The free surface is finally broken by the
moving bubbles. This also causes the bubbles to diffuse themselves into the
surrounding fluid.
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Figure 6.5: Numerical simulation of two bubbles rising up in a buoyancy-driven
flow. The shape of the free surface after broken and the velocity field at time
t = 0.9 and t = 1.0.
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Figure 6.6: Numerical simulation of two bubbles rising up in a buoyancy-driven
flow. The shape of the free surface after broken and the velocity field at time
t = 1.1 and t = 1.2.



6.4 Numerical results 176

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2
t=1.3

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2
t=1.4

Figure 6.7: Velocity field in the numerical simulation of two bubbles rising
up in a buoyancy-driven flow at time t = 1.3 and t = 1.4. The presence of the
vorticities indicates the effect of the surface tension along the free surface on the
velocity field even when the bubbles completely diffused into the surrounding
fluid.
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Figure 6.8: Numerical simulation of two bubbles rising up in a buoyancy-driven
flow at time t = 1.5 and t = 1.6. The disappearance of the two upper vortices
(see Figures 6.7) corresponds to the decrease in curvature of the free surface.
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Figure 6.9: Numerical simulation of two bubbles rising up in a buoyancy-driven
flow at time t = 1.7 and t = 1.8. The free surface is on the way to setup a new
equilibrium.
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Figure 6.10: Velocity field in the numerical simulation of two bubbles rising up
in a buoyancy-driven flow at time t = 1.9 and t = 2.0. A new equilibrium is
about to be set for the free surface.
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6.5 Concluding Remarks

A novel meshless approach has been reported in this chapter for the numeri-

cal simulation of interfacial flows in which the motion and deformation of the

interface as well as the interaction between the moving interface and the sur-

rounding fluid are fully captured. The new approach consists of (a) the flow

modelling scheme based on the IPC-IRBFN scheme with modifications; (b) the

interface modelling scheme from Chapter 4; and (c) the flow-interface coupling

model based on the CSF model proposed by (Brackbill et al., 1992). Bring-

ing those “ingredients” together requires appropriate modifications as well as

adaptations so as to suit the numerical simulation of the interfacial flows. All

of these aspects have been reported in this chapter.

Regarding the flow modelling scheme, the IPC-IRBFN scheme, which shows its

good capability to solve the unsteady incompressible Navier-Stokes equations

in Chapter 5, is used with modifications in this chapter for solving two-fluid

Navier-Stokes equations with variable density and viscosity. With regards to

the interface modelling, the meshless approach to capturing moving interfaces

reported in Chapter 4 is used with the application of the level set formulation

based on smoothed Heaviside and Dirac delta functions. This helps avoid nu-

merical instabilities in solving the two-fluid Navier-Stokes equations. Finally,

the flow-interface coupling model based on the CSF model make the new ap-

proach easier to implement thanks to the fact that no explicit description of the

moving interfaces is needed to impose the kinematic equilibrium conditions on

the interface at each time step.

The new meshless approach has been applied to the numerical simulation of

the interfacial flows of two immiscible fluids. The numerical results show that

the new approach is capable of capturing primary phenomena of flows such as

the deformation and topological change of the moving interfaces as well as the

interaction between the interface and the surrounding fluid.



Conclusions and Future Work

The main contributions of the current research include the new meshless nu-

merical schemes for solving time-dependent PDEs as well as for the numeri-

cal simulation of some typical unsteady incompressible viscous flows that have

been reported throughout this thesis. These contributions are highlighted in

this chapter. In addition, recommendations for improvements and extensions

to the results of this research are also made.

Two meshless numerical schemes have been reported in Chapter 3 for solving

time-dependent PDEs such as parabolic, hyperbolic and convection-diffusion

equations. In these meshless schemes, the θ-method or a class of ODE solver

is used together with the IRBFN method. Numerical results show that the

two proposed schemes are highly accurate and efficient. In addition, extensive

experiments on the the two schemes show that the two schemes are not sensitive

to the network parameter β for multiquadric basis functions.

A new meshless approach to capturing moving interfaces in passive transport

problems has been presented in Chapter 4 in which the motion and deformation

with or without topological changes of the moving interfaces are well captured

by a unique procedure. In the new approach, the high-order time stepping meth-

ods either based on semi-Lagrangian or Taylor series expansions and the level

set method are coupled within the meshless framework of the IRBFN method

for dealing with the moving interfaces in an accurate, stable and efficient man-

ner. Numerical results show the good capability of the new meshless approach
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for passive transport problems.

Two novel meshless schemes, namely IPC-IRBFN and IPCPP-IRBFN, have

been reported in Chapter 5 for solving the unsteady incompressible Navier-

Stokes equations. The two schemes are based on the projection methods that

decouple the treatment of the pressure and velocity field. By decomposing the

Navier-Stokes equations into a set of smaller and easier-to-solve subproblems,

the two schemes well suit for RBF-based methods whose system matrices are

generally dense. Numerical results obtained by applying the new schemes to

unsteady Stokes, Navier-Stokes equations with known analytical solutions as

well as the lid-driven cavity flow show that the two schemes are highly stable,

accurate and suitable for solving unsteady incompressible viscous flows.

Finally, a new meshless approach to the numerical simulation of interfacial flows

has been reported in Chapter 6 in which the motion and deformation of the in-

terface between the two immiscible fluids as well as the interaction between the

moving interface and the surrounding fluid are fully captured. The new ap-

proach brings the flow modelling scheme based on the IPC-IRBFN scheme, the

interface modelling scheme based on the level set method, and the flow-interface

coupling scheme based on the CSF model together to deal with interfacial flows

in an accurate and stable manner. Numerical results show the good capability

of the new approach to capture primary phenomena of the interfacial flows of

two immiscible fluids.

Throughout this thesis, the performance of the proposed schemes have been

numerically verified in various test problems. A rigorous theoretical analysis of

the schemes would be beneficial for further improvements of the results from this

research. In addition, an implementation of the proposed schemes in this thesis

in a parallel computing fashion would be desirable to increase the computational

efficiency for large-scale problems. Finally, an extension of the results from this

research to unsteady non-Newtonian fluid flows would have to be undertaken

so as to be able to simulate non-ideal fluid flows in industries.
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The first and second order

antiderivatives of Hardy’s

multiquadrics

This appendix presents the symbolic integrations of 2D MQ-RBF
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The first and second order

antiderivatives of Duchon’s thin

plate splines

This appendix presents the symbolic integrations of 2-dimensional first order

TPS-RBF

ϕi = r2
i ln(ri),

where ri =
√

(x− xi)2 + (y − yi)2. Only the antiderivatives are described here.
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