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A B S T R A C T

Wind energy is an environment friendly, low-carbon, and cost-effective renewable energy source. It is, however,
difficult to integrate wind energy into a mixed energy grid due to its high volatility and intermittency. For wind
energy conversion systems to be reliable and efficient, accurate wind speed (WS) forecasting is fundamental.
This study cascades a convolutional neural network (CNN) with a bidirectional long short-term memory
(BiLSTM) in order to obtain a model for hourly WS forecasting by utilizing several meteorological variables
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eXplainable Artificial Intelligence as model inputs to study their effects on predicted WS. For input selection, the mutation grey wolf optimizer
(TMGWO) is used. For efficient optimization of CBiLSTM hyperparameters, a hybrid Bayesian Optimization
and HyperBand (BOHB) algorithm is used. The combined usage of TMGWO, BOHB, and CBiLSTM leads to
a three-phase hybrid model (i.e., 3P-CBiLSTM). The performance of 3P-CBiLSTM is benchmarked against the
standalone and hybrid BiLSTMs, LSTMs, gradient boosting (GBRs), random forest (RFRs), and decision tree
regressors (DTRs). The statistical analysis of forecasted WS reveals that the 3P-CBiLSTM is highly effective
over the other benchmark forecasting methods. This objective model also registers the highest percentage of
forecasted errors (≈ 53.4 – 81.8%) within the smallest error range ≤ |0.25| ms−1 amongst all tested study
sites. Despite the remarkable results achieved, the CBiLSTM model cannot be generally understood, so the
eXplainable Artificial Intelligence (xAI) technique was used for explaining local and global model outputs,
based on Local Interpretable Model-Agnostic Explanations (LIME) and SHapley Additive exPlanations (SHAP).
Both of the xAI methods determined that the antecedent WS is the most significant predictor of the short-term
WS forecasting. Therefore, we aver that the proposed model can be employed to help wind farm operators in
making quality decisions in maximizing wind power integration into the grid with reduced intermittency.
1. Introduction

Despite the global advocacy on green recovery post pandemic, the
fossil fuel-based energy demand has increased. Unless appropriate and
immediate action is taken, non-renewable energy sources may finally
run out. Furthermore, fossil fuel combustion contributes to climate
change, which primarily impacts the low-lying Pacific Small Island De-
veloping States (PSIDS). To encourage the use of renewable energy (RE)
whilst mitigating the adverse impacts, the Sustainable Development
Goal (SDG) 7 was established in 2015. Wind energy is one of the most
promising RE resources that has been adopted in many countries as it is
an abundant, eco-friendly, cost-effective, and renewable resource [1].
For instance, despite the COVID-19 pandemic, 2020 and 2021 were the
record years for global wind energy industry, where over 186 GW of
wind power capacities were added globally [2]. However, the existing
growth needs to quadruple by 2030 if the world is to stay on course
for a net-zero carbon pathway by 2050 [2]. To achieve this, ambitious
technological and policy initiatives are required to rapidly increase the
uptake of global wind installations.

The wind turbine (WT) technology used to convert the kinetic
energy of wind into electrical energy has significantly improved over
the years. For optimal performance, the wind speed (WS) largely de-
termines the amount of energy that can be generated by a WT. Hence,
every WT model has a designated cut-in and cut-out speed to ensure
that two criteria are met: (a) oncoming WS should be greater than
the cut-in speed for maximum energy generation and (b) lower than
the cut-out speed to avoid any mechanical or electrical damage. In
the short term, wind energy generation is inherently intermittent and
stochastic, which pose significant challenges for wind farm operators
during generation planning and operation. [3]. Utility companies are
primarily concerned with maintaining a stable grid, which requires
stable energy production from every source connected to the grid. The
intermittent and variable nature of wind energy further complicates
the issue of generating electricity and forces utilities to either resort to
diesel-based generation or refrain from incorporating wind energy. To
overcome these and expedite large-scale global wind power adoption;
accurate, efficient, and trustworthy WS forecasting is needed [4] with
models that are easily understood by engineers and operators, and used
for smart grid development.

The important prerequisite of forecasting is deciding the forecast
horizon and the forecast model class, as these are determined based
on the specific context and the purpose of the forecast. The fore-
cast horizon for WS forecasting is divided into four categories [1,5].
The ultra-short-term (few seconds to 30-min) forecasting is used for
real-time grid operation applications and WT regulation steps. The
short-term (30-min to 6-h) range is crucial for economical planning
of load dispatch (i.e., preload sharing) and operational security. The
medium-term (6-h to 1-day) forecast horizon is used for energy trading
and electric power system management. Lastly, the long-term (> 1-
day) forecasting range is used for maintenance scheduling, operational
2

management, and feasibility study for optimal site selection. This study
is focused on short-term hourly WS forecasting. The research outcome
will help obtain reliable 1-h ahead estimations of the expected wind
power generations from the WTs since wind power is proportional to
the cube of WS (i.e., 𝑃 ∝ WS3).

Essentially, there are four main categories of forecasting models
including physical, statistical, artificial intelligence (AI), and hybrid
methods. Physical models forecast WS by simulating the physical
laws based on meteorological conditions, geographical parameters,
and boundary conditions [4]. The widely used physical models in-
clude numerical weather prediction (NWP) and weather and research
forecasting (WRF). These methods can generate reliable long-term
forecasting results [6]. However, physical models have high compu-
tational complexity and suffer from information latency. Hence, it is
in many cases unsuitable for short-term WS forecasting [5,7]. Unlike
physical models, statistical models forecast WS by using historical WS
data and are better at dealing with short-term forecasting problems.
The commonly used statistical models include autoregressive (AR),
autoregressive moving average (ARMA), and autoregressive integrated
moving average (ARIMA) [8]. These models are characterized by
simple structure and high stability. Although statistical models are
advantageous in terms of computational complexity, they are more
suited for linear time series applications [8]. However, WS data are
stochastic with complex fluctuations and nonlinear features, which
statistical models cannot capture.

As a result, AI-based machine learning (ML) and deep learning
(DL) models are more effective in handling the volatile WS data with
nonlinear characteristics. Common interpretable ML models used for
WS forecasting include tree-based regressors, such as random forest
(RFR), decision trees (DTR), and gradient boosting (GBR) [9]. Tree-
based models are explainable and obtain better short-term predictive
accuracy over physical and statistical models. However, when used
with large datasets, a single tree may grow a large number of nodes,
which raises model complexity and leads to overfitting [10]. Other
popular non-interpretable ML models include support vector regression
(SVR) [11–13] and artificial neural networks (ANN) [14–16]. SVR
achieved better WS predictions over AR, ARMA, and ARIMA models
in [13]. While SVR has a good generalization ability to efficiently
reach the global solution, its scalability for larger datasets is limited.
ANN can address this, owing to its powerful multivariable mapping
capability as demonstrated in [17]. However, ANN often gets trapped
in the local optimal solution and loses sight of the internal influence
of the data [18]. This restricts further improvements of the forecasting
accuracy.

On the other hand, DL models are able to overcome the limitations
of ML-based models as it can handle large amounts of data and capture
the complex underlying patterns in the data. DL is proposed for fea-
ture extraction and temporal dependence modelling-related tasks [10].
Feature extraction makes the model concise by reducing the number
of parameters. The popular models applied for feature extraction of
WS forecasting include stacked autoencoder (SAE), deep belief network
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Table 1
Literature review of recent hybrid LSTM, BiLSTM, and CBiLSTM-related forecasting tools used to forecast short-term wind speed (WS). Key: ★ represents univariate data, ★★

denotes multivariate data, ▴ indicates the advantage(s) of the proposed model, and ▾ states the drawback(s) of the proposed approach.
Data type Hybrid model acronym Model description Model key features (i.e., pros and cons) Reference

1-h ★ WTD-FS-CSA-LSTM WTD is used to decompose data, MI is used
for FS, all sub-layers are forecasted by
LSTM with CSA used to optimize the HPs.

▴ WTD eliminates the stochastic behaviour of WS. Good
accuracy improvement over benchmark models.
▾ Only learning rate and batch size HPs optimized. CSA
needs initialization. MI is a filter FS method, which
ignores interaction with the predictive model.

[19]

1-h ★ ICEEMDAN-LSTM-GWO ICEEMDAN is used for decomposition,
LSTM predicts the individual IMFs, and
GWO optimizes the weighted coefficients of
each IMF to combine the results.

▴ Signal processing and weight optimization improves
forecasting accuracy.
▾ Forecasting each IMF raises computational complexity.
HPs not optimized.

[20]

1-h ★ FWA-LSTM FWA is used to optimize the HPs of LSTM. ▴ FWA optimization gives better results compared to PSO
and is superior in terms of convergence speed.
▾ Had a MAPE of 30.05% indicating that the accuracy
could have been further improved. FWA needs
initialization.

[21]

10-min ★ EWT-BiLSTM EWT decomposes data, BiLSTM individually
predicts the low and high-frequency
sub-series and the results are aggregated.

▴ EWT is a self-adaptive decomposition method with
self-adjusted parameters, which combines the advantages
of WT and EMD.
▾ BiLSTM HPs are manually tuned.

[22]

10-min & 1-h ★ ED-HGNDO-BiLSTM ED is used to decompose the data, BiLSTM
is used to forecast the decomposed
components, and HGNDO is used to tune
BiLSTM HPs.

▴ ED efficiently extracts the features of the nonlinear WS
data. HGNDO is useful for solving computationally
expensive optimization problems.
▾ Complex ‘‘black-box’’ model, but no xAI used. HGNDO
needs initialization.

[18]

10-min ★★ FS-BO-BiLSTM Hybrid FS (i.e., stage 1 = PACF & CCF,
stage 2 = RReliefF, and stage 3 =
Boruta-RF) used for dimensionality
reduction, BiLSTM used for forecasting, and
BO used to optimize BiLSTM.

▴ Combination of filter and wrapper-based FS allowed
robust dimensionality reduction. BO efficiently optimized
the HPs.
▾ Although multivariate data is used, the way these
features interact with output to generate predictions is
not interpretable.

[10]

10-min & 1-h ★★ SSD-MEMD-AMCBiLSTM SSD is used to denoise of the original
multivariate data, MEMD is used to
decompose the denoised series, and CNN
with attention mechanism (AM) and BiLSTM
is used to forecast the individual signals.

▴ SSD successfully extracted the trend. MEMD
simultaneously decomposed the multivariate data into
IMFs and residuals. AM enhanced the nonlinear spatial
feature extraction ability of CNN.
▾ No FS used. HPs selected manually. Not fully
explainable.

[23]

10-min ★ TVFEMD-RF-CBiLSTM-ISCA TVFEMD is used to decompose the data, RF
is used to analyse the importance of each
decomposed component, CBiLSTM is used
to forecast the WS, and ISCA is used to
optimize the HPs of BiLSTM.

▴ TVFEMD is an improved EMD, which overcomes the
problem of model aliasing. RF eliminated the redundant
data. Convergence of ISCA > SCA.
▾ Forecasting each IMF increases computational
complexity. ISCA is used only to optimize BiLSTM and
not CNN. ISCA needs initialization.

[24]

1-h ★ EEMD-GA-CBiLSTM EEMD is used to decompose the data,
CBiLSTM optimized by GA is used to
forecast the individual components.

▴ EEMD is an improvement over EMD. GA is a popular
optimization tool that helped achieve good results.
▾ EEMD not benchmarked against ICEEMDAN.
Optimizing individual components of EEMD increased
complexity (e.g., took ≈ 8-h to train the model). Needs
parallel computing. GA needs initialization.

[25]
C
a
i

(DBN), and convolutional neural network (CNN) [26]. One-dimensional
(1-D) CNN has shown remarkable results for time series-related feature
extraction via its convolutional kernels to autonomously mine pertinent
information from the data [27]. For instance, CNN used for short-term
WS forecasting in [28] outperformed the benchmark SVR and kernel
ridge regression (KRR) models. Recurrent neural network (RNN) is
widely used for temporal dependence forecasting [26], which helps in
predicting future events using past information. Unfortunately, RNN
suffers from the vanishing and exploding gradient issue, which makes
learning of long data sequences difficult [10]. Long short-term memory
network (LSTM) overcomes this issue but is limited to processing the
information in a single direction; hence, can miss out on pertinent
information [29]. An improvement over LSTM is the bidirectional LSTM
(BiLSTM), which can process the information in both forward and
backward directions [30]. This dual information flow characteristic
facilitated efficient learning of long-term dependencies in [10], regis-
tering better performance over LSTM and RNN. Moreover, the single
DL models discussed for feature extraction (e.g., CNN) and temporal
modelling (e.g., BiLSTM) are quite powerful on their own. However,
3

integration of these methods would help maximize the forecasting d
accuracy. Therefore, CNN and BiLSTM (i.e., CBiLSTM) are combined
in this study to take advantage of both methods.

With the continuous development of WS forecasting methods, re-
lying solely on standalone models may not suffice. Hybrid models
are required, which combine the strengths of different techniques. An
overview of recent hybrid models are furnished in Table 1. Literature
shows that integration of various methods enhances the predictive ac-
curacy. For instance, the hybridized LSTM in Table 1 had 91.35% [19],
70.38% [20], and 21.81% [21] decrease in mean absolute percent-
age error (MAPE) over standalone LSTM. The BiLSTM-based studies
also revealed the superiority of hybridized models, where as much as
41.84% [22], 16.44% [18], and 10.99% [10] improvements were estab-
lished over the standalone BiLSTM. Additionally, CBiLSTM-studies also
favoured the hybrid variants. The hybrid CBiLSTM models in Table 1
had 61.79% [23] and 61.94% [24] decrease in MAPE over standalone
BiLSTM, and 50.84% [25] improvement in MAPE over standalone

BiLSTM. It is evident from the results that the researchers have used
variety of techniques to achieve accurate results. Data decomposition

s a commonly used tool in these studies, where researchers applied

ifferent methods to extract hidden information from chaotic data.



Applied Energy 359 (2024) 122624L.P. Joseph et al.

(
i
h
a
t
b
v
t
w
F
m
R
b
p
P

These included wavelet transform decomposition (WTD) [19], empir-
ical WT (EWT) [22], improved complete ensemble empirical mode
decomposition with adaptive noise (ICEEMDAN) [20], multivariate
EMD (MEMD) [23], time-varying filter based EMD (TVFEMD) [24],
evolutionary decomposition (ED) [18], and singular spectrum decom-
position (SSD) [23]. However, data decomposition increases computa-
tional complexity for short-term forecasting as numerous decomposed
series are forecasted individually and later combined [31]. Hence, data
decomposition is not tested in this current study. Other hybridization
tools employed by researchers in Table 1 include hyperparameter opti-
mization (HPO) and feature selection (FS). Both hybridization tools are
crucial for improving model performances. Thus, after identifying the
necessary gaps in the literature, robust HPO and FS methods are tested
in this study.

Model hyperparameters (HPs) need to be optimized for ideal predic-
tive performance. Manual tuning through trial-and-error is highly inef-
ficient as observed in [20,22,23] (Table 1). Studies have also explored
meta-heuristic (MH) optimization techniques like the crow search algo-
rithm (CSA) [19] and fireworks algorithm (FWA) [21] to tune LSTM,
where both outperformed particle swarm optimization (PSO). Liter-
ature on the application of other MHs is summarized in Table 1
including hybrid generalized normal distribution optimizer (HGNDO),
improved sine and cosine algorithm (ISCA), and genetic algorithm
(GA). However, these MH algorithms require initialization. For in-
stance, GA requires the initialization of crossover rate, mutation rate,
and population size before HPO [32]. This is time-consuming, and
improper parameter adjustment gives poor solutions during HPO. The
popular grid search (GS) [33] and random search (RS) [34] do not
require initialization. GS exhaustively evaluates all HP combinations,
whereas RS randomly selects predefined HP combinations in the search
space. Unfortunately, for both GS and RS, each evaluation in their
iterations is independent of previous ones [34], which prompts time
wastage in exploring suboptimal areas. The state-of-the-art HyperBand
(HB) [35] and Bayesian Optimization (BO) [36,37] methods help over-
come the drawbacks of GA, GS, and RS (Table B.1). HB makes HPO
efficient by allocating more budget to promising HP configurations.
It mimics an early-stoppage strategy, where an unpromising learning
curve eliminates the poor HP configuration [38]. A limitation of HB
is that it assumes that all HP configuration points are independent
when it is generally smooth [38]. BO overcomes this as it is based on
the smoothness assumption [36]. When sampling the next trial point,
BO balances between exploration and exploitation, which allowed ef-
fective optimization of BiLSTM for WS forecasting in [10]. However,
BO uniformly allocates the computational budget, causing efficiency
issues [38]. For an efficient and accurate HPO, studies [39,40] recom-
mend combining Bayesian Optimization and HyperBand (BOHB) [39]
to integrate their benefits and eliminate their drawbacks. Therefore, a
robust BOHB is used in this study to optimize CBiLSTM.

Alongside HPO, relevant features must be considered for optimal
model performance. Numerous studies reviewed in Table 1 (e.g., [18,
20,24,25]) relied only on antecedent WS data for WS prediction
i.e., univariate modelling). However, meteorological variables are
mportant WS predictors also. In [10], pressure, temperature, and
umidity were highly influential predictors. This is evidence-based
s changes in air pressure affect WS, temperature difference between
wo locations causes a pressure gradient, and air moisture affects WS
y changing the air density. Considering the importance of weather
ariables, this study uses several ground-level and satellite-based me-
eorological predictors. To remove extraneous inputs, FS is required,
hich is grouped into filter, wrapper, and embedded categories [41].
or WS forecasting, a few examples include filter-based mutual infor-
ation (MI) [19], wrapper-based Boruta-RF [10], and embedded-based
F [42]. These methods have their pros and cons. However, wrapper-
ased methods ensure better predictive accuracy when fused with
opulation-based optimization algorithms (POAs) [43]. This is because
4

OAs have powerful search capabilities. Several POAs have been tested
for FS, where a few important ones are summarized in Table B.2.
The popularly used PSO [44] is simple and easy to parallelize but
often stagnates before finding a globally optimum solution. Sine and
cosine algorithm (SCA) [45] has good local search ability but fails
to transition smoothly from exploration to exploitation. Salp swarm
algorithm (SSA) [46] is less reliant on initial solutions but suffers from
poor population diversity. Whale optimization algorithm (WOA) [47]
has a strong neighbourhood search ability but needs more iterations
to find the global optimum solution. Grey wolf optimizer (GWO) [48]
is another advanced POA. It has three search agents guiding the
direction towards a near-optimal solution. GWO retains prior solutions
obtained over the course of an iterative process. However, GWO has
poor exploitation with complex applications. To overcome this, GWO
is integrated with a two-phase mutation (TMGWO) [49]. The mutation
process enhances the exploitation capability and helps the search
agents find the global optimum solution. TMGWO is tested in [49],
where it outperformed several optimizers including GWO, WOA, and
PSO. Evaluation of improved GWO in [50] also shows improvements
over GWO, PSO, SSA, SCA, WOA, and several other POAs. Given its
exceptional characteristics over other POAs, TMGWO is used in this
study for FS.

Moreover, integration of TMGWO, BOHB, and CBiLSTM results in
a three-phase hybrid model (i.e., 3P-CBiLSTM), which offers excellent
predictive performance. However, this hybrid architecture is a non-
interpretable ‘‘black-box’’ model, which requires eXplainable Artificial
Intelligence (xAI) to increase model transparency and make the re-
sults trustworthy. Explainable models are required in the wind energy
sector to avoid potential biases in decision-making. The stochastic
nature of wind can have adverse consequences on the reliability and
cost of energy supply as well as loss in confidence in AI forecast-
ing systems. Hence, xAI can aid in making the model interpretable.
Different types of AI interpretability methods are available, which
vary depending on the nature of the problem. A taxonomy of AI
interpretability methods are presented in [51] (e.g., Fig. 1). Based
on this taxonomy, a model-agnostic explainer is required to interpret
the results of CBiLSTM model. Model-agnostic explainers can be ap-
plied to any ‘‘black-box’’ model, where it is employed after the model
training step (i.e., post hoc) without affecting its performance [52].
Popular model-agnostic explainers include Local Interpretable Model-
Agnostic Explanations (LIME) [53] and SHapley Additive exPlanations
(SHAP) [54,55]. LIME trains a sparse linear interpretable model locally
around the prediction of interest to explain it in terms of the features
used [56]. LIME is advantageous as it can provide explanations that
are tailored to a specific data point (i.e., local explanation) [53]. This
is useful when the model is highly nonlinear and difficult to understand
or predict. On the other hand, SHAP is based on cooperative game
theory and uses Shapley values to assign each input feature a score that
represents its contribution to the model’s output (i.e., global explana-
tion) [54,55]. SHAP considers all possible predictions of an instance
using all possible feature subsets, which makes it computationally
complex. However, SHAP explanations are consistent, additive, and
locally more accurate over LIME [56]. In this study, LIME and SHAP
are used for local and global interpretability of the objective model.

The novel contributions of this paper are as follows:

(i) A hybrid DL model combining the benefits of CNN and BiL-
STM has been applied to a short-term hourly WS forecasting
problem. Most WS studies rely only on historical wind data
to perform forecasts. To address this, numerous ground-level
and satellite-based weather variables are integrated as CBiLSTM
inputs.

(ii) The computational complexity of CBiLSTM has been reduced
through a robust dimensionality reduction technique based on
a grey wolf optimization algorithm integrated with a two-phase
mutation (TMGWO). This improved method has enhanced ex-
ploitation capability, which achieves optimal convergence to

filter out irrelevant inputs.
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Fig. 1. Taxonomy of eXplainable Artificial Intelligence (xAI) interpretability techniques.
(iii) The learning competence of CBiLSTM has been improved by
efficient hyperparameter tuning using a hybrid Bayesian Opti-
mization and HyperBand (BOHB) algorithm. BOHB integrates
the benefits and eliminates the drawbacks of state-of-the-art
BO and HB techniques during hyperparameter optimization.
This helps achieve exceptional results when tuning complex
‘‘black-box’’ models.

(iv) Most WS studies using complex ‘‘black-box’’ models find it chal-
lenging to interpret how specific predictions are made. This
lack of transparency poses a significant drawback. To over-
come this, an explainable AI xAI approach has been explored
through model-agnostic xAI techniques to interpret the local
model prediction results using LIME and global model results
using SHAP.

(v) This research introduces a novel explainable three-phase hybrid
CBiLSTM (i.e., 3P-CBiLSTM) model that enhances accuracy and
reliability in WS forecasting. This significant contribution can
help grid operators counteract fluctuations in wind power gen-
eration to balance the supply and demand of electricity and
prevent blackouts.

The remainder of this paper is structured as follows: Section 2
presents the theoretical overview of the methods and algorithms used
in this paper. Section 3 describes the methodology proposed. Sec-
tion 4 presents and discusses the results obtained. Finally, Section 5
summarizes the conclusion and suggests future research options.

2. Theoretical overview

2.1. Hybrid CBiLSTM architecture

CBiLSTM is a combination of 1-D CNN and BiLSTM models. 1-D
CNN is beneficial for time series data as it allows local connection and
weight sharing, which reduces the number of parameters and improves
the learning efficiency [57]. CNN includes convolutional, pooling, and
fully connected (FC) layers [58]. Each convolutional layer has several
convolutional kernels to extract hidden features and form a feature
map, which goes through a nonlinear activation function 𝑓 (⋅) to form
the output 𝑐𝑖 of the 𝑖𝑡ℎ input as follows:

𝑐 = 𝑓
(

𝑤 ∗ 𝑥 + 𝑏
)

(1)
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𝑖 𝑖 𝑖 𝑖
where 𝑤𝑖, 𝑥𝑖, and 𝑏𝑖 are the weight matrix, input, and bias vector,
respectively.

The convolutional layer output is reduced by the pooling layer,
which mitigates overfitting. The reduced feature map is transferred
to the FC layer, which in this study is coupled with BiLSTM for WS
forecasting.

BiLSTM is an improved LSTM [30]. LSTM addresses the vanishing
and exploding gradient problem of RNN [29]. LSTM uses memory cells
to remember long-term past information and regulates it through a
gate mechanism. It has three gates: input 𝑖𝑡, forget 𝑓𝑡, and output 𝑜𝑡.
Information from the current input data 𝑥𝑡 and the outputs ℎ𝑡−1 of the
memory cells at the previous time-step (𝑡 − 1) are transitioned by the
sigmoid function 𝜎. Thus, 𝑓𝑡 is computed using:

𝑓𝑡 = 𝜎
(

𝑊𝑓,𝑥𝑥𝑡 +𝑊𝑓,ℎℎ𝑡−1 + 𝑏𝑓
)

(2)

where 𝑊 and 𝑏 are the weight matrices and bias terms of any gate unit,
respectively.

Then the model selects new information that needs to be kept in the
cell states 𝑐𝑡. To calculate new 𝑐𝑡, two additional prior computations are
needed to obtain the value of 𝑖𝑡 at time-step 𝑡 and the new candidate
value 𝑐𝑡. These are expressed as:

𝑖𝑡 = 𝜎
(

𝑊𝑖,𝑥𝑥𝑡 +𝑊𝑖,ℎℎ𝑡−1 + 𝑏𝑖
)

(3)

𝑐𝑡 = tanh
(

𝑊𝑐,𝑥𝑥𝑡 +𝑊𝑐,ℎℎ𝑡−1 + 𝑏𝑐
)

(4)

𝑐𝑡 = 𝑓𝑡 ⊙ 𝑐𝑡−1 + 𝑖𝑡 ⊙ 𝑐𝑡, (5)

where ⊙ represents the Hadamard product (i.e., element-wise product).
Finally, the 𝑜𝑡 selects the output ℎ𝑡 of the memory cells using:

𝑜𝑡 = 𝜎
(

𝑊𝑜,𝑥𝑥𝑡 +𝑊𝑜,ℎℎ𝑡−1 + 𝑏𝑜
)

(6)

ℎ𝑡 = 𝑜𝑡 ⊙ tanh
(

𝑐𝑡
)

(7)

LSTM processes information in forward direction only. BiLSTM has
both forward and backward LSTM layers. The forward LSTM processes
the past data information of the input sequence and backward LSTM
uses the future information. Forward ⃖⃖⃗ℎ𝑡 and backward ⃖⃖ ⃖ℎ𝑡 hidden states
are combined as follows:

ℎ = ⃖⃖⃗ℎ ⊕ ⃖⃖ ⃖ℎ (8)
𝑡 𝑡 𝑡
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where ⊕ denotes summation. Since BiLSTM uses both preceding and
ubsequent information, it produces better learning efficiency over
STM [30]. The theoretical details of gradient boosting (GBR), random
orest (RFR), and decision tree regressor (DTR) used for comparison are
escribed elsewhere [59–61].

.2. Bayesian Optimization and HyperBand (BOHB)

BOHB [39] is a powerful HPO algorithm, which locates optimal
olution with fewer evaluations over other optimizers. It is suitable for
omplex optimization problems as it combines the advantages of BO
nd HB.

BO [36] uses a probabilistic surrogate model for modelling the
bjective function and an acquisition function to explore new areas
n sample space and exploit areas already known for better results. It
pplies to model the objective function 𝑓 (𝑥) using a probabilistic model

𝑃 (𝑓 |𝐷) based on the observed data 𝐷 = {
(

𝑥0, 𝑦0
)

,… , (𝑥𝑖−1, 𝑦𝑖−1)}.
This study uses an Expected Improvement (EI) criterion [40] as an
acquisition function, which in the best observed location 𝑥 is given as:

𝐸𝐼𝑦(𝑥) = ∫

𝑓min

−∞
max

{

𝑓min − 𝑓, 0
}

𝑑𝑃 (𝑓 |𝐷) (9)

where 𝑓min = min
{

𝑓0, 𝑓1,… , 𝑓𝑛
}

. To model the objective function, tree-
structured Parzen estimator (TPE) is used as a surrogate model for
efficiency [62]. TPE uses a kernel density estimator (KDE) to model
the probability densities over the input configurations, given as:

𝑙 (𝑥) = 𝑃 (𝑦 < 𝑦 (𝑥) |𝑥,𝐷) (10)

𝑔 (𝑥) = 𝑃 (𝑦 ≥ 𝑦 (𝑥) |𝑥,𝐷) (11)

HB [35] uses successive halving (SH) [63] to find the best out of
𝑛 randomly-sampled configurations. SH evaluates the 𝑛 configurations
with a small budget, removes the worst half and doubles the budget.
The process is continued until the best configuration is remaining.
However, SH suffers from budget (𝐵) vs. number of configuration (𝑛)
ssue. HB solves this by balancing highly complex evaluations with
any 𝑛 on the smallest 𝐵.

In BOHB, at the beginning of each iteration, HB-based random
ampling is applied to get the required model configuration via con-
inuous SH operation. BOHB uses the same sampling strategy as HB,
ut BO is used to select new configurations based on prior trials.
he surrogate model of BO used in BOHB resembles TPE, which is a
ingle multidimensional KDE. Minimal number of configurations 𝑁min

is needed to fit a suitable KDE, where Eqs. (12) and (13) represent the
model density of the best and worst configurations, respectively.

𝑁𝐵,𝑔 = max(𝑁min, 𝑁𝐵 −𝑁𝐵 , 𝑙) (12)

𝑁𝐵,𝑙 = max(𝑁min, 𝑞 ⋅𝑁𝐵) (13)

where 𝑁𝐵 is the number of samples for 𝐵 and 𝑞 is the percentile for
𝐵 .

.3. Grey Wolf Optimizer algorithm integrated with a Two-phase Mutation
TMGWO)

GWO [48] simulates the hunting behaviour of grey wolves, where
he pack leader (alpha – 𝛼) guides other members (beta – 𝛽, delta –
, and omega – 𝜔) to look for prey. It uses a population of potential
olutions to a problem, and iteratively updates it to find the best one.
or instance, 𝛼, 𝛽, 𝛿, and 𝜔 represent the first, second, third-best, and
emaining candidate solutions, respectively.

The wolves encircle their prey during hunting, which is mathemat-
cally represented as:

⃖⃖⃗ = |⃖⃖⃗𝐶 ⋅ ⃖⃖⃖⃖⃗𝑋 − ⃖⃖⃗𝑋(𝑡)| (14)
6

|

|

𝑝 |

|

⃖⃖⃗ (𝑡 + 1) = |

|

|

⃖⃖⃖⃖⃗𝑋𝑝 (𝑡) − ⃖⃖⃗𝐴 ⋅ ⃖⃖⃗𝐷|

|

|

(15)

here ⃖⃖⃖⃖⃗𝑋𝑝 and ⃖⃖⃗𝑋 are the prey and grey wolf positions, respectively at
teration 𝑡. ⃖⃖⃗𝐴 and ⃖⃖⃗𝐶 are coefficient vectors, given as:

⃖⃖⃗ = |

|

|

2 ⃖⃗𝑎 ⋅ ⃖⃖⃗𝑈1 − ⃖⃗𝑎||
|

(16)

⃖⃖⃗ = 2 ⋅ ⃖⃖⃗𝑈2 (17)

here ⃖⃖⃗𝑈1 and ⃖⃖⃗𝑈2 are uniform random vectors between 0 to 1, and ⃖⃗𝑎 is
linearly decreasing number from 2 to 0 at each iteration 𝑖:

⃖⃗ = 2 − 𝑡
( 2
𝑖

)

(18)

The grey wolf position (𝑋, 𝑌 ) can be updated based on the prey
position (𝑋∗, 𝑌 ∗), where adjusting ⃖⃖⃗𝐴 and ⃖⃖⃗𝐶 give the best position. The

olves update their positions in form of three best solutions (i.e., ⃖⃖⃖⃖⃗𝑋1,
⃖⃖⃖⃖⃗2, and ⃖⃖⃖⃖⃗𝑋3) as follows:

⃖⃖⃗ (𝑡 + 1) =

(

⃖⃖⃖⃖⃗𝑋1 + ⃖⃖⃖⃖⃗𝑋2 + ⃖⃖⃖⃖⃗𝑋3

)

3
(19)

⃖⃖⃖⃖⃗𝑋1 = ⃖⃖⃖⃖⃗𝑋𝛼 − ⃖⃖⃖⃖⃗𝐴1 ⋅
(

⃖⃖⃖⃖⃗𝐷𝛼

)

, ⃖⃖⃖⃖⃗𝐷𝛼 = |

|

|

⃖⃖⃖⃖⃗𝐶1 ⋅ ⃖⃖⃖⃖⃗𝑋𝛼 − ⃖⃖⃗𝑋|

|

|

(20)

⃖⃖⃖⃖⃗𝑋2 = ⃖⃖⃖⃖⃗𝑋𝛽 − ⃖⃖⃖⃖⃗𝐴2 ⋅
(

⃖⃖⃖⃖⃗𝐷𝛽

)

, ⃖⃖⃖⃖⃗𝐷𝛽 = |

|

|

⃖⃖⃖⃖⃗𝐶2 ⋅ ⃖⃖⃖⃖⃗𝑋𝛽 − ⃖⃖⃗𝑋|

|

|

(21)

⃖⃖⃖⃖⃗𝑋3 = ⃖⃖⃖⃖⃗𝑋𝛿 − ⃖⃖⃖⃖⃗𝐴3 ⋅
(

⃖⃖⃖⃖⃗𝐷𝛿

)

, ⃖⃖⃖⃖⃗𝐷𝛿 =
|

|

|

⃖⃖⃖⃖⃗𝐶3 ⋅ ⃖⃖⃖⃖⃗𝑋𝛿 − ⃖⃖⃗𝑋|

|

|

(22)

The additional steps in TMGWO [49] include initialization, evalua-
ion, transformation function, and two-phase mutation as follows:

• Initialization: This phase randomly generates a population of 𝑁
wolves (i.e., search agents). Each search agent has a dimension 𝑑
equivalent to the number of features in the dataset. Each agent
could be a possible solution and is assigned a binary number of 0
(rejected feature) or 1 (selected feature).

• Evaluation: To achieve balance between selecting the least num-
ber of features and maximizing the accuracy, the fitness function
for evaluating the solutions is given as:

𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 𝛼𝛾𝑟 (𝐷) + 𝛽
|𝑠|
|𝑑|

(23)

where 𝛾𝑟 (𝐷) is the error rate of attribute 𝑟 relative to decision
𝐷 calculated using KNN due to its simple implementation [64].
|𝑠| and |𝑑| represent the cardinality of selected feature subset
and all features in the dataset, respectively. 𝛼 and 𝛽 are weight
parameters. Before evaluation, the dataset is spit into training
and testing data. Each sample in the test set locates its nearest
K neighbours from the train set using Euclidean distance as:

𝐸𝑢𝑐𝐷 =

√

√

√

√

𝑑
∑

ℎ=1

(

𝑡𝑟𝑎𝑖𝑛𝑓ℎ − 𝑡𝑒𝑠𝑡𝑓ℎ
)

(24)

where 𝑡𝑟𝑎𝑖𝑛𝑓ℎ and 𝑡𝑒𝑠𝑡𝑓ℎ represent feature ℎ in a sample of 𝑑
features from training and testing partitions. Using only training
and testing data leads to model overfitting. Hence, a time series
split (TSS) 5-fold cross-validation (𝐶𝑉 ) is used.

• Transformation function: The continuous search space of GWO
is mapped into a binary one using sigmoid [65] and tanh [66]
functions as:

𝑋𝑆𝑖
= 1

1 + 𝑒−𝑋𝑖
, 𝑋𝑏𝑖𝑛𝑎𝑟𝑦 =

{

0 if 𝑈 < 𝑋𝑆𝑖

1 if 𝑈 ≥ 𝑋𝑆𝑖

(25)

𝑋𝜈𝑖 = |tanh (𝑥)| , 𝑋𝑏𝑖𝑛𝑎𝑟𝑦 =

{

0 if 𝑈 < 𝑋𝜈𝑖
1 if 𝑈 ≥ 𝑋𝜈𝑖

(26)

where 𝑋𝑆𝑖
and 𝑋𝜈𝑖 are continuous feature values for the respec-

tive functions, 𝑖 = 1,… , 𝑑, and 𝑋𝑏𝑖𝑛𝑎𝑟𝑦 is 0 or 1 based on the

uniform random sample (𝑈).
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Fig. 2. Location of four selected study sites in Viti Levu, Fiji, where the proposed model has been implemented to forecast hourly wind speed (WS).
• Two-phase mutation: Mutation phase 1 is used to reduce the
number of selected features while maintaining a high accuracy.
Phase 2 aims to add more relevant features to further improve
accuracy. The two-phase mutation is done using a probability 𝑀𝑝
to reduce computational complexity.

2.4. eXplainable Artificial Intelligence (xAI)

The proposed DL-based CBiLSTM is a non-interpretable ‘‘black-box’’
model with a complex architecture. This makes it difficult to establish
clear relationship between the inner workings of the model and the
output. Hence, xAI [67] is used to interpret the underlying model be-
haviour. LIME [53] and SHAP [54,55] are two popular model-agnostic
explainers that provide highly reliable interpretations. Therefore, LIME
and SHAP are respectively used for local and global interpretations of
the proposed model, which are described as follows:

2.4.1. Local Interpretable Model-Agnostic Explanations (LIME)
LIME explains the objective model by locally approximating it using

a surrogate sparse linear interpretable model as follows [53]:

• The dataset to be explained is perturbed 𝑛 times to generate
replicated data.

• The ‘‘black-box’’ model performs prediction on the perturbed
data.

• The distance from each perturbed instance to the original obser-
vation is converted to a similarity index.

• From the perturbed data, features that best describe the ‘‘black-
box’’ model predictions are selected.

• A surrogate interpretable model is trained using the features of
the perturbed data.

• The feature weights obtained by the surrogate model is used to
explain the ‘‘black-box’’ models’ local behaviour.

To approximate the ‘‘black-box’’ model 𝑓 , LIME minimizes the
following objective function:

𝜉 (𝑥) = argmin
𝑔𝜖𝐺


(

𝑓, 𝑔, 𝜋𝑥
)

+𝛺 (𝑔) (27)

where 𝑔 is the interpretable model, 𝑥 represents original observation,
𝜋𝑥 is the proximity measure from all permutations to the original obser-
vation, 

(

𝑓, 𝑔, 𝜋𝑥
)

is a measure of unfaithfulness of 𝑔 in approximating
𝑓 in the locality defined by 𝜋, and 𝛺 𝑔 is a model complexity measure.
7

( )
2.4.2. Shapley additive explanations (SHAP)
SHAP is used to identify the global feature influences, dependencies,

and interactions on prediction outcomes [54,55]. This tool is derived
from cooperative game theory, which assigns each input an importance
score for a respective prediction. In game theory, players have a set
of strategies and a reward associated with each strategy. Shapley values
are used to determine the contribution of each player to the outcome
of the game. For explaining the model, the strategies correspond to the
results of the procedures, the players correspond to the features, and
the reward is the quality of the results obtained. Using this concept, in
SHAP, Shapley values indicate the contribution of a given feature to
the overall prediction.

The SHAP value can then be computed as the weighted average of
the marginal contributions over all possible coalitions |𝐹 |! Using [54]:

𝜙𝑖 (𝑓 ) =
∑

{𝑆⊆𝐹 }∖{𝑖}

|𝑆|! (|𝐹 | − |𝑆| − 1)!
|𝐹 |!

⋅
[

𝑓
(

𝑥𝑆∪{𝑖}
)

− 𝑓
(

𝑥𝑆
)]

(28)

where 𝜙𝑖 (𝑓 ) is the weighted average Shapley value that feature 𝑖
provides in the context of all coalitions that exclude 𝑖, 𝐹 is the total
number of features, 𝑆 is the subset (i.e., coalition) of 𝐹 , 𝑓 (𝑥𝑆∪{𝑖})
represents the model prediction using feature 𝑖, and 𝑓

(

𝑥𝑆
)

denotes the
model prediction without 𝑖.

3. Material and methods

3.1. Description of dataset

This study is based on a PSIDS–Fiji, which lies in the South-West
Pacific in between latitudes 15.5◦S – 19.5◦S and longitudes 177◦E
– 179◦W. Fiji has a tropical marine climate with wet season from
November to April and a dry season from May to October. The nation
lies in the region of South-Easterly trade winds, which powers the
existing 10 MW wind farm in Butoni, Sigatoka. Fiji has 332 islands,
where Viti Levu and Vanua Levu take up around 87% of the total
18,333 km2 land area. Viti Levu is larger and more populated with
higher energy demand, which can be met by a future wind farm.
Thus, four sites in Viti Levu: Rakiraki (RK), Sigatoka (SG), Rarawai
(RW), and Tokotoko (TK) (Fig. 2) were selected with their geographical
information presented in Table 2. RK site was selected due to its high
WS, making it a viable site for future wind farm commissioning. SG site
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Table 2
General description of four selected wind speed (WS) datasets obtained from Fiji Meteorological Services (FMS). (Note: The hourly WS data are recorded from 01-01-2017 to
31-12-2019.)

Site no. Site name Site acronym Latitude Longitude Elevation (m) Expected data points Data missing (%) Training
data split
(%)

Testing data
split (%)

1 Rakiraki RK 17.34◦S 178.22◦E 8.1

26,280

3.34

66.67 33.332 Sigatoka SG 18.14◦S 177.50◦E 6.7 7.95
3 Tokotoko TK 18.22◦S 178.17◦E 4.9 1.84
4 Rarawai RW 17.56◦S 177.68◦E 9.3 9.83
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is very close to the existing Butoni wind farm, which made it a good
benchmark site. The remaining two sites were selected based on data
availability (Table 2) as most monitored sites (excluded in this study)
had over 20% of missing data.

The predictive models developed in this study were based on the
historical data with 1-h temporal resolution. The ground-level WS
nd meteorological data were provided by Fiji Meteorological Services
FMS), which were recorded at a height of 10 m above ground level
AGL).

A total of seventeen satellite-based climate variables (Table 3)
ere acquired from NASA’s online public database managed by the
rediction of Worldwide Energy Resource (POWER) project http://
ower.larc.nasa.gov/. The solar-related inputs (e.g., ASWDiR – AUVI)

were based on NASA’s Clouds and the Earth’s Radiant Energy System
Synoptic (CERES SYN1deg Edition 4.1) product [68]. The remaining
meteorological inputs (e.g., T2M – PS) were based on NASA’s Modern
Era Retrospective-Analysis for Research and Applications (MERRA-2)
assimilation model from Goddard’s Global Modelling and Assimilation
Office (GMAO) [68]. These reanalysis data are averaged over 0.5◦

latitude by 0.625◦ longitude geographical grids. The POWER project
team processes the data daily to provide low-latency products. The
reliability of NASA’s reanalysis-based global solar radiation data was
tested in [69], which found a high correlation (𝑟 = 0.60 – 0.94) with
ground-based observed data. In this study, only sites TK and RW had
availability of ground-level Radn (Table 3). The correlation analysis
showed that Radn at both sites had a high correlation with NASA’s
olar-related inputs (Figure B.1). Thus, satellite data can be useful in
he absence of ground-level data.

The statistical mean and standard deviation (SD) of all ground-level
nd satellite-based attributes are furnished in Table 3, where WS is
he target variable to forecast and the remaining variables are used
s model inputs. A large number of climate variables were used in
his study to evaluate their effect on WS forecasting. It is important to
onsider these variables as they are directly linked to the atmospheric
onditions that drive wind patterns.

Other than the statistical mean and the SD value, Figure B.2 also
hows the Weibull distribution of WS. Weibull distribution is character-
zed by scale (𝜆; ms−1) and shape (𝑘; dimensionless) parameters [70].
he 𝜆 parameter is directly related to the mean WS. The 𝑘 parameter
etermines the shape of the WS distribution. A higher value leads to
more peaked distribution concentrated around the mean. A lower

alue gives a flatter distribution with a longer tail, indicating that WS
s variable. The 𝑘 values for the respective sites include 2.33 (RK), 1.73
SG), 1.77 (TK), and 1.65 (RW) (Figure B.2). A smaller 𝑘 range (1.65
1.77) show a high probability of stochastic WS; hence, there is more
eed for WS forecasting at these sites. Alongside Weibull curves, Figure
.3 shows the wind rose plots for all four sites, which share a common
revailing South-East wind direction.

.2. Proposed WS forecasting model development

This study designs an explainable three-phase hybrid modelling
ramework that integrated TMGWO for feature selection (FS) and BOHB
or hyperparameter optimization (HPO), and the outcomes were chan-
8

elled into the CBiLSTM for WS forecasting leading to 3P-CBiLSTM
odel. The proposed 3P-CBiLSTM model schematic is depicted in
ig. 3.

All experiments were implemented in Python under the Google
olaboratory environment (Intel Xeon CPU @2.20 GHz, 13 GB RAM).
he ML and DL models were developed using Sklearn [71] and Ten-
orflow [72] libraries, respectively. Optuna library [73] was used
or BOHB. xAI libraries LIME [53] and SHAP [54] were employed
or model interpretability. The step-by-step procedure to develop the
odel is as follows:
Step 1: The data were partitioned into two components (Table 2),

here 2017–2018 data were allocated for FS, HPO, model training
nd validation; and 2019 data were assigned for model testing. Data
re-processing was done to check for missing values and confirm
ata stationarity. The satellite data had no missing values. However,
he ground-level data had few missing values (Table 2). These were
ackfilled using calendar-averaged values [74]. All extreme outliers
ere replaced with the median values for better model learning.

To test stationarity of the data, all of the attributes summarized
n Table 3 were screened using the augmented Dickey–Fuller (ADF)
est [75]. For the data to be stationary, the null hypothesis (H0) of
his test needs to be rejected. The rejection of H0 is stronger when the
DF statistic test value is more negative than the critical value. The
DF statistic test results for the partitioned data are furnished in Table
.3. The critical values at 1% and 5% significance levels were −3.43
nd −2.86, respectively. The results confirmed that all attributes were
tationary at a 1% significance level, except for the test attribute AAlb

(RK site), which was stationary at a 5% significance level. Hence, there
was no complication regarding non-stationarity in this study.

Step 2: Partial auto-correlation function (PACF) and cross-correlation
unction (CCF) statistical assessment was performed to extract the
ignificant lagged inputs. PACF was utilized to ascertain the best lag of
ntecedent WS. CCF measures the correlation of target WS with the lags

of antecedent climate variables; hence, it was employed to determine
the best lags of ground-level and satellite-based meteorological vari-
ables. Only 20 lags (i.e., past 20-h) were examined since the correlation
coefficient (𝑟) for PACF and cross-correlation coefficient (𝑟𝑐𝑟𝑜𝑠𝑠) for CCF
decreased with antecedent lags > 20. This is because wind gust and
wake effect are short-lived random events, and it is difficult to study
the relationship of WS with other climate indices at longer antecedent
lags [10]. For both PACF and CCF, the attributes with lags exceeding
the 95% confidence band were deemed significant. For each input, only
the most significant lag (out of 20) with the highest 𝑟 for PACF and 𝑟𝑐𝑟𝑜𝑠𝑠
for CCF were selected (Table 4). These significant inputs were then fed
to the TMGWO system.

The TMGWO approach was applied on the training dataset to select
optimal features from the pool of 24 variables for RK, 23 for SG, and 25
for TK and RW. For robust dimensionality reduction, optimal TMGWO
parameters were used. The weight parameters 𝛼 = 0.99 and 𝛽 = 0.01,
and mutation probability 𝑀𝑝 = 0.5 were recommended in [49]. Too
large (i.e., 0.9) or too small (i.e., 0.1) 𝑀𝑝 values respectively result in
high computational complexity and poor precision; hence, are subop-
timal [49]. The number of independent runs (NRuns) was 10 to avoid
randomness [50]. Optimal allocation of number of iterations (Iter) and
population size (𝑁) is critical. For instance, use of small Iter may cause
an optimizer to converge to local minima solutions and stagnate, while
a large Iter has high computational burden. Fortunately, TMGWO does

http://power.larc.nasa.gov/
http://power.larc.nasa.gov/
http://power.larc.nasa.gov/
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Table 3
Descriptive mean and standard deviation (SD) of hourly wind speed (WS) and other ground-level and satellite-based meteorological variables.

Attribute name Attribute acronym Unit RK SG TK RW

Mean SD Mean SD Mean SD Mean SD

Fiji MET Data
(Ground-level)

Wind speed WS ms−1 5.86 2.80 1.96 1.17 2.95 1.65 2.15 1.18
Wind direction WD deg 155.81 54.10 126.00 66.73 137.71 79.56 165.07 72.50
Maximum temperature Tmax ◦C 26.22 2.42 24.92 3.26 25.17 2.79 25.77 3.99
Minimum temperature Tmin ◦C 25.68 2.36 24.31 3.17 24.60 2.73 25.12 3.91
Relative Humidity RH % 80.09 8.73 84.19 11.51 83.19 10.11 82.00 15.13
Mean sea-level pressure Pmsl hPa 1010.98 3.54 NS NS 1011.19 6.06 1010.65 3.60
Total rainfall Rain mm 0.04 0.26 0.02 0.22 0.06 0.34 0.03 0.26
Total solar radiation Radn kWm−2 NA NA NA NA 0.09 0.15 0.11 0.16

NASA Power Data
(Satellite-based)

All Sky Surface Shortwave
Downward Irradiance

ASWDiR Whm−2 204.67 279.43 214.00 290.24 202.53 277.52 223.34 300.11

Clear Sky Surface
Shortwave Downward
Irradiance

CSWDiR Whm−2 282.37 359.54 281.09 358.01 280.95 357.88 282.59 359.79

All Sky Insolation
Clearness Index

ACI dimensionless 0.24 0.26 0.26 0.27 0.24 0.26 0.27 0.28

All Sky Surface Albedo AAlb dimensionless 0.03 0.03 0.03 0.04 0.03 0.04 0.04 0.04
Solar Zenith Angle SZA deg 27.57 31.21 27.27 31.04 27.57 31.21 27.17 30.98
All Sky Surface
Photosynthetically Active
Radiation Total

APARtot Wm−2 97.91 133.97 102.27 138.89 97.30 133.42 105.82 142.60

Clear Sky Surface
Photosynthetically Active
Radiation Total

CPARtot Wm−2 132.23 168.40 131.49 167.44 131.50 167.49 132.09 168.22

All Sky Surface Ultraviolet
A Irradiance

AUVA Wm−2 13.44 18.56 13.95 19.14 13.38 18.49 14.25 19.47

All Sky Surface Ultraviolet
B Irradiance

AUVB Wm−2 0.39 0.63 0.40 0.64 0.39 0.62 0.41 0.65

All Sky Surface Ultraviolet
Index

AUVI dimensionless 2.06 3.33 2.09 3.38 2.02 3.28 2.16 3.46

Temperature at 2 Meters T2M ◦C 25.02 2.14 25.81 2.09 24.61 2.32 26.41 1.84
Dew/Frost Point at 2
Meters

T2Mdew ◦C 21.43 2.19 21.78 2.19 21.18 2.26 22.15 2.08

Wet Bulb Temperature at 2
Meters

T2Mwet ◦C 23.22 1.89 23.80 1.91 22.89 2.04 24.28 1.73

Specific Humidity at 2
Meters

QV2M gkg−1 16.37 2.13 16.51 2.18 16.12 2.19 16.85 2.09

Relative Humidity at 2
Meters

RH2M % 81.04 9.64 78.88 8.74 81.76 9.79 77.83 8.24

Precipitation Corrected PCNcorr mmhour−1 0.24 0.58 0.20 0.50 0.27 0.66 0.21 0.53
Surface Pressure PS kPa 98.74 0.34 100.01 0.35 98.71 0.35 100.18 0.34
t
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not require a very large Iter given its excellent exploitation capability,
hich facilitates faster convergence to a global optimum solution.
ence, the FS process was examined using 𝐼𝑡𝑒𝑟 ∈ {50, 80, 100} [48,
6,77], where the global optimum solution was achieved within 80
terations and stagnation point was reached with Iter > 80. Similarly,

smaller 𝑁 reduces population diversity within the search agents,
hich traps an optimizer in local minima [46]. A large 𝑁 has a
igher computational cost, but it prevents the search agents from
tagnating in the FS process. Consequently, 𝑁 was evaluated on a range
f values {10, 20, 50, 80, 100, 200, 300, 500} [76–78] to obtain the
est solution with the lowest fitness value (FV ) (i.e., RMSE). For FV
omputation, a wrapper-based KNN regressor with K = 5 [49] and a
ime series split (TSS) 5-fold cross-validation (CV ) was used to prevent
verfitting. The FV convergence plots comparing TMGWO and GWO
ith different 𝑁 is shown in Fig. 4 for RK. It is observed that the
V decreases as the 𝑁 increases for both TMGWO and GWO. The
omparison of both optimizers reveals that the improved variant has
etter convergence to global optima at all 𝑁 . Hence, the best solution
as obtained with the smallest FV of 0.5321 ms−1 at 𝑁 = 500 and Iter
49. Nonetheless, the time required for FS with TMGWO increased

ith larger 𝑁 compared to GWO. This can be resolved in future by
sing a parallel version of TMGWO [49]. The selected features are
9

urnished in Table 5. m
Step 3: The new training dataset with optimal predictors were fed
o the CBiLSTM model for HPO using BOHB. Similar to FS, HPO was
one using a TSS 5-fold CV. This CV strategy involved the sequential
ivision of data into multiple subsets (Figure B.4). In the first split,
ne subset was used for training and one was reserved for validation,
imulating future unseen data. In the second split, the first two subsets
ere combined for training and the subsequent subset was allocated

or validation. This process was repeated until the fifth split, which had
ive subsets for training and one for validation. The results were then
veraged over the five splits to obtain ideal HPs. This CV approach
elped preserve the temporal structure of the data whilst preventing
verfitting. For more stable results, the maximum number of BOHB
terations was tested between 30, 50, and 80, where 50 iterations gave
he best results with a low compute time. Fig. 5 illustrates the selection
f HPs at each iteration for the proposed CBiLSTM model for RK site.
he horizontal line represents the selected HP, whereas the vertical line
hows the optimal iteration. The selected HPs for the proposed and
enchmark models are summarized in Table 6. Additionally, Adaptive
oment Estimator (Adam) optimizer was used for all DL-based models

o minimize the loss function during model development.
Step 4: Diverse performance metrics were used to compare the pro-

osed model against the benchmark hybrid (three-phase; 3P and two-
hase; 2P) and standalone (one-phase; 1P) models. The comparative

odels included: BiLSTM, LSTM, GBR, RFR, and DTR.
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Fig. 3. Overall architecture of the objective three-phase CBiLSTM (i.e., 3P-CBiLSTM) model employed for 1-hour ahead wind speed (WS) (ms−1) forecasting. (Note: The key to
the right-hand side of the flowchart summarizes the model development steps.)
Step 5: xAI was used to interpret the predictions, where the pro-
posed ‘‘black-box’’-based 3P-CBiLSTM model was explained locally and
globally using LIME and SHAP, respectively.

3.3. Model evaluation criteria

To compare the proposed 3P-CBiLSTM model against competing
models, two classes (i.e., Class A; ideal value = 1 and Class B; ideal
value = 0) of evaluation metrics were used. Several metrics were
used to limit the drawbacks and utilize the benefits of different indi-
cators [79]. The Class A (Pearson’s correlation coefficient (r), Nash–
Sutcliffe Efficiency (E𝑁𝑆 ), Willmott’s Index of agreement (WI), Legates
and McCabe Index (LM)) and Class B (mean absolute error (MAE ;
10
ms−1), root mean square error (RMSE ; ms−1), mean absolute percent-

age error (MAPE ; %), and relative root mean square error (RRMSE ; %))

indicators used are computed as follows:
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Table 4
Lag summary of output and input data. The output data is 1-hour ahead wind speed (i.e., WSt) and the input data are the most significant lags retrieved
via partial auto-correlation function (PACF) and cross-correlation function (CCF) analysis. (Key: Ld*/Lg is Lead*/Lag, NS is not significant, NA is not
available, and WSa is antecedent wind speed.)

Attributes RK SG TK RW

Ld*/Lg 𝑟*/𝑟𝑐𝑟𝑜𝑠𝑠 Ld*/Lg 𝑟*/𝑟𝑐𝑟𝑜𝑠𝑠 Ld*/Lg 𝑟*/𝑟𝑐𝑟𝑜𝑠𝑠 Ld*/Lg 𝑟*/𝑟𝑐𝑟𝑜𝑠𝑠
Target

WSt 𝑡𝐿+1* 𝑡𝐿+1* 𝑡𝐿+1* 𝑡𝐿+1*

Predictors

WSa 𝑡𝐿−1 0.939 𝑡𝐿−1 0.905 𝑡𝐿−1 0.921 𝑡𝐿−1 0.800
WD 𝑡𝐿−1 −0.426 𝑡𝐿−5 0.057 𝑡𝐿−3 −0.240 𝑡𝐿−1 0.277
Tmax 𝑡𝐿−5 −0.183 𝑡𝐿−1 0.485 𝑡𝐿−1 0.329 𝑡𝐿−1 0.568
Tmin 𝑡𝐿−5 −0.182 𝑡𝐿−1 0.470 𝑡𝐿−1 0.322 𝑡𝐿−1 0.562
RH 𝑡𝐿−1 −0.388 𝑡𝐿−1 −0.697 𝑡𝐿−1 −0.580 𝑡𝐿−1 −0.690
Pmsl 𝑡𝐿−4 0.132 NS NS 𝑡𝐿−5 0.047 𝑡𝐿−2 −0.017
Rain 𝑡𝐿−1 −0.062 𝑡𝐿−3 0.020 𝑡𝐿−5 0.041 𝑡𝐿−1 0.026
Radn NA NA NA NA 𝑡𝐿−1 0.369 𝑡𝐿−1 0.551
ASWDiR 𝑡𝐿−1 0.214 𝑡𝐿−1 0.605 𝑡𝐿−1 0.367 𝑡𝐿−1 0.511
CSWDiR 𝑡𝐿−1 0.215 𝑡𝐿−1 0.636 𝑡𝐿−1 0.395 𝑡𝐿−1 0.551
ACI 𝑡𝐿−1 0.227 𝑡𝐿−1 0.586 𝑡𝐿−1 0.340 𝑡𝐿−1 0.494
AAlb 𝑡𝐿−1 0.202 𝑡𝐿−1 0.372 𝑡𝐿−1 0.218 𝑡𝐿−1 0.492
SZA 𝑡𝐿−1 0.129 𝑡𝐿−1 0.304 𝑡𝐿−1 0.151 𝑡𝐿−1 0.279
APARtot 𝑡𝐿−1 0.211 𝑡𝐿−1 0.606 𝑡𝐿−1 0.370 𝑡𝐿−1 0.513
CPARtot 𝑡𝐿−1 0.213 𝑡𝐿−1 0.635 𝑡𝐿−1 0.393 𝑡𝐿−1 0.550
AUVA 𝑡𝐿−1 0.208 𝑡𝐿−1 0.607 𝑡𝐿−1 0.372 𝑡𝐿−1 0.515
AUVB 𝑡𝐿−5 0.182 𝑡𝐿−1 0.564 𝑡𝐿−1 0.355 𝑡𝐿−1 0.481
AUVI 𝑡𝐿−5 0.178 𝑡𝐿−1 0.558 𝑡𝐿−1 0.351 𝑡𝐿−1 0.477
T2M 𝑡𝐿−5 −0.126 𝑡𝐿−1 0.408 𝑡𝐿−1 0.244 𝑡𝐿−1 0.390
T2Mdew 𝑡𝐿−1 −0.269 𝑡𝐿−1 −0.121 𝑡𝐿−1 −0.131 𝑡𝐿−1 −0.131
T2Mwet 𝑡𝐿−5 −0.213 𝑡𝐿−1 0.153 𝑡𝐿−5 −0.091 𝑡𝐿−1 0.127
QV2M 𝑡𝐿−1 −0.271 𝑡𝐿−1 −0.120 𝑡𝐿−1 −0.134 𝑡𝐿−1 −0.125
RH2M 𝑡𝐿−1 −0.358 𝑡𝐿−1 −0.568 𝑡𝐿−1 −0.410 𝑡𝐿−1 −0.521
PCNcorr 𝑡𝐿−5 −0.108 𝑡𝐿−1 −0.043 𝑡𝐿−5 −0.040 𝑡𝐿−1 −0.038
PS 𝑡𝐿−5 0.221 𝑡𝐿−2 −0.037 𝑡𝐿−5 0.114 𝑡𝐿−1 −0.107
Table 5
Selected and rejected predictor variables after ap-
plication of two-phase mutation grey wolf optimizer
(TMGWO) algorithm. (Note: Variables assigned NS and
NA were not considered after application of PACF and
CCF. For abbreviations, please refer to Table 3.)

Predictors RK SG TK RW

WSa
WD
Tmax
Tmin
RH
Pmsl NS
Rain
Radn NA NA
ASWDiR
CSWDiR
ACI
AAlb
SZA
APARtot
CPARtot
AUVA
AUVB
AUVI
T2M
T2Mdew
T2Mwet
QV2M
RH2M
PCNcorr
PS

No. of features selected 13 14 15 15
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where WS𝑂𝑖 is the observed WS, WS𝐹𝑖 is the forecasted WS, 𝑊𝑆
𝑂

is the
average of observed WS, 𝑊𝑆

𝐹
is the average of forecasted WS, and 𝑁

is the number of samples.

3.3.1. Global performance indicator (GPI)
The global performance indicator (GPI) was used to rank and estab-

lish overall model performance [80]. The GPI combined the results of
all eight metrics used. For 𝑖𝑡ℎ model, GPI is given as:

𝐺𝑃𝐼 =
𝑁
∑

𝑗=1
𝛼𝑗

(

𝑦𝑗 − 𝑦𝑖𝑗
)

(37)

where a larger GPI is preferred for optimal models, 𝑁 is the total
number of metrics used (i.e., 8), 𝛼𝑗 = −1 for Class A metrics and +1
for Class B metrics, 𝑦𝑖𝑗 is the scaled value of metric 𝑗 for model 𝑖, and

𝑦𝑗 is the median value of scaled values of metric 𝑗.
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Fig. 4. Convergence curves for the proposed two-phase mutation grey wolf optimizer (TMGWO) versus the standard grey wolf optimizer (GWO) algorithm-based dimensionality
reduction of predictor variables for Rakiraki (RK) study site.
3.4. Model explainability

LIME and SHAP tools were used to interpret the results of the
proposed ‘‘black-box’’ model. First, LIME was used to explain every in-
stance (𝑖) of the test dataset (i.e., local explanation). For discussion, the
explanations of only five instances are presented, which included the
0𝑡ℎ (first), 25𝑡ℎ (first quarter), 50𝑡ℎ (median), 75𝑡ℎ (third quarter), and
100𝑡ℎ (last) instances of the test dataset. Next, for global explanation,
SHAP Kernel Explainer was used to highlight the effect of respective
predictors on the entire model performance in form of SHAP summary,
feature importance, and feature dependence visual plots.
12
4. Results and discussion

4.1. Model predictive performance

This section compares the predictive performance of the proposed
3P-CBiLSTM with the benchmark models. The initial assessment was
done with r, MAE, and RMSE.

The value of r aims to describe the variance and the extent of
agreement between the observed WS𝑂 and forecasted WS𝐹 , whereas
the error indicators MAE and RMSE reveal model biases. In WS fore-
casting, large biases are undesirable; hence, RMSE helps evaluate model
performance by registering high values to large errors. Conversely,MAE
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Fig. 5. Two-dimensional contour plots of Bayesian Optimization and HyperBand (BOHB) algorithm-based hyperparameter (HP) selection for the objective 3P-CBiLSTM model
devised for Rakiraki (RK) site. The horizontal red dashed lines represent the selected HP(s) and the vertical red dashed lines correspond to the iteration at which the HP was
selected based on the lowest validation mean square error (MSE) (ms−1).
helps evaluate all deviations between WS𝐹 and WS𝑂 equally since it is
not weighted towards higher or lower errors [81].

Also, the expression ofMAE and RMSE in the units ofWS (i.e., ms−1)
makes both measures useful for physical interpretation. Table 7 summa-
rizes model performances based on these measures, where 3P-CBiLSTM
obtained the highest r (0.963 – 0.990) and the lowest MAE (0.149 –
0.308) and RMSE (0.197 – 0.420) for all studied stations. Large r values
(i.e., ≈ 1) show a strong linear association between WS𝐹 and WS𝑂. The
combined usage of MAE and RMSE is also handy for interpreting the
variation in the errors [82]. For instance, there is a minute difference
between MAE and RMSE values for the 3P-CBiLSTM model for all four
sites. It indicates that all errors are of similar magnitude. However, the
difference between MAE (0.438 – 0.915) and RMSE (0.576 – 1.240) is
higher for the poor-performing 1P-DTR for all four sites. It means there
is a higher variance in the individual errors of the predicted sample.
The metrics presented in Table 7 favour the superiority of 3P-CBiLSTM
over the benchmark models. However, model performance needs to be
evaluated using a diverse set of metrics since no evaluation measure is
solely perfect [83,84]. Even r, MAE, and RMSE have certain limitations.
For instance, r standardizes the observed and forecasted means and
variances. Also, it can assign higher correlation values to mediocre
models [85,86]. MAE and RMSE are absolute error indicators, which
are not suitable for model comparison across geographically disparate
sites [87]. This is because a site with higherWS will give larger absolute
error values compared to a site with lower WS regardless of model
performance.

The relative error measures MAPE and RRMSE were used to assess
model bias across different sites. MAPE and RRMSE uses percent-
age criteria to classify the models as: excellent (error < 10%), good
(10% < error < 20%), fair (20% < error < 30%), and poor (error ≥
13
30%) [88]. MAPE in Fig. 6 shows that the proposed model can be
classified as excellent for RK and TK sites, and good for SG and RW.
The best-performing 3P-CBiLSTM achieved 67.28%, 60.36%, 63.82%,
and 41.07% improvements (i.e., reduction) in MAPE over the worst-
performing models for RK, SG, TK, and RW sites, respectively. The
standalone 1P-DTR was the worst-performing model for RK, SG, and TK
sites; and 1P-RFR performed poorly for RW site. Additionally, based on
RRMSE in Fig. 7, the proposed model is categorized as excellent for RK
and good for SG, TK, and RW. Similar to MAPE, high percentage im-
provements in RRMSE were accomplished by the 3P-CBiLSTM over the
tree-based 1P-DTR and 1P-RFR models. MAPE and RRMSE measures
validate the superior performance of the DL-based CBiLSTM model over
the ML-based DTR and RFR models. Further predictive enhancement to
the CBiLSTM algorithm was facilitated by TMGWO FS and BOHB HPO.

Additional metrics E𝑁𝑆 , WI, and LM are furnished in Table 8 to
study the predictive performance of 3P-CBiLSTM. E𝑁𝑆 is a normalized
measure that determines the MSE in the model corresponding to the
variance in the observed data [89]. For physical interpretation: E𝑁𝑆 =
1 shows a perfect match between WS𝐹 and WS𝑂, E𝑁𝑆 = 0 reveals that
the predictions are as accurate as the mean of WS𝑂 (i.e., poor model),
and E𝑁𝑆 < 0 indicates that the mean of WS𝑂 is a better predictor of
WS compared to the model (i.e., worst model). It is a good indicator
to measure a model’s ability to predict values different from the mean.
The E𝑁𝑆 results in Table 8 favour 3P-CBiLSTM by registering values
closer to unity for all sites (e.g., RK: 0.980, SG: 0.975, TK: 0.970, and
RW: 0.926). However, like MSE and RMSE, E𝑁𝑆 tends to overestimate
the higherWS outliers and neglect the lower values [90].WI overcomes
this by considering the ratio of MSE instead of the differences [91]. It
is beneficial for detecting the additive and proportional differences in
the forecasted and observed means and variances. WI ranges from 0 –
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Table 6
Selected hyperparameters (HPs) for the hybrid three-phase (i.e., 3P) models obtained via Bayesian Optimization and HyperBand (BOHB) algorithm. (Note: HPs for hybrid two-phase
(i.e., 2P) and standalone (i.e., 1P) models were retrieved using random search (RS) method.)

Predictive models Model hyperparameters Hyperparameter search space RK SG TK RW

3P-CBiLSTM Filter 1 {9, 18, 36, 72, 144} 72 144 144 144
Filter 2 {9, 18, 36, 72, 144} 36 72 144 144
Filter 3 {9, 18, 36, 72, 144} 18 18 144 36
Hidden neuron 1 {8, 16, 32, 64, 128} 128 16 128 32
BiLSTM cell unit 1 {8, 16, 32, 64, 128} 128 128 128 128
BiLSTM cell unit 2 {8, 16, 32, 64, 128} 64 32 8 128
Hidden neuron 2 {8, 16, 32, 64, 128} 8 8 128 8
Activation function {‘ELU’, ‘ReLU’, ‘SELU’, ‘TanH’} ‘ELU’ ‘SELU’ ‘SELU’ ‘ELU’
Batch size {256, 512} 256 256 512 256
Epochs {64, 128} 64 64 64 64
Optimizer {‘Adam’, ‘Adamax’} ‘Adam’ ‘Adam’ ‘Adam’ ‘Adam’

3P-BiLSTM BiLSTM cell unit 1 {8, 16, 32, 64, 128} 64 128 128 64
BiLSTM cell unit 2 {8, 16, 32, 64, 128} 32 128 64 32
Hidden neuron 1 {8, 16, 32, 64, 128} 32 128 128 128
Hidden neuron 2 {8, 16, 32, 64, 128} 8 32 8 16
Activation function {‘ELU’, ‘ReLU’, ‘SELU’, ‘TanH’} ‘ReLU’ ‘ELU’ ‘SELU’ ‘SELU’
Batch size {256, 512} 256 256 512 256
Epochs {64, 128} 64 64 64 64
Optimizer {‘Adam’, ‘Adamax’} ‘Adam’ ‘Adam’ ‘Adam’ ‘Adam’

3P-LSTM LSTM cell unit 1 {8, 16, 32, 64, 128} 128 128 128 128
LSTM cell unit 2 {8, 16, 32, 64, 128} 128 128 128 16
Hidden neuron 1 {8, 16, 32, 64, 128} 16 128 64 128
Hidden neuron 2 {8, 16, 32, 64, 128} 16 32 16 32
Activation function {‘ELU’, ‘ReLU’, ‘SELU’, ‘TanH’} ‘SELU’ ‘SELU’ ‘SELU’ ‘SELU’
Batch size {256, 512} 256 256 256 256
Epochs {64, 128} 64 64 64 64
Optimizer {‘Adam’, ‘Adamax’} ‘Adam’ ‘Adam’ ‘Adam’ ‘Adam’

3P-GBR Maximum depth of individual regression estimators {1 – 24} 13 8 14 17
Maximum features to consider for best split {‘auto’, ‘sqrt’, ‘log2’, None} ‘auto’ ‘auto’ ‘auto’ ‘auto’
Minimum samples to split internal node {2 – 30} 7 13 12 9

3P-RFR Number of trees in the forest {40, 60, 80, 100, 200} 60 80 80 60
Maximum features to consider for best split {‘auto’, ‘sqrt’, ‘log2’, None} ‘auto’ ‘auto’ ‘auto’ ‘auto’
Minimum number of samples required to be at leaf node {1 – 30} 15 13 13 18
Minimum samples to split internal node {2 – 30} 8 7 10 14

3P-DTR Maximum depth of the tree {1 – 24} 7 7 7 7
Minimum samples to split internal node {2 – 30} 18 8 9 6
Maximum features to consider for best split {‘auto’, ‘sqrt’, ‘log2’, None} ‘auto’ ‘auto’ ‘auto’ ‘auto’
Strategy to choose the split at each node {‘best’, ‘random’} ‘best’ ‘best’ ‘best’ ‘best’
Table 7
Statistical evaluation of the proposed 3P-CBiLSTM model against benchmark models in the test phase using correlation coefficient (r), mean absolute error (MAE), and root mean
squared error (RMSE). The optimal results are italicized.

Models RK SG TK RW

r MAE
(ms−1)

RMSE
(ms−1)

r MAE
(ms−1)

RMSE
(ms−1)

r MAE
(ms−1)

RMSE
(ms−1)

r MAE
(ms−1)

RMSE
(ms−1)

3P-CBiLSTM 0.990 0.308 0.420 0.988 0.149 0.197 0.986 0.218 0.302 0.963 0.267 0.361
3P-BiLSTM 0.982 0.417 0.565 0.975 0.214 0.280 0.975 0.279 0.391 0.951 0.306 0.414
3P-LSTM 0.982 0.427 0.576 0.967 0.240 0.320 0.974 0.280 0.392 0.950 0.310 0.418
3P-GBR 0.979 0.431 0.600 0.975 0.218 0.282 0.971 0.299 0.415 0.944 0.330 0.440
3P-RFR 0.947 0.704 0.957 0.933 0.342 0.450 0.942 0.421 0.585 0.918 0.398 0.530
3P-DTR 0.935 0.781 1.060 0.925 0.361 0.475 0.928 0.471 0.655 0.922 0.388 0.517

2P-CBiLSTM 0.983 0.401 0.543 0.979 0.195 0.257 0.976 0.272 0.379 0.947 0.322 0.431
2P-BiLSTM 0.978 0.461 0.623 0.972 0.230 0.299 0.968 0.313 0.438 0.939 0.344 0.461
2P-LSTM 0.977 0.469 0.631 0.960 0.264 0.352 0.968 0.316 0.441 0.938 0.345 0.462
2P-GBR 0.974 0.479 0.667 0.972 0.234 0.308 0.959 0.353 0.491 0.933 0.359 0.478
2P-RFR 0.934 0.785 1.068 0.918 0.378 0.497 0.921 0.491 0.679 0.906 0.427 0.569
2P-DTR 0.924 0.844 1.144 0.907 0.402 0.529 0.912 0.515 0.713 0.914 0.407 0.543

1P-CBiLSTM 0.978 0.472 0.630 0.972 0.228 0.297 0.969 0.315 0.437 0.933 0.362 0.481
1P-BiLSTM 0.972 0.526 0.707 0.960 0.277 0.356 0.958 0.361 0.501 0.923 0.385 0.515
1P-LSTM 0.971 0.540 0.720 0.951 0.292 0.389 0.956 0.371 0.514 0.922 0.393 0.524
1P-GBR 0.954 0.642 0.893 0.959 0.278 0.358 0.938 0.438 0.608 0.919 0.395 0.527
1P-RFR 0.924 0.847 1.148 0.898 0.421 0.554 0.904 0.540 0.747 0.888 0.465 0.621
1P-DTR 0.911 0.915 1.240 0.890 0.438 0.576 0.886 0.589 0.815 0.897 0.446 0.595
1, where values closer to unity indicate a better agreement of WS𝐹 to
WS𝑂. Table 8 shows that 3P-CBiLSTM recorded the highest WI (0.980
– 0.995) for all tested sites. Although WI is an improvement over 𝑟
and E𝑁𝑆 , it is still sensitive to peak residuals due to the squaring of
residuals in the numerator [92]. Hence, it can assign higher values
14
to mediocre models. LM resolves this issue by removing the squaring
effect of terms [90]. This way, the outliers are not exaggerated, making
LM insensitive to extreme WS values. Thus, LM in Table 8 reasserts that
3P-CBiLSTM displayed the highest accuracy. When compared against
the standalone 1P-CBiLSTM, the proposed hybrid model showed 8.15%,



Applied Energy 359 (2024) 122624L.P. Joseph et al.
Fig. 6. Mean absolute percentage error (MAPE in %) bar plots of all models (i.e., proposed and benchmark) developed for the four studied stations: (a) Rakiraki (RK), (b) Sigatoka
(SG), (c) Tokotoko (TK), and (d) Rarawai (RW) in their test phase.
9.73%, 8.25%, and 13.17% increase in LM for RK, SG, TK, and RW,
respectively. Similar to MAE and RMSE, the combined use of E𝑁𝑆 ,
WI, and LM is recommended as they present valuable information
regarding the forecasted outliers in the sample [93]. For instance, upper
extreme outliers result in low LM but high E𝑁𝑆 and WI, whereas lower
extreme outliers result in low LM, E𝑁𝑆 , and WI [89–91]. Based on these
criteria, the poor-performing 1P-DTR model mainly predicted incorrect
large values, as evidenced by high E𝑁𝑆 (0.787 – 0.825) and WI (0.940
– 0.954) and low LM (0.580 – 0.632) for all sites. Furthermore, GPI was
used to unify the results of all eight statistical metrics. Fig. 8 presents
the GPI values and the respective model ranks, where 3P-CBiLSTM was
ranked the best for all sites.

Moreover, diagnostic plots were used to further examine the aptness
of the proposed model. To visually demonstrate the goodness-of-fit,
Fig. 9 illustrates the best and worst three ranked density scatter plots
of the WS𝑂 and WS𝐹 . The model performance was appraised using the
coefficient of determination (𝑅2) value of a linear fit model, 𝑊𝑆𝐹 =
𝑚(𝑊𝑆𝑂) + 𝑐. The proposed 3P-CBiLSTM registered the highest 𝑅2 of
0.9802, 0.9758, 0.9716, and 0.9267 for sites RK, SG, TK, and RW,
respectively (Fig. 9). This showed that 3P-CBiLSTM had the least vari-
ance between WS𝑂 and WS𝐹 compared to Rank 2 and 3 models at the
tested sites. For a thorough comparison, the 𝑅2, 𝑚, and 𝑐 values of all
models (i.e., proposed and benchmark) are summarized in Table B.4.
The competence of the proposed model was finally evaluated using
the spread of forecasting errors (𝐹𝐸) to visually examine the biases.
Fig. 10 displays the best and worst three ranked histogram plots. The
probability distribution of |𝐹𝐸| were yielded in error brackets of 0.25
step-sizes for all sites. The best three ranked models registered smaller
15
spreads in prediction error for all sites over the worst ranked models.
A detailed assessment of the probability of |𝐹𝐸| for all models further
confirmed the efficacy of 3P-CBiLSTM by acquiring the percentage of
least errors in bigger error brackets and the most error of 53.4%, 81.8%,
68.3%, and 59.1% were in the first bin (0 ≤ 𝐹𝐸 ≤ 0.25) for RK, SG, TK,
and RW, respectively. Aligned with other indicators used, the spread of
errors revealed that the hybridization of CBiLSTM with TMGWO and
BOHB outweigh the benchmark models for hourly WS forecasting.

4.2. Model training and testing run time

The training and testing run time (i.e., compute time) of all models
are summarized in Table 9. The DL-based models recorded higher
compute time than the ML-based models. Although more complex
and time-consuming, the DL models offer better predictive accuracy,
which is required in the wind energy sector for better decision-making.
Amongst the DL models, CBiLSTM has a faster execution time. This
is accredited to its CNN layer, which reduces the number of parame-
ters, making the model concise. Furthermore, the comparison between
hybrid and standalone counterparts indicates the following order of
time efficiency: three-phase > two-phase > one-phase. The standalone
models do not employ TMGWO; hence, have 24 (RK), 23 (SG), and
25 (TK and RW) inputs. The use of TMGWO for the two-phase models
reduces the inputs to 13 (RK), 14 (SG), and 15 (TK and RW). The
two-phase models trained with fewer inputs result in lower compute
time.

For instance, the 2P-CBiLSTM model had a 27.83% (RK), 31.15%
(SG), 25.18% (TK), and 27.04% (RW) reduction in the computation
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Fig. 7. Relative root mean square error (RRMSE in %) bar plots of all models (i.e., proposed and benchmark) developed for the four studied stations: (a) Rakiraki (RK), (b)
Sigatoka (SG), (c) Tokotoko (TK), and (d) Rarawai (RW) in their test phase.
Table 8
Statistical evaluation of the proposed 3P-CBiLSTM model against benchmark models in the test phase using Nash–Sutcliffe coefficient (E𝑁𝑆 ), Willmott’s Index (WI), and Legates
and McCabe’s Index (LM). The optimal results are italicized.

Models RK SG TK RW

E𝑁𝑆 WI LM E𝑁𝑆 WI LM E𝑁𝑆 WI LM E𝑁𝑆 WI LM

3P-CBiLSTM 0.980 0.995 0.876 0.975 0.994 0.857 0.970 0.992 0.853 0.926 0.980 0.756
3P-BiLSTM 0.964 0.991 0.832 0.950 0.987 0.794 0.949 0.987 0.811 0.903 0.974 0.720
3P-LSTM 0.962 0.990 0.829 0.934 0.983 0.769 0.948 0.986 0.811 0.901 0.973 0.716
3P-GBR 0.959 0.990 0.827 0.949 0.987 0.791 0.943 0.985 0.798 0.891 0.971 0.698
3P-RFR 0.896 0.973 0.717 0.870 0.965 0.672 0.886 0.970 0.716 0.842 0.957 0.636
3P-DTR 0.872 0.966 0.686 0.855 0.961 0.653 0.857 0.963 0.682 0.849 0.959 0.645

2P-CBiLSTM 0.966 0.991 0.839 0.958 0.989 0.813 0.952 0.988 0.816 0.895 0.971 0.705
2P-BiLSTM 0.956 0.989 0.815 0.943 0.985 0.779 0.936 0.984 0.789 0.880 0.967 0.685
2P-LSTM 0.955 0.988 0.812 0.921 0.979 0.747 0.935 0.983 0.786 0.880 0.966 0.684
2P-GBR 0.949 0.987 0.807 0.939 0.984 0.776 0.920 0.979 0.761 0.871 0.965 0.671
2P-RFR 0.870 0.966 0.684 0.841 0.957 0.637 0.847 0.959 0.669 0.818 0.951 0.609
2P-DTR 0.851 0.961 0.661 0.820 0.951 0.614 0.831 0.954 0.652 0.834 0.955 0.627

1P-CBiLSTM 0.955 0.988 0.810 0.944 0.985 0.781 0.937 0.983 0.788 0.869 0.963 0.668
1P-BiLSTM 0.943 0.985 0.789 0.919 0.978 0.734 0.916 0.978 0.756 0.850 0.958 0.647
1P-LSTM 0.941 0.985 0.783 0.903 0.975 0.720 0.912 0.976 0.749 0.845 0.957 0.640
1P-GBR 0.909 0.977 0.742 0.918 0.977 0.733 0.877 0.968 0.704 0.844 0.955 0.638
1P-RFR 0.850 0.960 0.660 0.803 0.946 0.596 0.814 0.950 0.635 0.783 0.941 0.574
1P-DTR 0.825 0.954 0.632 0.787 0.942 0.580 0.779 0.940 0.602 0.801 0.946 0.591
time over 1P-CBiLSTM. Further improvement in time efficiency is
evident for the three-phase models (Table 9), which are optimized
via BOHB. E.g., BOHB selected 64 epochs for training all DL models
(Table 6), while RS selected 128 epochs for all one-phase DL models,
which increased the training time. This is evident as the 3P-CBiLSTM
16
model had 46.84% (RK), 47.34% (SG), 43.48% (TK), and 49.65% (RW)
reduction in compute time over 1P-CBiLSTM.

Moreover, the time required to optimize the 3P-CBiLSTM model
(2.41E+03 – 3.45E+03s) via BOHB was much lower compared to
2P-CBiLSTM (1.14E+04 – 1.54E+04s) and 1P-CBiLSTM (1.76E+04 –
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Fig. 8. Overall ranking of the objective 3P-CBiLSTM and benchmark models using global performance indicator (GPI) for the four studied stations: (a) Rakiraki (RK), (b) Sigatoka
(SG), (c) Tokotoko (TK), and (d) Rarawai (RW) in their test phase. (Note: Acronym R indicates the model ranks, where R1 and R18 are the best and worst ranked models,
respectively.)
Table 9
Training and testing run time (in seconds) of all models (i.e., proposed and benchmark) developed for the four studied stations.

Models RK SG TK RW

Train time (s) Test time (s) Train time (s) Test time (s) Train time (s) Test time (s) Train time (s) Test time (s)

3P-CBiLSTM 1.48E+02 7.28E−01 1.90E+02 9.22E−01 2.40E+02 1.36E+00 2.08E+02 9.80E−01
3P-BiLSTM 3.35E+02 1.67E+00 6.07E+02 2.54E+00 6.79E+02 2.72E+00 4.77E+02 2.05E+00
3P-LSTM 4.65E+02 2.20E+00 3.25E+02 1.71E+00 4.27E+02 2.13E+00 3.95E+02 1.76E+00
3P-GBR 1.27E+01 5.04E−02 1.83E+01 9.69E−02 3.06E+01 2.06E−01 2.57E+01 1.48E−01
3P-RFR 2.40E+00 2.44E−02 4.06E+00 2.71E−02 4.80E+00 4.14E−02 4.59E+00 3.99E−02
3P-DTR 1.04E−01 1.35E−03 1.14E−01 1.79E−03 1.21E−01 5.88E−03 1.17E−01 3.26E−03

2P-CBiLSTM 2.01E+02 9.99E−01 2.48E+02 1.20E+00 3.18E+02 1.79E+00 3.01E+02 1.40E+00
2P-BiLSTM 4.53E+02 2.28E+00 8.01E+02 3.28E+00 9.17E+02 3.57E+00 6.83E+02 2.91E+00
2P-LSTM 6.19E+02 2.94E+00 4.38E+02 2.19E+00 5.86E+02 2.77E+00 5.62E+02 2.45E+00
2P-GBR 2.61E+01 7.14E−02 4.90E+01 2.17E−01 7.21E+01 2.72E−01 5.02E+01 2.23E−01
2P-RFR 4.84E+00 4.60E−02 6.86E+00 5.78E−02 8.75E+00 7.40E−02 8.07E+00 7.33E−02
2P-DTR 2.92E−01 2.62E−03 3.38E−01 3.43E−03 4.32E−01 7.51E−03 4.18E−01 4.99E−03

1P-CBiLSTM 2.78E+02 1.37E+00 3.61E+02 1.73E+00 4.24E+02 2.39E+00 4.13E+02 1.92E+00
1P-BiLSTM 5.94E+02 3.08E+00 1.12E+03 4.73E+00 1.20E+03 4.77E+00 9.31E+02 3.99E+00
1P-LSTM 8.14E+02 4.00E+00 6.04E+02 3.17E+00 7.63E+02 3.71E+00 7.63E+02 3.35E+00
1P-GBR 6.71E+01 1.25E−01 1.13E+02 2.63E−01 1.55E+02 4.80E−01 1.39E+02 3.32E−01
1P-RFR 9.44E+00 6.51E−02 1.16E+01 9.14E−02 1.30E+01 1.85E−01 1.25E+01 1.15E−01
1P-DTR 4.17E−01 3.15E−03 6.05E−01 4.98E−03 7.62E−01 8.53E−03 6.07E−01 5.50E−03
2.31E+04s) models tuned via RS for all sites. Therefore, the use of
TMGWO and BOHB helped improve the computational efficiency of the
proposed 3P-CBiLSTM model.

4.3. Advantages of the proposed 3P-CBiLSTM model

This section summarizes how the integration of CBiLSTM, TMGWO,
and BOHB is advantageous for WS forecasting.

CBiLSTM outperformed the standard BiLSTM in terms of both pre-
diction accuracy and time. The added benefits came from the CNN
17
layer, which helped mitigate the effects of noise by filtering out irrel-
evant information and focussing on the salient features derived from
ground and satellite-based sources. The salient feature map generated
by CNN was then passed onto the BiLSTM component of CBiLSTM,
which effectively captured both past and future long-term dependencies
from the historical sequential data. Both CBiLSTM and BiLSTM gave
better predictive results than LSTM since it cannot capture context from
both directions. However, BiLSTM has twice the number of parameters
than LSTM, which resulted in higher compute time in majority cases.
The ML tree-based GBR, RFR, and DTR models had the lowest compute



Applied Energy 359 (2024) 122624

18

L.P. Joseph et al.

Fig. 9. Selected best and worst three ranked kernel density estimate (KDE) scatter plots of forecast models comparing the forecasted WS𝐹 (ms−1) and observed WS𝑂 (ms−1) for
the four studied stations: (a) Rakiraki (RK), (b) Sigatoka (SG), (c) Tokotoko (TK), and (d) Rarawai (RW) in their test phase. The frequency of samples within the binning area of
plots are depicted using the colour bars.
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Fig. 9. (continued).
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Fig. 10. Selected best and worst three ranked histograms of forecast models displaying the probability of the absolute 1-hour forecasting error |𝐹𝐸| for the four studied stations:
(a) Rakiraki (RK), (b) Sigatoka (SG), (c) Tokotoko (TK), and (d) Rarawai (RW) in their test phase.
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Fig. 10. (continued).
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time. However, CBiLSTM outperformed these models given their lim-
ited ability in capturing complex patterns in the time series data. Also,
tree-based models perform poorly when extrapolating outside the range
of the training data and are prone to overfitting.

TMGWO was used for FS to enhance the performance of 1P-
CBiLSTM. TMGWO helped in identifying and selecting relevant fea-
tures whilst reducing overfitting and increasing model efficiency that
improved the model interpretability and generalization. TMGWO is
beneficial for the following reasons: (1) It efficiently explores the
feature space by using a two-phase mutation process that allows the
algorithm to explore both local and global optima. (2) It uses an
adaptive mutation rate that allows the algorithm to converge faster
to the optimal subset of features. (3) It is robust to noisy data since
it uses a probabilistic approach to mutation. To further emphasize
the importance of TMGWO, a detailed comparison is done with GWO
and four state-of-the-art optimizers (i.e., WOA, SSA, SCA, and PSO) in
Table B.2. The strengths of TMGWO outweigh these optimizers for FS.
Experimental evaluation of these six optimizers is shown in Table B.5.
Considering all four sites, the TMGWO registered an average increase
in LM by 1.41%, 2.19%, 3.42%, 3.59%, and 3.83% when compared
against GWO, WOA, SSA, SCA, and PSO, respectively.

BOHB was used for HPO to further improve the performance of 2P-
CBiLSTM. BOHB combined the benefits of BO and HB algorithms. In
its original form, HB uses a RS to screen its HP search space, which
results in low efficiency. BOHB replaces the RS with BO, which helped
achieve both high performance and low execution time in this study.
BOHB is essential for the following reasons: (1) It efficiently locates
optimal HPs, which improves the models’ generalization ability. (2) It
helps the model converge faster towards the best set of HPs, which
reduces the time and computational resources required for training and
validation. (3) It eliminates the need for manual HP selection, which
is time-consuming and require domain expertise. To further highlight
the importance of BOHB, an elaborate comparison is done against
five popular HPO algorithms (i.e., BO, HB, RS, GS, and GA) in Table
B.1. The benefits of BOHB helps overcome the drawbacks of these
HPO methods. Experimental evaluation of these six HPO methods is
furnished in Table B.6. For all four stations, the BOHB achieved an
average increase in LM by 3.5%, 4.54%, 5.93%, 4.7%, and 6.94% when
compared against BO, HB, RS, GS, and GA, respectively.

4.4. Model explainability

xAI was used to increase the authenticity of the proposed ‘‘black-
box’’ model. Recently, xAI has gained popularity in many fields and
different methods have been compared. LIME and SHAP are the two
popular xAI methods used to provide insight into the features of a
model that are most important in making a prediction. LIME is a
versatile and efficient method that provides easily interpretable ex-
planations, while SHAP is a more accurate and consistent method
that provides both global and local explanations [94]. Based on the
suitability and characteristics of these methods, LIME was used for local
explainability and SHAP was used for global model interpretability.

LIME was used to locally interpret the respective (𝑖𝑡ℎ) predicted
instances of the test datasets. The results of five selected instances: 𝑖
= 1, 2,187, 4,375, 6,562, and 8,749 are presented. The bar graphs
in Fig. 11 represent the contribution of the best five predictors to
the prediction of 𝑖𝑡ℎ instances for RK. The red bars represent negative
LIME values, which favour lower WS prediction, whereas the green
bars depict positive LIME values, which favour higher WS prediction.
For all four sites, three out of five predicted instances have higher
WS compared to the WS𝑂 (Table 10). These predictions were strongly
driven by the top features. For example, considering the first instance
of RK, the best five predictors influencing the prediction were WSa,
WD, QV2M, Tmax, and CSWDiR (Fig. 11(a)). WSa and WD had a higher
combined positive LIME score, which favoured a higher WS𝐹 . For all
22

sites, the antecedent WS (WSa) registered the largest LIME scores;
thus, had the greatest impact on the predictions. The interpretations
regarding WSa are as follows: WSa ≤ 5.87 resulted in lower WS𝐹 and
WSa > 5.87 led to higher WS𝐹 (RK), WSa ≤ 1.79 caused lower WS𝐹 and
WSa > 1.79 favoured higher WS𝐹 (SG), WSa ≤ 2.89 led to lower WS𝐹
and WSa > 2.89 influenced higher WS𝐹 (TK), and WSa ≤ 1.85 favoured
lower WS𝐹 and WSa > 1.85 led to higher WS𝐹 (RW). The LIME results
were valuable in providing simplified local explanations.

Furthermore, SHAP was used to globally interpret the proposed
model through feature importance and summary plots (Fig. 12). The
feature importance bar plots used the mean absolute Shapley values
to rank attributes from high to low relevance. These plots only repre-
sent the feature ranks and give no other information. Conversely, the
summary plots are more practical in giving better interpretations. It
integrates feature importance with feature effects, where each point
on the beeswarm plot is a Shapley value for the respective feature
at that instance [56]. The colour of each instance depicts the feature
value from low (in blue) to high (in pink). Fig. 12 reveals that WSa
has the highest importance for all sites. Other common best features at
these sites were CSWDiR, WD, RH, Tmax, T2M, and CPARtot. For RK
(Fig. 12(a)), higher values of WSa and CSWDiR had positive Shapley
values indicating that higher values of these features favour higher
WS𝐹 , while lower values led to lower WS𝐹 . For SG and TK (Fig. 12(b)
and 12(c)), higher values of WSa, CPARtot, and CSWDiR had positive
Shapley values meaning that higher values of these features favour
higher WS𝐹 . For RW (Fig. 12(d)), higher values of WSa, Radn, and
CSWDiR had positive Shapley scores, whereas higher values of RH and
Tmax had negative Shapley values. This indicates that at higher RH and
Tmax, the WS𝐹 is lower. These global interpretations are significant for
practical applications, which makes the proposed model highly reliable.

Moreover, the feature dependence plots for RK (Fig. 13) reveal
how the model predictions vary with the feature values and their
corresponding interactions. Fig. 13(a) illustrates the feature interaction
between WSa and WD, which reveals the following: the range 100 <
WD ≤ 190 deg and lower WSa values favour a higher WS𝐹 (i.e., positive
SHAP values), the same WD range with higher WSa favour a lower
WS𝐹 (i.e., negative SHAP values), and WD > ≈ 280 deg with lower
WSa values favour a higher WS𝐹 (i.e., positive SHAP values). Fig. 13(b)
shows the interaction between WSa and Tmax. This relationship reveals
that Tmax ≤ ≈ 25.9 ◦C and higher WSa values lead to higher WS𝐹 ,
whereas Tmax > ≈ 25.9 ◦C result in lower WS𝐹 . Fig. 13(c) explains
the interaction between WSa and CSWDiR. Here, CSWDiR > ≈ 14.46
Whm−2 and higher WSa forecasts higher WS, whereas minimal to no
CSWDiR (e.g., during night time) favour lower WS𝐹 . The interaction
between WSa and Tmin is displayed in Fig. 13(d), where Tmin ≤
≈ 25.4 ◦C and Tmin > ≈ 25.48 ◦C favour higher and lower WS𝐹 ,
respectively. Also, Tmin ≤ ≈ 22 ◦C and higher WSa values lead to
higher WS𝐹 . Therefore, feature dependence plots offer detailed model
interpretation by revealing how different predictors interact to generate
predictions.

4.5. Application of the proposed explainable approach

A real-life application of the proposed explainable approach is
shown in Fig. 14. The pre-trained explainable 3P-CBiLSTM model
would continuously be fine-tuned, trained, and updated by the labelled
training dataset stored in the database. This is to ensure that the
model does not get outdated. New historical data (i.e., 𝑡𝐿−1,… , 𝑡𝐿−𝑛)
would be fed as unlabelled testing data to the proposed pre-trained
model. The model would then predict the 1-hour ahead WS (i.e., 𝑡𝐿+1)
and reveal how accurate the prediction is. Additionally, the local and
global explanations would be shown on the user interface to increase
model interpretability, trust, and reliability. All these information can
be used by wind farm operators to help with optimal decision-making
to enhance the stability, reliability, and the security of the wind power

systems and avoid unwarranted power brownouts. By doing so, wind
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Fig. 11. Bar plots representing the LIME scores for local instances 𝑖 = (a) 1 (i.e., first data point in the test phase), (b) 2,187, (c) 4,375, (d) 6,562, and (e) 8,749 (i.e., last or
100𝑡ℎ percentile data point) for studied station 1 – Rakiraki (RK). Note: The green bar (i.e., positive LIME score) indicates that the predictor favours a higher forecasted WS and
the red bar is when the predictor favours a lower forecasted WS.
Table 10
Local interpretability of the five selected instances using Local Interpretable Model-Agnostic Explanations (LIME) in the test phase. (Note: The explanations are based on the top
predictors with highest LIME scores.)

Percentile (%) Instance (𝑖) RK SG

WS𝑂 WS𝐹 LIME explainer indicators WS𝑂 WS𝐹 LIME explainer indicators

0 1 7.73 7.83 WSa and WD lead to WS𝐹 > WS𝑂 4.00 4.10 WSa, CPARtot, and CSWDiR lead to WS𝐹 > WS𝑂
25 2,187 9.75 9.86 WSa, WD, CSWDiR, and PS lead to WS𝐹 > WS𝑂 4.72 4.85 WSa, CPARtot, and CSWDiR lead to WS𝐹 > WS𝑂
50 4,375 1.35 1.23 WSa, WD, Tmax, Tmin, and AUVI lead to WS𝐹 < WS𝑂 0.87 0.75 WSa, CPARtot, CSWDiR, and RH lead to WS𝐹 < WS𝑂
75 6,562 4.08 3.98 WSa, WD, CSWDiR, and Tmax lead to WS𝐹 < WS𝑂 1.53 1.42 WSa and Tmin lead to WS𝐹 < WS𝑂
100 8,749 9.48 9.59 WSa, Tmax, QV2M, and CSWDiR lead to WS𝐹 > WS𝑂 4.60 4.73 WSa, CPARtot, CSWDiR, and AUVI lead to WS𝐹 > WS𝑂

TK RW

0 1 6.27 6.39 WSa, CPARtot, and CSWDiR lead to WS𝐹 > WS𝑂 5.09 5.21 WSa, Radn, RH, and CSWDiR lead to WS𝐹 > WS𝑂
25 2,187 4.17 4.31 WSa, CPARtot, CSWDiR, WD, and ACI lead to WS𝐹 > WS𝑂 5.05 4.89 WSa, Tmax, and CSWDiR lead to WS𝐹 < WS𝑂
50 4,375 2.60 2.49 WSa and T2M lead to WS𝐹 < WS𝑂 0.78 0.59 WSa, Radn, RH, and CSWDiR lead to WS𝐹 < WS𝑂
75 6,562 4.03 4.13 WSa, CPARtot, and CSWDiR lead to WS𝐹 > WS𝑂 3.23 3.37 WSa, Radn, RH, and CSWDiR lead to WS𝐹 > WS𝑂
100 8,749 0.95 0.83 WSa, CPARtot, CSWDiR, and ACI lead to WS𝐹 < WS𝑂 4.23 4.35 WSa, Radn, RH, and CSWDiR lead to WS𝐹 > WS𝑂
23
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Fig. 12. Bar SHAP feature importance plots and beeswarm SHAP summary plots for the four studied stations: (a) Rakiraki (RK), (b) Sigatoka (SG), (c) Tokotoko (TK), and (d)
Rarawai (RW) in their test phase.
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Fig. 13. SHAP dependence plots for interaction between attributes (a) wind direction (WD) & antecedent wind speed (WSa), (b) maximum temperature (Tmax) & WSa, (c) Clear
Sky Surface Shortwave Downward Irradiance (CSWDiR) & WSa, and (d) minimum temperature (Tmin) & WSa for studied station 1 – Rakiraki (RK) in the test phase.
farm operators can optimize energy production, reduce costs, improve
operational safety during extreme events, and contribute to a more
sustainable energy future.

5. Conclusions

In this paper, an explainable three-phase hybrid CBiLSTM (3P-
CBiLSTM) prediction framework is developed for hourly WS. To im-
prove the predictive accuracy and lower the computational complexity
of CBiLSTM, a two-phase mutation grey wolf optimizer (TMGWO)
is used for dimensionality reduction and Bayesian Optimization and
HyperBand (BOHB) algorithm is used for efficient hyperparameter
selection. The performance of 3P-CBiLSTM is evaluated against pow-
erful ML and DL-based benchmark models. Diverse statistical metrics
and diagnostic plots confirm the excellent predictive capability of
the proposed 3P-CBiLSTM model over other counterpart models. The
objective model recorded the highest r (0.963 – 0.990), and the lowest
MAE (0.149 – 0.308) and RMSE (0.197 – 0.420) for all four sites.
It also registered the largest proportion of forecast errors (≈ 53.4 –
81.8%) in the smallest bin ≤ |0.25| ms−1 amongst all evaluated sites.
Furthermore, xAI is used to interpret the underlying architecture of
the proposed ‘‘black-box’’ model to showcase its authenticity. LIME
xAI achieved local interpretability and SHAP xAI enhanced the global
model interpretability. These tools effectively explain how different
meteorological variables affect WS at different locations. For instance,
LIME and SHAP point out the highest contributing features, where the
top five features are studied in this work. Both local and global xAI
analysis reveal antecedent WS (WSa) to be the best predictor. The
25
proposed prediction method can help the wind farm operators with
quality decision-making to help: maximize wind energy generation,
reduce the turbine failure rate; hence, minimize the maintenance costs,
prevent sudden fluctuations in the capacity factor, and enhance the
security of the electric power systems and avoid unwarranted power
brownouts. These benefits can help make wind energy a more feasible
and sustainable option for meeting the rising energy demand.

5.1. Limitations and future research directions

The proposed explainable framework has shown remarkable results.
However, there remain a few limitations that are to be addressed in
future studies. These are summarized as follows:

(i) This study adopted a single-step prediction strategy that does not
predict WS at longer forecast horizon than 1-hour. In future, a
multiple-input multiple-output (MIMO) strategy should be tested
to predict WS at longer forecast horizon.

(ii) The single-step prediction outputs were expressed as point fore-
casts. Future research should explore interval and probabilistic
forecasting strategies to provide a range of possible outcomes to
facilitate better decision-making. These methods also take into
account the uncertainty inherent in future events.

(iii) This study investigated the effect of various predictor variables
on the output. Therefore, use of univariate decomposition meth-
ods like ICEEMDAN would have been time-consuming. However,
multivariate decomposition methods like MEMD and station-
ary wavelet transform (SWT) can be explored to decompose
numerous variables simultaneously.
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Fig. 14. Schematic representation of the proposed explainable 3P-CBiLSTM predictive model for practical application in the wind energy sector.
(iv) CBiLSTM model is complex and highly parametric. In future,
model pruning techniques can be used to reduce the model size,
while maintaining its accuracy.

(v) The proposed CBiLSTM is a non-interpretable ‘‘black-box’’ model.
Hence, model-agnostic xAI methods: LIME and SHAP were used.
In future, model-specific interpretable models like TabNet and
N-BEATS should be tested.

(vi) Data availability is a pressing issue for a SIDS like Fiji. The wind
power data of Butoni wind farm is not accessible; hence, cannot
be studied for forecasting purpose. In future, wind power data
for a similar SIDS can be used.

(vii) Also, offshore Fijian sites have better wind regime than on-
shore sites. However, there are no offshore wind monitoring
towers in Fiji. Therefore, the offshore data can be obtained via
satellite-based sources for future studies.
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Table A.1
List of acronyms.

Acronym Full name

ADF Augmented Dickey–Fuller
AI Artificial Intelligence
ARIMA Autoregressive Integrated Moving Average
BiLSTM Bidirectional LSTM
BOHB Bayesian Optimization (BO) and HyperBand (HB)
CBiLSTM CNN-BiLSTM
3P-CBiLSTM Three-Phase Hybrid CBiLSTM (i.e., Proposed Model)
CCF Cross-Correlation Function
CNN Convolutional Neural Network
CSA Crow Search Algorithm
DL Deep Learning
DTR Decision Tree Regressor
ED Evolutionary Decomposition
E𝑁𝑆 Nash–Sutcliffe Efficiency
EWT Empirical WT
FC Fully Connected
FE Forecasting Errors
FMS Fiji Meteorological Services
FS Feature Selection
FWA Fireworks Algorithm
GA Genetic Algorithm
GBR Gradient Boosting Regressor
GPI Global Performance Indicator
GS Grid Search
GWO Grey Wolf Optimizer
HGNDO Hybrid Generalized Normal Distribution Optimizer
HPO Hyperparameter (HP) Optimization
ICEEMDAN Improved Complete Ensemble Empirical Mode Decomposition with Adaptive Noise
ISCA Improved Sine and Cosine Algorithm (i.e., Improved SCA)
KNN K-Nearest Neighbours
LIME Local Interpretable Model-Agnostic Explanations
LM Legates and McCabe Index
LSTM Long Short-Term Memory
MAE Mean Absolute Error
MAPE Mean Absolute Percentage Error
MEMD Multivariate EMD
MH Meta-Heuristic
MI Mutual Information
ML Machine Learning
PACF Partial Auto-Correlation Function
POA Population-based Optimization Algorithm
PSIDS Pacific Small Island Developing States
PSO Particle Swarm Optimization
r Pearson’s Correlation Coefficient
RE Renewable Energy
RFR Random Forest Regressor
RMSE Root Mean Square Error
RNN Recurrent Neural Network
RRMSE Relative Root Mean Square Error
RS Random Search
SHAP SHapley Additive exPlanations
SSA Salp Swarm Algorithm
SSD Singular Spectrum Decomposition
TMGWO Grey Wolf Optimizer integrated with a Two-Phase Mutation
TPE Tree-structured Parzen Estimator
TVFEMD Time-Varying Filter based EMD
WI Willmott’s Index of Agreement
WOA Whale Optimization Algorithm
WS Wind Speed
WS𝐹 Forecasted Wind Speed
WS𝑂 Observed Wind Speed
WTD Wavelet Transform Decomposition
xAI eXplainable Artificial Intelligence
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