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ABSTRACT 

Solar ultraviolet (UV) radiation causes deleterious health effects on the skin and 

eyes. Skin-based malignant keratinocyte cancers, cataracts, and pterygium can be 

triggered by prolonged UV radiation exposure. In plants, UV radiation can damage 

photosynthetic processes. To address these pressing issues, this doctoral thesis 

developed computationally efficient artificial intelligence (AI) predictive frameworks to 

deliver early warnings of sun exposure times through short-term forecasting of solar 

UV radiation in terms of ultraviolet index (UVI) and UV radiation in category A (UV-A), 

with model explanations. The first objective is to develop an AI model which integrates 

cloud chromatic properties from sky images to forecast short-term UVI at multiple time-

step horizons. The UVI forecast is generated for the four seasons of autumn, summer, 

spring and winter for the Toowoomba, Queensland study site in Australia that receives 

a high UV exposure. For the second objective, we design an AI model incorporating 

cloud statistical properties extracted from sky images to forecast 20-minute ahead UV-

A in Toowoomba. The proposed model is calibrated through uncertainty quantification 

to improve predictive performance, model reliability, and generate interpretable 

results. In the third objective, explainable AI (xAI) is applied to forecast hourly UVI 

using satellite-derived predictor variables and to provide model-agnostic explanations 

for four Australian hotspots affected by solar UV radiation. The model is explained 

locally with local interpretable model-agnostic explanations (LIME) and globally with 

Shapley additive explanations (SHAP) and permutation feature importance (PFI). The 

objective model trained with satellite-derived cloud cover conditions, aerosol effects, 

precipitation and ozone effects extends its applicability to other geographical locations, 

especially in remote regions.  In order to help mitigate skin and eye health risks under 

stochastic cloud cover conditions, the outcomes of this PhD research are expected to 

serve as a promising decision-support tool for delivering more accurate sun-protection 

times to the public. The findings can also facilitate further studies into the harmful 

effects of UV radiation on terrestrial plants and animals. The xAI-generated model 

explanations provide information on the predictive contributions of each satellite-

derived variable to improve model predictability, stability, and trustworthiness for end-

users. This overcomes the complex problem of UV radiation intermittency. The overall 

research outcomes of this project can provide a real-time UV predictive framework for 

the health sector, industry, government, and major stakeholders. 
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CHAPTER 1: INTRODUCTION 

 

 Background 

Exposure to solar ultraviolet (UV) radiation in the waveband of 280-400 nm 

poses both detrimental and beneficial effects on people and the terrestrial life of 

animals and plants. Since ancient days, UV exposure has been significantly beneficial 

for the production of sufficient vitamin D in human bodies to strengthen bones, 

muscles and the entire immune system (Juzeniene & Moan 2012). UV radiation has 

been utilized in the food and water industries as an effective disinfectant that 

inactivates disease-causing micro-organisms (Hijnen et al. 2006). Further application 

of UV radiation was significant during the recent COVID-19 pandemic for disinfecting 

surfaces contaminated with the novel coronavirus (Heilingloh et al. 2020). Though UV 

exposure has some important benefits, the overriding harmful effects have become a 

major concern. Prolonged exposure to UV irradiance in plants can cause temporary 

or irreversible destruction to the process of photosynthesis due to the damage 

triggered in the genetic system and cell membrane (Piri et al. 2011). Elevated UV 

exposure in animals creates oxidative stress on the skin through excessive production 

of reactive oxygen species and the consequences can cause cell damage, cell ageing 

or cancer (Olarte Saucedo et al. 2019). Among all living beings, UV exposure risks to 

human health have become the most pressing concern for the health sector. Exposure 

to erythemally-effective UV radiation poses deleterious effects on humans by causing 

skin-based diseases that include malignant keratinocyte cancers (Deo et al. 2017). 

Additionally, such exposure risks induce eye health ailments, including cataracts and 

pterygium (Turner et al. 2020). Overall, the deleterious UV-exposure risks on humans 

and terrestrial plant and animal life have become a serious concern. 

UV-radiation exposure-associated skin cancers are more prevalent among 

populations of fair skin type, especially for those residing in countries having high 

ambient temperatures. On a global basis, the skin cancer-led death rates for these 

countries are quite substantial. For instance, the global skin cancer mortality statistics 

for the year 2018 recorded 126,000 deaths (Parker 2021). Furthermore, the global 

statistics for the year 2021 revealed that Australia and New Zealand were the most 

affected countries, recording the highest incidence of melanoma and keratinocyte 
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carcinoma (Gordon, Leung, et al. 2022). Therefore, it is crucial that the aforementioned 

UV exposure risks and subsequent damaging effects are well monitored and explored.  

The UV spectrum is categorized by photobiologists into the three spectral 

ranges of UV-A (320-400 nm), UV-B (280-320 nm) and UV-C (100-280 nm) 

wavebands. Among them, the UV-C waveband is filtered completely by stratospheric 

oxygen, ozone and atmospheric moisture, while the UV-A and UV-B wavebands are 

moderated by ozone, suspended aerosols and clouds before reaching the earth’s 

surface (DeBuys et al. 2000). Exposure to the UV-B waveband is highly harmful and 

carcinogenic (Diffey et al. 1982). High doses of UV-A radiation are also linked to 

elevated risks of skin cancer as it is abundantly available and the harmful rays are 

capable of penetrating much deeper into the skin tissues to cause severe biological 

damage (DeBuys et al. 2000). To implement sun protection from ground-level UV-

exposure effects, the World Health Organization (WHO), International Commission on 

Non-Ionizing Radiation Protection (ICNIRP), World Meteorological Organization 

(WMO) and United Nations Environment Programme (UNEP) developed the global 

solar ultraviolet index (UVI) as a numerical public health indicator to help mitigate skin 

and eye health risks (World Health Organization et al. 2002). The numerical-scale for 

UVI ranges from 0 to 11+, whereby an increase in these values indicates a rise in the 

severity exposure risk of UV irradiance. Practically, the estimations of UV irradiance 

have been acquired through surface and satellite measurement systems and by 

designing physical models, which frequently entailed some modelling constraints (Deo 

et al. 2017). The limitations of these measurement systems have led to a need for 

designing a more intelligent tool that could robustly provide UV radiation exposure 

information. 

To address the aforementioned gaps in knowledge, artificial intelligence (AI) 

inspired predictive frameworks are state-of-art alternatives that are currently gaining 

more prominence over traditional measurement systems and conventional predictive 

models. Unlike the measurement and physical modelling methods, the AI-based data-

driven frameworks are cost-effective and accessible for most remote locations. These 

data-driven frameworks, which include machine learning (ML) and advanced deep 

learning (DL) models, can efficiently capture relevant predictive elements from 

historical datasets to generate highly accurate and flexible future predictions (Ghimire 

et al. 2019b). Having remarkable predictive performance, these ML and DL models 
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are highly applicable to the solar UV radiation forecasting domain which is influenced 

strongly by the dynamic nature of the atmosphere. 

 

   Statement of the problem 

Solar UV-exposure-related skin diseases and eye health ailments have 

burdened most health sectors in many temperate countries across the globe. For 

Australians, the health sector is highly burdened by the skin-associated public health 

problem with an estimated expense of 1.7 billion dollars every year (Gordon, Shih, et 

al. 2022). In regards to the mortality rate, a survey in the year 2019 reported 1,726 

death cases with cutaneous malignant melanoma and 714 deaths with keratinocyte 

cancer (squamous cell carcinoma and basal cell carcinoma) for this country (Dexter 

et al. 2020). To address this critical issue and minimize the associated excessive 

healthcare costs, innovative decision support tools designed using expert AI-based 

predictive systems can be applied for delivering real-time sun exposure information to 

the public for mitigating UV-exposure-related health risks at various locations in 

Australia that place the population at risk of potentially harmful exposures.  

A number of predictor variables are known to influence the incident UV radiation 

on the earth’s surface and these inputs can successfully be integrated with AI 

frameworks for generating more efficient and flexible UV radiation dynamic prediction. 

An important atmospheric variable that poses a significant effect on ground-level UV 

irradiance is the stochastic cloud cover conditions. Cloud scatters short wavelength 

UV radiation. Often, incident UV radiation is scattered back into space, reducing the 

surface irradiance. At times this radiation can also be backscattered towards the 

surface. Generally, an increase in cloud cover results in the attenuation of the UV 

irradiance with increasing wavelength (Aun et al. 2011). Under unbroken cloud cover 

conditions, the solar UV irradiance reduces by 50 to 60% with increasing wavelengths 

and during precipitation, it reduces even further (Allaart et al. 2004). However, under 

partial intermittent cloud cover conditions, the scattering of solar UV radiation can 

trigger escalated UV spikes on the earth’s surface that exceed the nominal cloud-free 

surface UV irradiance (Deo et al. 2017). The sudden escalated spikes in ground-level 

UV radiation can impose even more severe UV exposure-associated damaging effects 

on the skin and eyes. So far, a minimal number of studies have examined cloud cover 

effects, particularly the cloud statistical properties extracted from the sky images as 
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inputs for model building suited to a machine learning process that can improve UV 

radiation predictions.  

Another predictor variable that influences the level of UV radiation is the solar 

zenith angle (SZA). As the incident radiation transverses through the earth’s 

atmosphere, the attribute of SZA governs the optical path length (Pecenak et al. 2016).  

In a recent study, SZA has been utilized as an input predictor to forecast solar UVI 

(Deo et al. 2017). However, SZA has not been integrated with intermittent cloud cover 

effects in any previous research for simulating solar UV radiation using AI technology. 

Stratospheric ozone and aerosol effects are other meteorological variables that impact 

ground-level UV radiation through absorption and scattering (Downs et al. 2016). All 

these aforementioned attributes have not been collectively integrated with the 

stochastic cloud cover effects to train an AI-based model for generating more accurate 

predictions of ground-level UV radiation (UV-A and UV-B) or UVI for various Australian 

hotspots, including locations at risk of elevated UV radiation exposure. 

Some previous studies have applied AI-powered standalone ML and DL models 

to forecast UVI in some temperate countries (Latosińska et al. 2015; Deo et al. 2017; 

Oliveira et al. 2020). In comparison with classical standalone models, hybrid AI models 

through several feature selection, feature decomposition and feature extraction stages 

can efficiently capture most compound relationships within the input features for 

delivering more accurate predictive outputs (Ahmed et al. 2021).  Feature selection 

with wrapper-based and filter-based methods is capable of a robust selection of the 

pertinent features from any given pool of attributes (Selvakumar & Muneeswaran 

2019). These powerful algorithms can capture important feature information to 

enhance the predictive performance and reduce the feature dimensionality for 

achieving high computational efficiency.  

Some recent studies have recommended that feature extraction using a 

remarkable convolution neural network (CNN) can improve the model prediction skills 

(Zhang et al. 2020). On the other hand, the application of stationary wavelet transform 

(SWT) can also enhance the predictive performance through high-frequency and low-

frequency decompositions of the atmospheric variable datasets using stationary 

wavelet transform (SWT). The SWT algorithm can greatly improve the efficacy of non-

stationarity behaviour, periodicity, noise and random fluctuations in the input variables 

over the temporal scales (Ospina et al. 2019). Considering the complex behaviour and 

intermittency issue of UV radiation variables, the aforementioned hybridized AI 
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frameworks can also be designed and explored for further performance enhancement 

in simulating more accurate UV predictions for various Australian hotspots receiving 

high UV radiation exposure.   

In terms of predictive performance, comparisons of ML and DL methods reveal 

that most researchers prefer to apply the latter algorithm as it can eminently handle 

large datasets and issues of overfitting led by the intricate and non-linear interactions 

between the input variables (Ghimire et al. 2019a). The ensemble framework 

constructed by training a single DL model on different loss functions can be calibrated 

through uncertainty quantification to further enhance the predictive performance and 

model reliability (Stevenson et al. 2022). So far, such an ensemble approach has not 

been designed and calibrated through uncertainty quantification for any UV radiation 

predictive system. Furthermore, the architecture of the DL models is of a “black-box” 

type, where the internal workings are non-explainable complicated networks (Machlev 

et al. 2022). Explainable artificial intelligence (xAI) methods can enable end-users and 

decision-makers to obtain more interpretable and transparent outcomes from the DL 

models to further affirm the model’s trustworthiness (Saleem et al. 2022). The xAI tool 

can robustly offer local and global model-agnostic explanations of the predictions 

made by the “black-box” DL models. Some recent studies have used the local 

interpretable model-agnostic explanations (LIME) to offer local explanations of the 

instance-based “black-box” model predictions (Petch et al. 2022). Other studies have 

employed the Shapley additive explanations (SHAP) and permutation feature 

importance (PFI) frameworks to interpret the entire decisions on the outcomes of the 

“black-box” predictive models (Chaibi et al. 2021). On the same notion, no previous 

study has applied the model-agnostic tools in the xAI domain to offer local or global 

model explanations on how the individual atmospheric predictors impact the 

predictions of ground-level UV radiation. 

Overall, this doctoral thesis intends to confront issues concerning pertinent 

input selection, non-linearity and non-stationarity of the input predictors in the context 

of predicting ground-level UV radiation over short-term forecast horizons by designing 

hybrid DL frameworks for different seasons, as well as for various Australian locations 

at risk of receiving elevated UV irradiance under dynamic atmospheric conditions. The 

research further anticipates calibrating an ensemble of several single-point DL models 

trained on different key loss functions via uncertainty quantification to enhance the 

predictive performance and model reliability.  Additionally, the study integrates the xAI 
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tools with the DL “back-box” models to explore the local and global model-agnostic 

explanations on the contributions of individual atmospheric variables towards 

generating UV radiation forecasts with the DL back-box models.  

  

 Objectives 

The key aim of this doctoral research, presented as a collection of journal 

papers was to develop innovative decision-support systems using high-precision AI-

inspired modelling strategies capable of forecasting short-term UV radiation in terms 

of the UVI and UV-A for various Australian hotspots that record high ambient UV 

radiation. In accomplishing the proposed aim, this research project adopted a plethora 

of hybridized DL and ML techniques to address three distinct objectives that are 

presented as a collection of Quartile 1 (Q1) papers in this doctoral thesis. Sequentially, 

this research addressed the following specific objectives: 

 

Objective 1: Develop a three-phase wavelet hybrid deep learning model for a 

short-term forecast of the cloud-affected UVI at multiple time-step horizons. 

 To design a hybridized UVI forecasting model by integrating BorutaShap for 

feature selection, SWT for data decomposition and Optuna optimizer for 

hyperparameter tuning with convolutional long short-term memory (convLSTM) 

network. The research incorporated cloud statistical properties extracted from 

sky images (that define the cloud cover conditions) and SZA as input predictors 

to forecast short-term UVI for the experimental site in Toowoomba (latitude of 

27.60 °S and longitude of 153.93 °E), Queensland. The multi-step forecasts 

were generated at 10 min, 20 min, 30 min and hourly horizons. The enhanced 

performance of the newly developed hybrid model was validated using other 

hybrid DL and ML competing counterpart models. 

 The outcome of this research has been published in the IEEE Access journal, 

ranked as Q1 (2022, Vol. 10, Pages 24704–24720). 

 

Objective 2: Design and calibrate a hybrid ensemble deep learning model 

through uncertainty quantification for further enhancement of performance and 

model reliability in forecasting short-term UV-A radiation.  
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 To develop a hybrid DL neural basis expansion analysis for interpretable time 

series (N-BEATS) model by adopting an ensemble approach, together with the 

application of neighbourhood component analysis (NCA) for input selection and 

a Bayesian optimizer for hyperparameter tuning. An ensemble of 15 single-

point N-BEATS models was constructed by training five single-point N-BEATS 

models on three different key loss functions. The model trained on cloud 

statistical properties and SZA forecasted a 20-minute ahead UV-A for four 

different seasons and its performance was validated using other hybrid DL and 

ML benchmarked models for the Toowoomba-based experimental site. The 

newly prescribed hybrid ensemble model was further calibrated through 

uncertainty quantification to enhance the predictive performance and model 

reliability. 

 The outcome of this research has been published in the Expert Systems with 

Applications journal, ranked as Q1 (2023, Vol. 236, page 121273). 

 

Objective 3: Construct an enhanced joint hybrid deep learning framework with 

explainable artificial intelligence (xAI) tools for delivering UVI predictions with 

model-agnostic explanations.  

 To design an enhanced joint hybrid DL model by applying dual-phase feature 

selection, a Bayesian optimizer algorithm for hyperparameter tuning and xAI 

model-agnostic tools with deep neural network (DNN) for obtaining model 

explanations on UVI predictions. Local instance-based model explanations on 

UVI predictions were extracted using LIME, while the global explanations were 

achieved using SHAP and PFI. The proposed model was trained on satellite-

derived meteorological variables, SZA and historical lagged memory of UVI 

extracted from the Australian Radiation Protection and Nuclear Safety Agency 

(ARPANSA) to forecast hourly horizon UVI for four Australian hotspots 

subjected to high ambient UV radiation and validated with other robust 

benchmarked models. These hotspots were Darwin (12.43 °S and 130.89 °E), 

Alice Springs (23.80 °S and 133.89 °E), Townsville (23.53 °S and 148.16 °E) 

and Emerald (19.33 °S and 146.76 °E). Having trained on the satellite-derived 

cloud cover effects, aerosol scattering and ozone effect datasets, the newly 
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developed explainable UVI forecasting framework can be applied to similar 

tropical to sub-tropical countries facing UV-exposure-related health risks. 

 The outcome of this research has been published in the Computer Methods 

and Programs in Biomedicine journal, ranked as Q1 (2023, Vol. 241, page 

107737). 

 

 Research significance 

The findings of this research are highly significant for Australia, particularly for 

the populated hotspots that are subjected to high ground-level UV exposures. While 

UV exposure is deleterious for people, it is also harmful to the terrestrial animal and 

plant life in this country (Parisi & Kimlin 1999). In particular, excessive UV exposure 

has become a serious health concern for this nation as it poses non-melanoma and 

malignant melanoma skin cancer risks for the general public (Parisi et al. 2003).  

The AI-powered UV radiation predictive frameworks constructed in this 

research can deliver more accurate forecasts of UV radiation in terms of UVI and UV-

A with explainable outputs. The outcomes of this study with the newly developed 

decision-support tools can robustly aid UV radiation experts and health sector 

stakeholders to provide real-time sun-exposure information to the public and help 

mitigate skin and eye-related health risks. The prescribed tools can also support the 

decision-makers and the UV radiation researchers to explore the solar UV-exposure-

related damaging effects on terrestrial plants and animals to further benefit the 

agricultural sector.    

 

 Thesis layout 

The schematic structure presented in Figure 1 illustrates the overview of the 

thesis. It clearly highlights the significant linkages between the atmospheric variables 

with the ground-level UV radiation exposure and outlines the need for an accurate, 

reliable and trustworthy forecasting system by integrating AI-inspired technologies. 

This thesis is organized into 7 distinct chapters, given as follows: 

Chapter 1 Delivers the introductory background, provides the statement of the 

problem to highlight the importance of this research and presents the 

objectives of this study. 
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Chapter 2 Presents the literature review to summarise the existing research and 

development of intelligent decision-support tools towards mitigating 

UV-exposure-related skin and eye diseases. 

Chapter 3 Describes the research site, datasets and general methodology 

applied in this study. Detailed descriptions of specific study areas, data 

and methods are provided in chapters that present the respective 

journal articles. 

Chapter 4 This chapter is presented as a published article in the IEEE ACCESS 

journal (DOI: 10.1109/ACCESS.2022.3153475). It addresses the first 

research objective of this study, as it is devoted towards the 

construction of a SWT-based multiple input multi-step output 

convLSTM model integrated with BorutaShap and Optuna algorithms 

to forecast short-term UVI at different forecast horizons. It utilizes cloud 

statistical properties extracted from the sky images and SZA as 

predictor inputs in developing the hybrid model. 

Chapter 5 This chapter is presented as a published article in the Expert Systems 

with Applications journal (DOI: 10.1016/j.eswa.2023.121273). It 

describes the establishment of a hybridized ensemble N-BEATS 

model that forecasts short-term UV-A radiation for the seasons of 

autumn, winter, spring and summer to address the second research 

objective of this study. The ensemble model is developed with 15 

single-point models trained on three different key loss functions. Model 

calibration is carried out through uncertainty quantification to further 

enhance model reliability and forecasting performance. 

Chapter 6 This chapter is presented as a published article in the Computer 

Methods and Programs in Biomedicine journal (DOI: 

10.1016/j.cmpb.2023.107737). The chapter is in response to the third 

objective of this study and it describes the design of a hybrid 

explainable DNN model that integrates dual-phase feature selection 

algorithms and a Bayesian optimizer to forecast short-term UVI. This 

early warning tool remarkably provides explanations of UVI predictions 

by integrating xAI-based model-agnostic tools that include LIME, 

SHAP and PFI algorithms. 
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Chapter 7 This chapter discusses the synthesis of the study and presents the 

concluding remarks, limitations and recommendations for future 

research. 
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Figure 1 Schematic structure of the content of this PhD thesis.  
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CHAPTER 2: LITERATURE REVIEW 

This chapter presents the literature and relevant backgrounds to the study and 

reviews the key issues related to the harmful impacts of exposure to solar UV radiation. 

Subsequently, a critical analysis of the challenges in previous and current approaches 

adopted in predicting ground-level UV radiation is provided. The chapter further 

outlines the knowledge gaps in the existing literature, consequently highlighting the 

essential modelling approaches of UV radiation that can be adopted for designing a 

robust decision support tool to help mitigate the adverse effects of UV exposure. 

 

 Implementing sun protection against the harmful exposure effects of 

solar UV radiation 

Solar radiation is an important factor that helps sustain life on earth. Apart from 

its beneficial effects, prolonged exposure to the UV waveband is known to pose 

detrimental effects on human skin and eyes. In most cases, skin-based diseases 

through exposure to erythemally-effective UV radiation can become more severe and 

carcinogenic (Saraiya et al. 2004). Particularly, chronic exposure to UV radiation has 

become a substantial risk factor that can lead to melanoma and non-melanoma 

cancers (Sivamani et al. 2009). Apart from humans, the harmful UV rays also pose 

severe damaging effects on terrestrial animal and plant life (Paul & Gwynn-Jones 

2003).  

Australia is one of the countries that receives high doses of UV radiation during 

the year and the consequent impact of UV exposure on the people and the terrestrial 

life has become a growing concern. In particular, skin cancer cases that include 

malignant keratinocyte cancers have been burdening the Australian economy through 

its health sector (Dexter et al. 2020). To implement sun protection, it is essential that 

accurate real-time UV exposure advice is delivered to the general public, as well as 

the UV radiation researchers for any geographical location within the country, including 

remote areas. In this respect, the harmful UV-exposure effects can be best mitigated 

through the development and applications of robust decision-support tools that are 

capable of providing more accurate and flexible predictions of UV radiation depending 

on the existing conditions. 
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 Mechanistic and deterministic-modelling methods in predicting UV 

radiation 

For many decades, predictions of solar UV radiation have been achieved in 

terms of UVI, as well as UV-A and UV-B using traditional mechanistic methods that 

involved mounting and monitoring of spectroradiometers or radiometers in open space 

(Kudish et al. 2005; Deo et al. 2017). Similarly, estimations of the incident solar 

irradiance have been commonly obtained by deploying satellite-based 

instrumentations. The two approaches can offer accurate UV-exposure information 

but their practical utility is highly constrained by the high costs of installation, operation 

and maintenance (Koskela et al. 2006; Bernhard et al. 2020). Together with these 

flaws and accessibility-related issues for most remote locations, an alternative 

deterministic method has been utilized in predicting UV radiation.  

The deterministic approach is also very effective, however, the overall 

predictive accuracy of this technique is affected by the limitations of model initialization 

with preconceived boundary conditions derived from existing or assumed parameters 

(Deo et al. 2017). In the Australian context, some recent researchers have mentioned 

the application of smartphones in the monitoring and prediction of UVI or UV-A 

radiation by utilizing image sensors as UV radiation detectors (Igoe et al. 2013; Turner 

et al. 2020). Though this approach is promising, the broad application of this 

technology entails considerable challenges associated with accessibility and costs. In 

addition, ARPANSA also provides information on UV radiation measured using a 

network of UV detectors for selected geographical locations, mostly for the major cities 

(Deo et al. 2017). However, other locations outside the range of the ARPANSA 

network are disadvantaged. Thus, a more robust and cost-effective UV radiation 

prediction system is needed that can be accessible for any given location, including 

remote areas. 

 

 Artificial intelligence-inspired predictive frameworks as modelling 

approaches towards UV radiation prediction 

AI-based expert predictive systems have the capacity to robustly address the 

shortcomings of the mechanistic and deterministic approaches to forecast more 

accurate ground-level UV radiation. The AI-powered ML and DL algorithms are 

remarkable forecasting platforms that effectively handle any non-linearity in the input 

data series with high computational efficiencies (Ahmed et al. 2022). Some earlier 
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studies have explored the potential of ML methods in forecasting solar UVI. A feed-

forward multi-layered supervised artificial neural network (ANN) was applied to 

generate accurate forecasts of medium and high UVI on a long-term basis (Latosińska 

et al. 2015). In another study, the artificial neural network (ANN) was found to exhibit 

strong predictive ability in delivering forecasts of solar UV erythemal irradiance for 

seven Spanish sites (Alados et al. 2007). The data-driven ANN model has also been 

integrated with the radiative-based models in approximating the radiative transfer 

codes for estimating UV-A and UV-B radiation (Takenaka et al. 2011). Moreover, a 

near-real-time UVI was forecasted for Toowoomba, Australia by integrating a skilful 

extreme learning machine (ELM) with SZA (Deo et al. 2017).  

Other studies have preferred to utilize the DL technique over the ML methods 

in time-series forecasting. The DL frameworks are capable of implementing a non-

linear model with an architecture having many hidden layers to efficiently learn the 

complex input-output relationships (Chauhan & Singh 2018). In comparison with DL 

technology, the ML approach also exhibits some overfitting constraints, which can 

affect the overall testing phase accuracies (Barboza et al. 2017). The DL technique 

can independently detect relevant features in high dimensional data, which is another 

strength of this framework over the conventional ML methods (Indolia et al. 2018). In 

the case of forecasting solar UV radiation, a DL long short-term memory (LSTM) 

network was implemented in forecasting three days ahead UVI with model input 

ranging from univariate to multivariate  (Oliveira et al. 2020). However, other robust 

DL models, such as convLSTM and N-BEATS are not explored for UV radiation 

forecasting. While the multiple input multi-step output convLSTM model revealed 

remarkable performance in a study that entailed flood index forecasting (Moishin et al. 

2021), the N-BEATS model demonstrated robust performance in a recent study for 

forecasting the solar radio flux (Stevenson et al. 2022).  

Most of the hotspots at risk of UV exposure in Australia have not been explored 

for validating a DL UV radiation forecasting framework to provide real-time UV 

exposure information and appropriate sun-protection behaviour recommendations to 

the general public, as well as UV researchers. As most Australian regions are exposed 

to high UV radiation exposure, it is essential to establish a more accurate AI-inspired 

UV radiation forecasting framework as an early warning tool for this country.  
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 Performance enhancement approaches for the AI-based predictive 

systems 

To achieve enhanced performance by ML and DL predictive systems, several 

input pre-processing and modelling approaches can be adopted prior to model 

construction. Firstly, it is important to select the best time-lagged inputs at the most 

significant lag for modelling the target variable. In this respect, the cross-correlation 

functions (CCF) in terms of the cross-correlation coefficient (rcross) have been 

assessed in several studies to obtain the best time-lagged predictor inputs at the most 

significant lag (Deo et al. 2017; Ghimire et al. 2019a). On the same notion, the partial 

autocorrelation function (PACF) has also been assessed and the most significant 

lagged inputs were selected for model building (Ghimire et al. 2019b).  

The high-frequency input variables when normalized between 0 and 1 using the 

min-max normalization prevent the variables from having large ranges of numerical 

values (Moosavi & Bardsiri 2017). Through the data normalization process, each 

variable exhibits the same order of magnitude, thus increasing the training phase 

efficiency of the predictive models.  

To further optimize the predictive performance of any ML and DL technologies 

in the respective forecasting domain, there are some eminent hybridized approaches 

that can be implemented during the model design phase. For instance, a powerful 

hybrid predictive framework can be developed with robust ML or DL algorithms by 

integrating a number of skilful modelling strategies that include feature selection, data 

decomposition, and hyperparameter optimization  (Jayasinghe et al. 2021).  

 

 Wrapper and filter methods for feature selection 

Feature selection algorithms enable the selection of the most informative and 

pertinent features through the dimensionality reduction of large sets of feature 

variables. Through effective feature selection, the irrelevant and largely redundant 

features are successfully eliminated during the model design phase to optimize the 

predictive performance and reduce computational costs (Hu et al. 2015). In a wrapper-

based feature selection method, the usefulness of a feature subset is measured 

through the actual training of the predictive model on this subset. Some recent 

researchers have applied wrapper algorithms and noted significant improvement in 

forecasting accuracies. Among the wrapper approach, BorutaShap is one elegant 

method that combines the Boruta feature selection algorithm with the shapely additive 
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explanations. In a recent study, the BorutaShap method was applied by integrating a 

tree-based learner as a base model to select the most pertinent attributes and to offer 

the individual feature contribution towards generating model predictions in forecasting 

the stock prices for normal time and during the period of COVID-19 pandemic (Ghosh 

& Chaudhuri 2022). The NCA algorithm is another intelligent wrapper method that can 

select the most informative attributes from high-dimensional data series. For instance, 

the NCA tool applied in generating accurate soil moisture forecasts with multivariate 

hydro-meteorological predictors efficiently captured the significant temporal dynamics 

of historical behaviour to select the meaningful attributes for model building (Prasad 

et al. 2018). However, the aforementioned BorutaShap and NCA algorithms have not 

been applied as feature selection tools in any UV radiation predictive system.  

On the other hand, feature selection using filter-based strategies measures the 

relevance of the predictor variables through their respective correlation with the 

dependent variable. Such selective-filtering methods were applied in some recent 

studies during the model-building phase to generate efficient forecasts of pan 

evaporation (Jayasinghe et al. 2022) and solar radiation (Ghimire et al. 2022). While 

the filter methods are highly efficient, their applications have not been explored in 

forecasting solar UV radiation in a dynamic atmosphere.  

 

 Data decomposition 

Data decomposition is another effective approach to reducing the 

dimensionality of the input variables and extracting the predictive patterns to fine-tune 

the model generalizations towards achieving optimal performance. Through data 

decomposition, the input variables decomposed into the underlying patterns and 

temporal behaviour enables addressing of the non-stationarity, non-linearity and noise 

in the datasets so that the relevant patterns are well represented through the resulting 

components when fed into an intelligent predictive model (Al-Musaylh et al. 2020; 

Sharma et al. 2020). SWT is one powerful mathematical tool that can carry out efficient 

data decomposition for this purpose. It is a modified version of discrete wavelet 

transform (DWT), systematically designed to handle the signal decimation issues that 

constrained the DWT applications (Rajput et al. 2015). In a recent study, SWT was 

applied to decompose the historical photovoltaic (PV) power datasets into respective 

detailed and approximation components that were fed into a DL LSTM-DNN model for 

generating excellent forecasts of PV power output (Ospina et al. 2019). While the 
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SWT-integrated DL model demonstrated superior forecasting skills in this domain, its 

promising data decomposition capability can also be integrated with a DL UV radiation 

forecasting framework for the current research. 

  

 Hyperparameter optimization 

Efficient hyperparameter tuning of an intelligent predictive system enables the 

model to deliver optimum performance in any forecasting domain. In most previous 

studies, the grid and random search techniques were implemented to tune several 

important model hyperparameters. For instance, a random search algorithm was 

employed to efficiently tune the hyperparameters of a DNN model to enhance its 

performance in power consumption forecasting (Torres et al. 2019). Similarly, a grid 

search algorithm was utilized to optimize the hyperparameters of a solar radiation 

forecasting model (Yagli et al. 2019). Although these algorithms are commonly utilized, 

the search strategy can be computationally expensive during the tuning process as 

each evaluation in its iterations is independent of prior iterations due to which, the 

unsatisfactory performing hyperparameters are unavoidably assessed (Putatunda & 

Rama 2019). Alternatively, other skilful algorithms like Optuna and Bayesian optimizer 

algorithms do not suffer these constraints and these methods exhibit superior 

performance in optimizing any ML and DL model hyperparameters.  

The Optuna algorithm possesses powerful sampling and pruning efficiency in 

tuning model hyperparameters, which was evident in a study that utilized a LSTM 

model to forecast offshore wind power (Hanifi et al. 2022). In a similar manner, the 

powerful Bayesian optimizer was applied to achieve optimally tuned hyperparameters 

of support vector regression (SVR) and bidirectional long short-term memory 

(BiLSTM) models to forecast hybrid electricity price for the German energy exchange 

(Cheng et al. 2019). Considering the strong hyperparameter tuning competency of 

both the Optuna and Bayesian optimizers, their robustness can be explored in 

optimizing the hyperparameters of the UV radiation forecasting systems in this 

research. 
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 Calibration of artificial intelligence-based forecasting systems through 

uncertainty quantification 

Model calibration through uncertainty quantification is a meritorious technique 

for further improving the predictive performance, as well as enhancing the reliability of 

an intelligent forecasting framework (Lakshminarayanan et al. 2017). In this respect, 

uncertainty estimates of the forecasts can be generated through deep ensembles of 

single-point DL learning models trained on different key loss functions. A recent study 

constructed an ensemble of a DL model that was trained on different loss functions to 

reduce the potential sources of uncertainty and training biases (Stevenson et al. 2022). 

In this research, the ensemble DL model was calibrated and it offered integrated 

uncertainty quantification to confirm the reliability of the solar radio flux forecasting 

model. A similar approach can be applied to a UV radiation forecasting framework to 

improve the model performance and reliability for the current research. 

 

 Model-Agnostic Explanations with xAI Tools 

 DL learning models are known to have a “black-box” architecture where the 

complex internal decisions towards generating an outcome are hidden and 

unexplained to the end-users. In this respect, the state-of-art xAI tools provide 

avenues to extract more transparent, trustworthy and understandable explanations for 

the model decisions and actions in generating predictions (Vilone & Longo 2021). The 

model-agnostic xAI tools can offer both local and global explanations that are 

instrumental to understanding how the different predictor variables influence the 

predictions made by a “black-box” model (Ryo et al. 2021). Recently, the LIME model-

agnostic tool was applied to obtain the local interpretability for different configurations 

of the LSTM networks to gain more insight into forecasting the heat demand for the 

operation of the district heating systems (Zdravković et al. 2022). A similar research 

integrated xAI-powered model-agnostic SHAP and PFI explainers with a RF model to 

offer global interpretations based on interactions of the input attributes in predicting 

solar radiation (Chaibi et al. 2021). SHAP explainers exhibit powerful performance in 

providing global post-hoc interpretations based on the input perturbations and this was 

evident through a comprehensive survey using a DNN model (Saleem et al. 2022).  

Both the local and global explainers have their own strengths and limitations. 

For instance, the LIME method is much faster than the SHAP tool in executing the 
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instance-based interpretations on the contribution of individual predictor variables 

towards the model predictions (Islam et al. 2022). In comparison with LIME, the SHAP 

technique efficiently provides intuitive explanations for the entire decision of the “black-

box” model at a global level (Joseph et al. 2022). As a result, most researchers have 

opted to implement both the local (LIME) and global (SHAP and PFI) explainers to 

extract more rigorous and faithful “black-box” model interpretations for making better 

decisions (Alabi et al. 2022; Zheng et al. 2022). So far, none of these xAI tools has 

been integrated with any DL UV radiation forecasting domain. This opens the room to 

further explore the xAI methods in this research to explain how the satellite-derived 

and ground-based predictor variables impact the UV radiation forecasts generated by 

the DL-based “black-box” models.  

 

 Summary highlighting the gap in the literature  

The literature review outlined the key findings and research gaps in designing 

a highly robust and accessible UV radiation forecasting framework. So far, the 

aforementioned DL models have not been integrated with sky image-derived cloud 

statistical properties (that depict the cloud cover effects) as input predictor variables 

to forecast the ground-level UV radiation for most Australian hotspots receiving high 

UV exposure. Additionally, the UV radiation forecasting models have not been 

calibrated through integrating uncertainty quantification for deep ensemble-based 

models to enhance performance and model reliability. The literature also presented 

remarkable feature selection techniques (such as BorutaShap and NCA), 

hyperparameter optimization tools (such as Optuna and Bayesian optimizers) and 

data decomposition using SWT. These methods have not been employed in any UV 

radiation forecasting framework to further optimize the model performance. In addition, 

the powerful xAI tools have not been integrated with the DL UV radiation forecasting 

models to offer model-agnostic explanations using the satellite-derived and ground-

based predictor variables. In this regard, the local and global model-agnostic 

explanations can enable the end-users to make better decisions and confirm the 

trustworthiness of the UV forecasting model. Thus, the current PhD research 

addresses and fills the aforementioned gap in the literature to design a more accurate, 

reliable and explainable UV radiation forecasting framework that can serve as a 
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decision support tool to help mitigate UV exposure-related deleterious effects on 

people and terrestrial life. 
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CHAPTER 3: DATA, STUDY AREA AND METHODOLOGY 

This chapter presents an overview of the geographical location of the study 

sites in developing and validating the hybrid DL intelligent UV radiation forecasting 

models. A number of different study sites were selected for experimenting the different 

objectives outlined for this research and their detailed descriptions are provided in the 

upcoming chapters. Where needed, the proposed forecasting models were also 

validated for different seasons. The chapter describes the datasets along with the 

length of data and it further accounts for limitations, if any. Additionally, a brief 

introduction of the methodology is provided, while the details of specific model 

development methods are given in the respective forthcoming chapters. 

 

 Study area 

To establish and validate the merits of the prescribed DL hybrid models in 

forecasting solar UV radiation, the major focus area for this study was the Australian 

hotspots that receive high ground-level UV radiation exposure. Specifically, these 

hotspots include Toowoomba (UniSQ-based experimental site), Townsville and 

Emerald from the state of Queensland (QLD), while the Darwin and Alice Springs 

hotspots were selected from the Northern Territory (NT). The selected hotspots are 

known to be tropical and subtropical regions and these areas record a large number 

of sunshine hours annually (Deo et al. 2017). Within these sites, the harmful UV-

exposure-related effects on the skin and eyes pose a significant burden on the health 

sector (Dexter et al. 2020), and concurrently, elevated UV radiation exposure further 

impacts terrestrial animal and plant life. The geographical locations of these hotspots 

are illustrated in Figure 2. 

 

 Data description 

A range of data from different sources was selected as inputs in constructing 

the high-precision DL hybrid models for the different research objectives. Table 1 

succinctly describes the datasets utilized in achieving each objective, along with the 

data source, study period (indicating the length of data) and the forecast horizons. 
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Figure 2 Map of Australia showing the selected hotspots within the study region 

of Queensland (QLD) and the Northern Territory (NT).  

 

 Ground-based experimental datasets 

The ground-based datasets were extracted at a 10-minute time resolution from the 

major experimental site located at the UniSQ campus in Toowoomba, Queensland, as 

indicated in Figure 2. At this site, the main source of the UVI dataset was the roof-top 

mounted Bentham DTM300 Spectroradiometer (Bentham Instruments Inc., UK), as 

shown in Figure 3 (a). Figure 3 (b) illustrates a co-located 501 broadband UVR 

Biometer (Solar Light Co., USA) that was used to acquire the UV-A (mW m−2) datasets. 

Moreover, Figure 3 (c) shows a synchronous Total Sky Imager, TSI440 set-up 

(Yankee Environmental Systems Inc., USA) that was mounted at the same location to 

capture the sky images. These sky images were stored in the Total Sky Imager 

repository. Along with the Total Sky Imager, an integrated Pro6UV model (Deo et al. 

2017) was applied simultaneously to record SZA (°). The study designed a robust 

image processing algorithm to segment the cloud statistical properties datasets from 
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the time series sky images. The detailed descriptions of these cloud statistical 

properties are presented in Table 2.  

  

Table 1 Description of datasets used in this research.  

Objectives Data Used Source 
Study 
Period 

Forecast  
Horizon 

1 

(Chapter 4) 

Target: UVI 

Predictors:  

Sky image-derived 

cloud statistical 

properties, SZA 

Spectroradiometer 

for UVI, Total Sky 

Imager for sky 

images and 

Pro6UV for SZA 

March  

2003 to 

February 

2004 

Multistep:  

10-minute,  

20-minute,  

30-minute,  

Hourly 

2 

(Chapter 5) 

Target: UV-A 

Predictors:  

Cloud chromatic 

properties from sky 

images, SZA 

Biometer for UV-A, 

Total Sky Imager 

for sky images and 

Pro6UV for SZA 

September 

2002 to 

August 

2003 

20-minute ahead 

UV-A (seasonal-

based forecast for 

spring, summer, 

autumn, winter)  

3 

(Chapter 6) 

Target: UVI 

Predictors:  

Atmospheric 

variables, SZA 

ARPANSA for UVI, 

MERRA satellite 

for atmospheric 

variables and 

Pro6UV for SZA 

January 

2020 to 

December 

2021 

Hourly forecast of 

UVI with model-

agnostic 

explanations 

 

 

 

Figure 3 Roof-top mounted experimental set-up at UniSQ campus in Toowoomba 

to acquire ground-based modelling datasets. (a) Bentham DTM300 

Spectroradiometer, (b) 501 broadband UVR Biometer, (c) Total Sky Imager, TSI440. 

    

(a) (b) (c) 
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Table 2 Description of cloud statistical properties datasets segmented from the 

sky images. It is to be noted that the cloud statistical properties are unitless variables.  

Cloud Statistical 

Properties 
Acronyms Description 

Red channel-based cloud 

average 
Cra 

Red channel mean pixel value that 

represents cloud cover 

Red and blue channel-

based sky ratio 
SRBr 

Red & blue channel mean pixel value 

ratio that represents blue sky 

Blue channel-based cloud 

average 
Cba 

Blue channel mean pixel value that 

represents cloud cover 

Opaque cloud OC Proportion of thick cloud cover in the sky 

Cloud fraction 
CF 

Fraction of number of cloud pixels out of 

the total number of unmasked pixels 

Red & blue channel-based 

cloud ratio 
CRBr 

Red & blue channel mean pixel value 

ratio that represents cloud cover 

Red & blue channel-based 

normalized cloud ratio 
CNRBr 

Red & blue channel normalized pixel 

value ratio that represents cloud cover 

Red & blue channel-based 

cloud difference 
CRBd 

Red & blue channel mean pixel value 

difference that represents cloud cover 

Thin Cloud TC Proportion of thin cloud cover in sky 

Red channel-based cloud 

standard deviation  
CRs 

Red channel pixel value standard 

deviation that represents cloud cover 

Red channel-based sky 

average 
Sra 

Red channel mean pixel value that 

represents blue sky 

Blue channel-based cloud 

standard deviation 
CBs 

Blue channel pixel value standard 

deviation that represents cloud cover 

Red channel-based sky 

standard deviation 
SRs 

Red channel pixel value standard 

deviation that represents blue sky 

Blue channel-based sky 

standard deviation 
SBs 

Blue channel pixel value standard 

deviation that represents blue sky 

Blue channel-based sky 

average 
Sba 

Blue channel mean pixel value that 

represents blue sky 

Red & blue channel-based 

sky difference  
SRBd 

Red & blue channel mean pixel value 

difference that represents blue sky 

Red & blue channel-based 

normalized sky ratio 
SNRBr 

Red & blue channel normalized pixel 

value ratio that represents blue sky 

 

 Satellite-derived atmospheric datasets 

The satellite-derived datasets have been sourced from the National 

Aeronautics and Space Administration (NASA) database, particularly the Goddard 

Online Interactive Visualization and Analysis Infrastructure (GIOVANNI) geoscience 
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data repository from https://giovanni.gsfc.nasa.gov/giovanni/. GIOVANNI acquires 

data for over 2000 satellite variables, for which it eminently provides online-based 

visualizations and analytical platforms (Chen et al. 2010). As per the GIOVANNI 

repository, these datasets were extracted using the Modern-Era Retrospective 

Analysis for Research and Applications (MERRA) satellite at hourly time resolution. 

These datasets were extracted at a spatial resolution of 0.5° × 0.625° and are detailed 

in Table 3. 

 

Table 3. Description of the Modern-Era Retrospective Analysis for Research and 

Applications (MERRA) satellite-derived predictor variables. 

Attribute Description Acronyms Units Instrument 

Cloud area fraction for high clouds  CAFHC - M2T1NXRAD v5.12.4  

Cloud area fraction for mid clouds CAFMC - M2T1NXRAD v5.12.4  

Cloud area fraction for low clouds  CAFLC - M2T1NXRAD v5.12.4  

Total aerosol angstrom parameter TAAP - M2T1NXAER v5.12.4  

Total aerosol scattering AOT TAS  M2T1NXAER v5.12.4  

Dust scattering AOT  DS  M2T1NXADG v5.12.4  

Total column ozone  TCO Dobsons M2T1NXSLV v5.12.4  

Total precipitable water vapor  TPWV kg m−2 M2T1NXSLV v5.12.4  

 

 Australian Radiation Protection and Nuclear Safety Agency (ARPANSA) 

datasets 

ARPANSA is known to be the primary authority on radiation protection that 

administers and maintains an ultraviolet radiation monitoring network for the Australian 

Government. At ARPANSA, accurate procedure and cost-effectiveness are ensured 

through monitoring regular data assessment and quality checks. For the purpose of 

this research, ARPANSA provided the ground data for the target variable UVI at hourly 

time resolution. These datasets were accessed from  https://www.arpansa.gov.au for 

the four Australian hotspots that include Townsville, Emerald, Darwin and Alice 

Springs. 

 

https://giovanni.gsfc.nasa.gov/giovanni/
https://www.arpansa.gov.au/
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 Objective-specific sites and data allocation 

Objective 1 focused on the development of a UVI forecasting model for the 

UniSQ-based Toowoomba experimental site, as indicated in Table 1. In this regard, 

the target variable was UVI and the respective datasets were mainly extracted with a 

Spectroradiometer. As illustrated in Table 2, the selected predictor variables for this 

objective were the cloud statistical properties that depicted the cloud cover effects on 

the ground-level UVI. The cloud statistical properties extracted from the sky images 

were captured using a Total Sky Imager. SZA was another predictor input for model 

building, obtained using the Pro6UV model.  

Objective 2 developed a UV-A forecasting model at a 20-minute horizon for the 

Toowoomba study site, as highlighted in Table 1. For model building, the target 

variable was UV-A and the datasets for this variable were extracted using a Biometer. 

The predictor inputs were cloud statistical properties extracted from the sky images 

and SZA measured with Pro6UV. Like objective 1, this objective also utilized the sky 

images as inputs for model building. The sky images were only available for the 

Toowoomba experimental site and for this reason, the study sites were the same for 

both objectives. However, the target variables for these objectives were different with 

different UV-A measurement equipment for objective 2. The selected length of 

datasets was also different for the two objectives. As mentioned before, objective 2 

entails calibration of the UV-A forecasting model via uncertainty quantification while 

objective 1 designs a multiple-input multi-step output model for UVI forecasting. 

  For objective 3, an xAI-inspired explainable UVI forecasting model was 

constructed for the Darwin, Alice Springs, Townsville and Emerald sites, as shown in 

Table 1. In this respect, the target variable was UVI, for which, the datasets were 

obtained from the ARPANSA networks. The predictor variables for this objective were 

the MERRA satellite-derived atmospheric variables and the Pro6UV model-based 

SZA for the four hotspots. As illustrated in Table 3, the selected atmospheric variables 

are highly interconnected with the solar UVI, which included cloud cover conditions, 

atmospheric aerosol column, ozone effects, dust concentrations and water vapour 

content. 
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 Some minor limitations regarding data availability 

In objective 1, the input data of UVI, cloud statistical properties and SZA were 

extracted at a 10-minute time resolution for model building. In this regard, the aerosol 

and ozone datasets could not be used because these were not available for the 

Toowoomba experimental site at a 10-minute time resolution. However, to account for 

the aerosol and ozone effects in the model training, the time-lagged Bentham UVI 

datasets that already captured some ozone and aerosol effects were utilized. 

Additionally, the geographical location of the experimental site is nearly 100 km inland 

relative to the ocean, due to which this region experiences limited aerosol and 

anthropogenic effects (Deo et al. 2017).  

The aforementioned limitation for objective 1 equally applies to objective 2, 

which entails the design of the UV-A forecasting model. Consequently, this objective 

also utilized the time-lagged Biometer UV-A datasets that captured some ozone and 

aerosol effects in the historical memory of UV-A. 

In objective 3, the sky images were not available for the Darwin, Alice Springs, 

Townsville and Emerald hotspots, so the cloud statistical properties could not be 

utilized in designing the UVI forecasting models for these sites. Nevertheless, these 

attributes were well represented by the satellite-derived cloud cover conditions, along 

with atmospheric aerosol column, ozone effects, dust concentrations and water vapour 

content extracted at hourly time resolution. 

 

 General methodology 

A number of pre-processing tasks were applied to the input variables prior to 

model construction. For all the objectives, the most significant lagged outputs were 

extracted for the predictor variables by assessing the CCF in terms of their rcross with 

the target variable. Similarly, the most significant lags for the target variable were also 

extracted by assessing the PACF. In the case of generating multi-step forecasts, the 

datasets for the predictor variables and the target were further converted to their 

required forecast horizons. 

All three objectives entailed the feature selection phase as an essential 

component for the practical application of the proposed forecasting models. Effective 

feature selection reduces the dimensionality of the input attributes, minimizes the 

computational cost in training the predictive model and improves the forecasting 

accuracies (Bolón-Canedo et al. 2015; Pirbazari et al. 2019). Various feature selection 
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algorithms were incorporated for the different objectives, which included the 

BorutaShap algorithm in objective 1 and the NCA algorithm in objective 2. For 

objective 3, a dual-phase feature selection was applied, which included a model-

specific feature selection with random forest (RF), followed by a filter-based approach 

to identify and eliminate the redundant features by exploring the correlations.  

Data decomposition is another vital phase that can effectively handle the non-

stationarity issues associated with the input datasets. For objective 1, SWT was 

applied as a data decomposition tool. Data decomposition using SWT reduces the 

dimensionality of the inputs and takes care of the non-stationarity and noise in the 

datasets to achieve more efficient forecasting capabilities by the predictive models 

(Zhang et al. 2013; Ospina et al. 2019). For objectives 2 and 3, the augmented Dickey-

Fuller Test (e Silva et al. 2020) was applied to test the stationarity in the input datasets.  

The model inputs were normalized between [0 – 1] using the min-max 

normalization to avoid the variables having large ranges of numerical values to 

achieve more efficient and effective model training. For each objective, a detailed 

description of the data normalization is provided in respective chapters. In general, the 

min-max data normalization approach (Moosavi & Bardsiri 2017) is defined as follows: 

 

𝑋𝑁𝑜𝑟𝑚 =
𝑋𝐴𝑐𝑡−𝑋𝑀𝑖𝑛

𝑋𝑀𝑎𝑥−𝑋𝑀𝑖𝑛
       (1) 

 

where 𝑋𝑁𝑜𝑟𝑚 is the normalized value, 𝑋𝐴𝑐𝑡 is the actual input variable, 𝑋𝑀𝑎𝑥 is the 

maximum value and 𝑋𝑀𝑖𝑛 is the minimum value. 

 Applications of remarkable hyperparameter optimization algorithms further 

improve the predictive accuracy of AI-inspired forecasting models (Ghimire et al. 

2022). For this purpose, a powerful Optuna algorithm was applied to optimally tune 

the hyperparameters of the UVI forecasting models in objective 1. Similarly, a robust 

Bayesian optimizer was applied for optimizing the model hyperparameters in 

objectives 2 and 3. These algorithms and the optimized hyperparameters are 

discussed in detail for each objective in the respective chapters.   

 This PhD research considers the development of various AI-inspired ML and 

DL predicting models and evaluating their ability to forecast ground-level solar UV 

radiation. In objective 1, a multistep UVI forecasting model was designed using a 

convLSTM model. Fundamentally, a convLSTM model is an extension of LSTM 
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networks and its architecture encapsulates the convolutional operation to efficiently 

capture the underlying spatial features in large-scale sequential and multi-dimensional 

datasets (Xingjian et al. 2015; Lee & Kim 2020). Other ML models, such as support 

vector regression (SVR) and passive-aggressive (PA) and DL models, such as 

convolutional neural network (CNN) were used in constructing the benchmarked 

models. The SVR model is constructed on a statistical learning theory-based ML 

framework that has been applied previously to solve high-dimensional regression 

problems (Salcedo‐Sanz et al. 2014). The PA model is another competent ML 

algorithm that is mostly applied for large-scale learning with sequential incoming 

datasets (Zhai & Wang 2022). Additionally, the DL-based CNN model can robustly 

extract intrinsic features of the time series input variable to further improve the 

predictive capability (Morid et al. 2020).  

 Objective 2 further advances the first objective by designing an interpretable 

UV-A forecasting model with ensemble architecture to carry out uncertainty 

quantification and calibrate the DL N-BEATS model for achieving enhanced predictive 

performance and model reliability. The N-BEATS can generate interpretable outputs 

by enforcing the model to learn the seasonality and trend components of the input 

datasets (Oreshkin et al. 2019). Apart from N-BEATS, the LSTM and Bayesian ridge 

regression (BRR) models were also explored as powerful competing models in 

forecasting UV-A. The BRR model utilizes probability distributors to formulate linear 

regressions so that the poorly distributed datasets are handled efficiently (Shi et al. 

2016). On the other hand, the DL LSTM is a type of recurrent neural network that 

exhibits an excellent ability to learn long-term dependencies in sequence-based 

prediction problems (Cui et al. 2020).  

 In objective 3, a DNN model was integrated with the xAI tools (such as LIME, 

SHAP and PFI) to offer local and global model-agnostic explanations based on the 

influence of the input features in generating the predictions of UVI. The design 

architecture of a DNN model contains networks of multiple hidden layers and nodes 

that can automatically and robustly extract relevant feature information from the input 

datasets (Keleko et al. 2023). Other competing benchmarked models applied in 

assessing the predictive performance included fully convolutional network (FCN), 

ANN, multilayer perceptrons (MLP), AdaBoost (AB), stochastic gradient descent 

(SGD) and decision tree (DT). In generating predictions using a DL FCN model, the 

task of fully connected layers can robustly be performed using 1×1 convolutions 
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(Phithakkitnukooon et al. 2021). The ANN model is another competent model having 

input, hidden (fully connected) and output layers that mimic the human brain to 

generate highly precise predictions (Okut et al. 2013). In an AB model, the principle of 

ensemble learning technique is adopted where the combined version of some poor-

performing individual models forms a powerful ensemble model for generating highly 

accurate predictions (Xiao et al. 2018). Additionally, the SGD model is an iterative 

algorithm that can robustly make small adjustments to the model network to minimize 

its error and increase the predictive capability with reduced computations (Chen et al. 

2021). On the other hand,  the DT algorithm is a tree-based predictive model that is 

known for its intelligibility and simplicity in generating accurate predictions (Ghiasi et 

al. 2020). 

For the purpose of this PhD research, hybridized versions of the 

aforementioned ML and DL models were constructed to forecast solar UV radiation in 

each objective. The specific hybrid models developed to achieve each objective are 

as follows:  

1. A three-phase wavelet hybrid model, designated as W-O-convLSTM was 

constructed to forecast UVI at multi-step horizons (i.e., 10-minute, 20-minute, 

30-minute and 1 hour). The hybridized version of the convLSTM model was 

constructed by integrating SWT, BorutaShap and Optuna algorithms. The non-

wavelet benchmarked models were constructed using convLSTM, CNN, SVR 

and PA algorithms, which were designated as O-convLSTM, O-CNN, O-SVR, 

and O-PA, respectively. Additionally, a baseline model trained only on SZA was 

developed and was designated as W-O-convLSTMsza (Chapter 4). 

2. A hybrid ensemble model, designated as B-E-NBEATS was designed to 

forecast 20-minute ahead UV-A radiation. The hybridized version of the 

interpretable N-BEATS model was achieved by applying the NCA and Bayesian 

optimizer algorithms, together with an ensemble of 15 single-point N-BEATS 

models being trained on three key loss functions. The benchmarked models 

include a hybridized ensemble LSTM model designated as B-E-LSTM and the 

non-ensemble N-BEATS, LSTM and BRR models designated as B-NBEATS, 

B-LSTM and B-BRR, respectively (Chapter 5). 

3. An enhanced joint hybrid explainable model, designated as EJH-X-DNN was 

developed to forecast hourly ahead UVI. The hybridized version of the DNN 

model was obtained by integrating the model-specific and filter-based dual-
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phase feature selection, Bayesian optimizer and the model-agnostic xAI tools 

(such as LIME, SHAP and PFI). Several hybridized benchmarked models were 

constructed using FCN, ANN, MLP, AB, SGD and DT algorithms, which were 

designated as EJH-FCN, EJH-ANN, EJH-MLP, EJH-AB, EJH-SGD and EJH-

DT (Chapter 6).  

 

To evaluate the performance of the newly developed data-intelligent models, a 

diverse range of robust statistical score metrics were applied. The set of these 

evaluation metrics includes Pearson’s correlation coefficient (r), mean squared error 

(MSE), root mean square error (RMSE), mean absolute error (MAE), Willmott's index 

(WI), Nash–Sutcliffe efficiency (NSE) and the Legates-McCabe’s index (LM). 

Additionally, the relative (%) error values based on the RMSE and MAE, known as 

relative root mean square error (RRMSE) and relative mean absolute error (RMAE), 

were employed for seasonal-based comparisons of the model performance. For 

further veracity of the newly developed models, the Diebold-Mariano (DM) tests skill 

score (SS) were also utilized. Apart from these performance metrics, the proposed 

predictive models were further analysed using visual infographics that included line 

graphs, radar plots, scatter plots, box plots, histograms, Taylor plots, time-series plots, 

occurrence maps and reliability diagrams. The model-agnostic explanations of the DL 

model predictions were presented as plots generated by LIME, SHAP and PFI 

algorithms. 
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CHAPTER 4: PAPER 1 – CLOUD AFFECTED SOLAR UV 

PREDICTION WITH THREE-PHASE WAVELET HYBRID 

CONVOLUTIONAL LONG SHORT-TERM MEMORY 

NETWORK MULTI-STEP FORECAST SYSTEM 

 Introduction 

This chapter is an exact copy of the published article in IEEE ACCESS journal, Vol. 

10, Pages 24704 – 24720 (2022) (Scopus Impact Factor 3.9). 

 

 The chapter describes the design of a hybrid multi-step UVI forecasting 

framework using the convLSTM model for the Toowoomba experimental site. It 

explores the influence of the stochastic cloud cover effects on ground-level UVI by 

integrating the proposed predictive framework with cloud statistical properties 

extracted from sky images. Together with these predictors, SZA is also applied as an 

input variable. The cloud statistical properties have been extracted by designing robust 

image segmentation algorithms.  

The essential phases in constructing the wavelet hybrid convLSTM model are 

described in a schematic diagram presented in Figure 4. Firstly, the most significant 

time-lagged predictor inputs were selected by assessing the cross-correlations with 

UVI. Thereafter, the convLSTM model was hybridized by integrating a SWT algorithm 

for data decomposition, BorutaShap for feature selection and Optuna optimizer for 

hyperparameter tuning. For all the forecasting time scales (i.e., 10-minute, 20-minute, 

30-minute and 1-hour horizons), the proposed hybrid model designated as W-O-

convLSTM was rigorously evaluated against four other benchmarked models (O-

convLSTM, O-CNN, O-SVR, and O-PA) and one baseline model (W-O-convLSTMsza) 

trained only on SZA predictor.   

The overall performance assessment outcome revealed a superior forecasting 

performance by the wavelet-based W-O-convLSTM model. Consequently, the 

application of the proposed objective model had a significant advantage as it 

outperformed the non-wavelet-based benchmarked models in forecasting short-term 

UVI for all four seasons. The prescribed data-intelligent model also captured better 

forecasting performance over the baseline model trained on a single predictor variable 

of SZA, thus confirming the significance of the intermittent cloud effects on ground-

level UV radiation. It was also observed that more accurate and efficient forecasts of 
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solar UVI were captured at decreasing forecast horizons. The robustness of this newly 

proposed UVI forecasting system avers its practical utility in delivering more accurate 

sun-protection behaviour information to the general public to help mitigate UV-

exposure-related public health risks.   

 

 

Figure 4 Schematic diagram of the proposed multi-step UVI forecasting system 

with cloud cover images using wavelet hybrid convLSTM model (W-O-convLSTM).  
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ABSTRACT Harmful exposure to erythemally-effective ultraviolet radiation (UVR) poses high health risks
such as malignant keratinocyte cancers and eye-related diseases. Delivering short-term forecasts of the solar
ultraviolet index (UVI) is an effective way to advise UVR exposure information to the public at risk. This
research reports on a novel framework built to forecast UVI, integrating antecedent lagged memory of cloud
statistical properties and the solar zenith angle (SZA). To produce the forecasts at multi-step horizon we
design a 3-phase hybrid convolutional long short-termmemory network (W-O-convLSTM)model, validated
with Queensland-based datasets in near real-time (i.e., 10-minute, 20-minute, 30-minute and 1 hour forecast
horizon). Our approach in optimizing the performance also entails a robust selective filtering method using
the BorutaShap algorithm, data decomposition with stationary wavelet transformation and hyperparameter
optimization using theOptuna algorithm.We assess the performance of the proposedW-O-convLSTMmodel
alongside the baseline and benchmark models. The captured results, through statistical metrics and visual
infographics, elucidate the superior performance of the objective model in short-term UVI forecasting. For
instance, at a 10-minute forecast horizon, our objective model yields a relatively high correlation coefficient
of ∼0.961 in the autumn, 0.909 in the summer, 0.926 in the spring and 0.936 in the winter season. Overall,
the proposed O-convLSTM model outperforms its competing counterpart models for all forecast horizons
with the lowest absolute forecast error. The robustness of our newly proposed model avers its practical
utility in delivering sun-protection behavior recommendations that can mitigate UV-exposure-related public
health risk. We also recommend that future integration of aerosol and ozone effects with cloud cover data can
enhance our forecasting framework for wider applications in solar energy or skin health monitoring systems.

INDEX TERMS Ultraviolet index forecasting, cloud effects, convolutional long short-term memory net-
work, stationary wavelet transform.

I. INTRODUCTION
Solar ultraviolet radiation (UVR) has benefits and risks
for the people, industry, and the natural terrestrial environ-
ment. Exposure to erythemally-effective UVR poses high
health risks of skin-based diseases, such as malignant ker-

The associate editor coordinating the review of this manuscript and

approving it for publication was R. K. Tripathy .

atinocyte cancers, and eye diseases (pterygium and cataracts)
in humans [1], [2]. In the agricultural sector, UVR reduces
a plant’s photosynthetic rate, CO2 intake and oxygen out-
puts, thus hindering its water use efficiency [3]. However,
solar radiation is a vital renewable energy resource in the
energy sector for harnessing clean energy using solar pho-
tovoltaic (PV) technologies. Factors that affect terrestrial
UV radiation are inclusive of time of the day, season,
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geographical latitude, surface reflection, altitude and cloud
cover [4]. While the intensity of solar UVR is largely depen-
dent on solar zenith angle (SZA), the ground-level UVR is
significantly affected by cloudmovement. To implement sun-
protection from such incident UVR, the World Health Orga-
nization (WHO), International Commission on Non-Ionizing
Radiation Protection (ICNIRP), World Meteorological Orga-
nization (WMO) and United Nations Environment Pro-
gramme (UNEP) developed the global solar ultraviolet index
(UVI) for mitigating skin and eye health risks [5]. It is known
that under unbroken cloud cover conditions, UVI reduces
by 50 to 60%, and even further during precipitation [6].
However, under particular partial cloud cover conditions,
scattering can escalate ground-based UV levels above the
nominal cloud-free surface UV irradiation [7]. Thus, accurate
forecasts of cloud-affected UVI are essential in delivering
real-time sun-exposure advice to the public at risk of skin and
eye-related diseases.

Malignant melanoma cases, which are more prevalent
in fair skin types, increase with decreasing latitudes [8].
In Australia, 1726 and 714 deaths were reported in 2019 for
cutaneous malignant melanoma and keratinocyte cancer
(squamous cell carcinoma and basal cell carcinoma), respec-
tively [9]. A survey in 2011-2014 revealed that among the
Australian populations, Queensland recorded the highest
person-based incidence of keratinocyte cancer excisions with
2679 per 100, 000 [10].

In this paper, we propose a deep learning (DL)-based novel
wavelet hybrid convLSTM, to advance an earlier study [7],
to forecast short-term UVI with cloud cover effects by inte-
grating cloud segmented statistical properties extracted from
whole sky images and SZA. The earlier study [7] neither
considered cloud cover factor nor incorporated deep learning
methods and multiple forecast horizons for solar UVI pre-
dictions. Considering the seasonal and diurnal variations of
SZA, and the cloud movement, in this study, we also present
forecasts of the four seasons tailored for multiple-step time
horizons. Prior to modeling UVI, we utilize an intelligent
BorutaShap algorithm to select the most informative input
features from the cloud chromatic properties. In address-
ing the issues of non-stationarity, intermittent or stochastic
variations, periodicity, and trends in the predictor variables,
we apply a stationary wavelet transform (SWT) to decom-
pose these input signals. To optimize the hyperparameters of
the wavelet hybrid convLSTM, we employ a state-of-the-art
Optuna (O) algorithm with powerful sampling and pruning
efficiency. Hereafter, we designate the proposed 3 phase
wavelet hybrid convLSTM model with O optimization as
W-O-convLSTM. Thus, the contributions of this paper, which
are distinct from an earlier study [7], are summarized as
follows:

1) A novel hybrid W-O-convLSTM is proposed to fore-
cast UVI for the first time using antecedent fluctuations
in cloud cover condition and SZA at multi-step fore-
cast horizon (i.e., 10-minute, 20-minute, 30-minute &
1 hour).

2) An efficient self-adaptive Python tool is developed to
segment cloud chromatic properties using real-time sky
images from total sky image repositories.

3) In optimizing the performance of W-O-convLSTM,
an intelligent wrapper-based BorutaShap algorithm is
designed to select the most relevant features from the
cloud segmented statistical properties. Further opti-
mization is achieved through hyperparameter tuning
using a state-of-the-art O optimizer.

4) The non-stationarity behavior, periodicity and random
fluctuations in the cloud chromatic properties and
SZA over the temporal scales are addressed through
the application of SWT with high and low frequency
decompositions.

5) The efficacy of W-O-convLSTM in forecasting UVI
is explored for the four seasons with robust statistical
score metrics and visual analysis of all tested data
alongside other competing benchmark and baseline
models.

The rest of this paper is organized as follows: In Section II,
we briefly present the related work and in section III, we dis-
cuss the theoretical overview. Afterward, we provide the
methodology detailing the comparative experiments for UVI
forecasts in section IV and then we present the results and
discussion in section V. Finally, in section VI, we discourse
the concluding remarks and future work.

II. RELATED WORK
While UVI measurement can be achieved using mechanis-
tic surface measurement methods including the use of a
pyranometer or spectroradiometer, its potential for broad
application can be constrained by high costs and calibration
issues [11]. Previous researches have applied deterministic
methods to predict UVI but such approaches are restricted
by assumed fixed or estimated initial conditions [12], [13].
Artificial intelligence (AI) based data-driven and DL algo-
rithms are robust, cost-effective and user-friendly [14] but
have not yet been applied to predict short-term UVI by utiliz-
ing stochastic cloud cover conditions. Though solar UVI has
been forecasted with applications of artificial neural networks
(ANN) [15], extreme learning machine (ELM) [7], deep
belief networks (DBN) [16] and long short-term memory
(LSTM) [17], integrating cloud effects can further boost the
performance of highly competitive machine learning (ML)
and DL methods.

A multiple-input DL convolutional long short-term mem-
ory (convLSTM) is currently gaining prominence as a pow-
erful predictive tool. Having the convolutional operation
embedded inside the long short-term memory (LSTM) cell,
it robustly extracts statistically significant antecedent lagged
inputs from the predictive variables whilst the LSTM learns
from the sequentially incorporated features for low latency
predictions [18], [19]. Recently, convLSTM was applied for
flood index forecasts [20] and precipitation forecasts [21],
and these studies illustrated the superiority of convLSTM
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over the benchmarked counterparts. Being an intelligent and
versatile predictive model, convLSTM is highly suitable for
modeling cloud-affected UVI.

Feature selection approaches are essential components of
the model designing phase to achieve the optimum perfor-
mance of a forecast model. The Python-based BorutaShap
algorithm remarkably eliminates irrelevant and largely redun-
dant features, as revealed in a study where it was employed in
identifying the strongest data series of winning and losing the
Belgian professional soccer [22]. Along with utilizing selec-
tive filtering, the application of robust data decomposition
schemes such as SWT efficiently accomplishes dimensional-
ity reduction of the input variables. As a pre-processing tool,
SWT was applied by [23] to effectively decompose the input
signals into low-frequency and high-frequency components.
The non-stationarity in electrocardiogram signal inputs [24]
was also exploited using SWT decomposition.

III. THEORETICAL OVERVIEW
This section provides a brief overview of the opera-
tional mechanism of convLSTM in designing the proposed
hybridized W-O-convLSTM model. Furthermore, we briefly
discuss the three major phases of the UVI forecasting frame-
work that includes feature selection by BorutaShap, data
decomposition using SWT and Hyperparameter optimization
by O algorithm.

A. OPERATIONAL MECHANISMS OF ConvLSTM
ConvLSTM is fundamentally an extension of LSTM net-
works that encapsulates the convolutional operation to
robustly capture the underlying spatial features in large scale
sequential and multi-dimensional datasets [25], [26]. With
a time-series predictive framework as in our case, the con-
volutional operation at each gate (input, forget and output)
of the LSTM cell replaces matrix multiplication to suit-
ably extract spatiotemporal patterns in the 2-dimensional
inputs [21], [25]. The future state of a cell in convLSTM is
determined by its local neighbors’ input and past state. While
convLSTM retains the strengths of LSTM to capture long
short-term memory, it further minimizes the redundancy of
the fully connected structure, thus improving the training and
prediction efficiency [27]. The key equations governing the
operation of a single convLSTMunit are as follows [26], [28]:

Forget Gate f t = σ (Wf ∗ [ht−1, xt ]+Wcf ◦ Ct−1 + bf ) (1)

Input Gate it = σ (W i ∗ [ht−1, xt ]+Wci ◦ Ct−1 + bi) (2)

Intermediate State S t = tanh(W c ∗ [ht−1, xt ]+ bc) (3)

Update Cell C t = ft◦Ct−1 + it◦S t (4)

Output Gate ot = σ (Wo ∗ [ht−1, xt ]+Wco ◦ Ct + bo) (5)

Output ht = ot ◦ tanh(Ct ) (6)

where ‘∗’ denotes convolution operator, ‘◦’ denotes
Hadamard product, ht is hidden state at sequential time t ,
Ct is cell state, St is intermediate state and the convLSTM

gates it , ft , ot , are 3-dimensional tensors having the last two
dimensions as spatial dimensions (rows and columns).

The operational mechanisms and explanations of the
benchmarked models constructed using CNN [29], SVR [30]
and PA [31] are elucidated elsewhere, as these methods are
well-renowned.

B. WRAPPER-BASED BORUTASHAP
BorutaShap is an elegant Python-based wrapper method that
combines the Boruta feature selection algorithm with shapely
additive explanations. It is highly compatible and facilitates
any tree-based learner such as RF, XGBoost, decision tree
(DT), etc. as the base model [22], [32]. To select the most
significant features, the Boruta algorithm creates shadow
features (exact replicas) of each feature and shuffles the
values in the shadowed features to remove their correla-
tions with the response variable [33]. Thereafter, it passes
the actual and shadow-shuffled features in the tree-based
model to predict the target variable using the tree-based
learner. It then determines the permutation importance or
Mean Decrease Accuracy (MDA) for the actual and the
shadow-shuffled inputs for overall trees (mtree), given by the
expression [34], [35]:

MDA =
1

mtree

∑mtree

m=1

∑
t∈OOB I (yt = f (xt ))−

∑
t∈OOB I

(
yt = f

(
xnt
))

|OOB|
(7)

where, xt is group of predictor variables (xt ∈ Rn) and yt is
target variable (yt ∈ R) for n number of inputs in the set T
(where t = 1, 2, . . . .,T ), I (•) is indicator function, OOB is
Out-of-Bag predictive error, yt = f (xt) is predicted value
before permuting and yt = f

(
xnt
)
is predicted value after

permuting.
By performing a two-sided hypothesis test (t-test) for

equality of both actual and shadowed, the algorithm cal-
culates the z-score [32]. The z-score is determined by the
expression:

z score =
MDA
SD

(8)

where SD represents the standard deviation of accuracy
losses. A threshold is set by the algorithmwhere the z-score of
the actual feature must be greater than the maximum z-score
(zmax) of the randomized shadow features. If the thresh-
old criteria is met, the feature is selected to be important.
Additionally, comparisons are made between the features
and corresponding shadow features in terms of their shapely
importance values (SHAP values), which produces a more
consistent result [36].

C. STATIONARY WAVELET TRANSFORM (SWT)
SWT is a powerful mathematical tool for dimensionality
reduction and data decomposition, which takes care of non-
stationary, nonlinear and noisy signals [37]. It is a modified
version of conventional discrete wavelet transform (DWT)
that is designed to handle the issues of signal decimation in
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DWT [38]. For a given signal, x(t), its wavelet transform can
be determined by the expression [37]:

X(τ, a) =
1
√
|a|

∫
∞

−∞

x (t) ψ∗
(
t − τ
a

)
dt (9)

where ‘∗’ denotes complex conjugate, ψ is analyzing
wavelet, a is time dilation, and τ is time translation. There-
fore, the DWT of a signal, x[m], is given by the expression:

X [k, l] = 2−(k/l)
∑∞

m=−∞
x [m]ψ[2−km− 1] (10)

By performing a DWT decomposition for the signal x[m],
the respective sub-signals of detailed components (DC) and
approximation components (AC) are acquired [39]. However,
due to signal decimation after each level of decomposition,
the transform by DWT is not time-invariant, which makes the
signal unsuitable for data preprocessing [37]. To overcome
this drawback, SWT (an extension of DWT) is employed, as
it uses the a-trous algorithm to solve the problem of shift-
invariance [38]. Having undecimated wavelet transform, the
size of SWT data is efficiently preserved through the low-
pass and high-pass filters. Thus, the length of the detailed and
approximation coefficients are the same in comparison with
the original signal [40]. Using SWT, the decompositions can
be computed using the expressions [41]:

cASWTn,m =
∑

u
cASWTn−1,m+2n(u)g(u) (11)

cDSWTn,m =
∑

u
cDSWTn−1,m+2n(u)h(u) (12)

where cASWTn,m is the approximation coefficient of SWT,
cDSWTn,m is the detailed coefficient of SWT, n, m is the number
of decomposition levels and the position, g(u) is the low pass
filter and h(u) is the high pass filter. The Python-based SWT
presents several mother wavelets for data decomposition and
signal denoising, among which ‘haar’ and ‘db’ are widely
utilized [23], [24].

D. OPTUNA (O) OPTIMIZER
The O algorithm is a next-generation hyperparameter opti-
mization framework with a define-by-run API that provides
the platform to construct the parameter search space dynam-
ically via efficient searching and pruning strategies [42].
In searching ideal hyperparameter values, O utilizes vari-
ous samplers such as random, grid, Bayesian, and genetic
calculations [43]. During the process of optimization, the
O algorithm achieves optimal solution by repeatedly calling
and evaluating the objective function of different parameter
values. The following steps describe the optimization process
by O algorithm [44]:
Step 1: Determine the direction of optimization, type of
parameter, range of values and the maximum number of
iterations.
Step 2: Enter the loop;
Step 2.1:Uniformly select a population of individuals within
the function defining the parameter value range;

FIGURE 1. (a) Geographic location of the USQ-based experimental site in
Toowoomba, Australia to validate wavelet hybrid convLSTM model.
(b) Roof-top mounted Bentham DTM300 Spectroradiometer for UVR
measurement. (c) Co-located 501 broadband UVR Biometer.
(d) Synchronous Total Sky Imager, TSI440 set-up to capture sky images
and record SZA.

Step 2.2: Automatically terminate the hopeless population
individuals according to the trimming conditions with a
trimmer;
Step 2.3: Determine the objective function value of the
unpruned individual populations;
Step 2.4: Repeat the above steps for the loop and exit when
the maximum number of iterations is reached.
Step 3: Provide the output as the optimal solution and optimal
function value.

The O optimizer is gaining eminence as it provides an
optimum combination of hyperparameters with relatively
lower computation cost in comparison with other optimiza-
tion methods such as exhausted grid search and random grid
search [45].

IV. METHODOLOGY
In this section, we describe our study location and datasets
for the UVI modeling experiments. Thereafter, we discuss
the process of segmenting cloud statistical properties from
the sky images. Finally, we present the stages involved in
designing the proposed W-O-convLSTMmodel, followed by
a discussion onmodel evaluation using robust statistical score
metrics.

A. EXPERIMENTAL SITE AND DATASETS
To validate the W-O-convLSTM model, the study site of the
experimental set-up was based at the University of Southern
Queensland (USQ) in Toowoomba (Latitude of 27.60 ◦S and
Longitude of 153.93 ◦E), Australia, as illustrated in Fig.
1(a). Geographically, the experimental site is located approx-
imately 100 km inland relative to the ocean and experiences
limited marine aerosol and anthropogenic effects [7]. Being
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a subtropical region, Queensland receives a large number of
sunshine days annually, which poses a significant impact on
the public health sector in terms of UV-exposure-related skin
and eye diseases.

We measured the time-series solar spectral irradiance
using the Bentham DTM300 Spectroradiometer (Bentham
Instruments Inc., UK), mounted on a roof-top at the USQ
Toowoomba campus, as shown in Fig. 1(b). Using the mea-
sured solar spectral irradiance, the UVI data was calcu-
lated based on the International Commission on Illumina-
tion (CIE) reference action spectrum for UV-induced ery-
thema on the human skin [5]. As per the CIE guidelines,
we first determined the erythemally active UV irradiance
(UVE) by integrating the monochromatic UV irradiance
(S(λ)) that is weighted with the CIE spectral action function
CIE(λ) and bounded within the wavelengths of 280 nm to
400 nm as follows [46]:

UVE =

400∫
280

S (λ) .CIE (λ) .dλ (13)

Having one unit of UVI equivalent to 25 mW m−2 of ery-
themally effective exposure to UVR, we calculated the UVI
from the UVE as follows [46], [6]:

UVI =
1

25mWm−2

400∫
280

S (λ) .CIE (λ) .dλ (14)

The calculated UVI is a unitless normalized index, for which
the values range globally from 0 to 11+. As the UVI
increases, the exposure severity and potential for damage to
the skin and eye rises.

We acquired the UVI datasets at a time resolution of
10 minutes. However, there were instances when these
datasets were missing due to power failure or maintenance of
the spectroradiometer. The missing datasets were recovered
with the UVI calculated using the minimal erythema dose
(MED) measurements of a co-located 501 broadband UVR
Biometer (Solar Light Co., USA), as shown in Fig. 1(c).
To avoid any UVI anomalies measured by two different
instruments, the Biometer was initially calibrated to the Ben-
tham spectroradiometer using a time-dependent conversion
factor (CF). Consequently, the Biometer-derived UVI was
calculated as follows:

UVI = (MED× CF × 40)/300 (15)

where MED is the minimal erythema dose measured by the
Biometer at every 5 minutes (300 s) and CF is a conversion
factor (different for each season). Considering that one unit of
MED is equivalent to 200 J/m2 of erythemally weighted UV
radiation [47], MED is converted to J/m2 by multiplying with
CF. UVI is calculated from the erythemally weighted UV by
multiplying the erythemal irradiance in units of W/m2 by 40.
Thereafter, we extracted the sky images that were captured

by a synchronous co-located Total Sky Imager - TSI440 (TSI)

(Yankee Environmental Systems Inc., USA), as shown in
Fig. 1(d). These sky images were stored in the TSI repository.
The records of SZA were also extracted from the TSI at
10 minutes intervals. We extracted the UVI, sky images and
SZAdata series for a complete year (from 01-Mar-2003 to 29-
Feb-2004) to obtain the datasets for all 4 seasons. For each
day, the datasets were extracted from 7.40 am to 4.10 pm.
We segmented the sky images to extract the cloud statistical
properties. While we utilized the UVI datasets as the target
input, the cloud statistical properties and SZA datasets were
employed as the input features in model building.

B. SEGMENTING CLOUD STATISTICAL PROPERTIES
Cloud statistical properties were essential input predictor
variables in designing the W-O-convLSTM model and these
variables were segmented from the sky images stored in the
TSI repository. The TSI repository saves a suite of files that
contain colored sky images in JPEG format, a properties
text file and a TSI segmented image in PNG format with
cloud and non-cloud parts of the clear sky. The properties
text file contains the sun position, SZA and cloud fraction
information. We utilized the TSI segmented PNG image and
cloud fraction information to validate our segmented sky
images through comparisons of blue sky and cloud cover.
To segment the sky images from the suite of files, we designed
an automated Python tool that reads all the 10 minutes sky
images in JPEG format and extracts the cloud statistical
properties for each image. The image segmentation algo-
rithm, referred as the Python tool has been designed in the
Python (version 3.7.9) environment. A flowchart shown in
Fig. 2 demonstrates the algorithm execution process of the
proposed automated Python tool to segment the cloud chro-
matic statistics. The Python-based ‘‘glob’’, ‘‘os’’ and ‘‘cv2’’
libraries were utilized to locate and read the real-time sky
image and properties files. Using the ‘‘linecache’’ library,
a common linewas read from the properties file and if this line
was missing, the image was reported as corrupt. Otherwise,
the image of background, camera housing, camera arm and
sun-shield captured in the sky image were all masked using
the ‘‘numpy’’ library, as shown in Fig. 3. Thereafter, the sky
image was split into red (R), green (G) and blue (B) channels,
from which R and B channel arrays were utilized for further
analysis by applying previously reported image segmenta-
tion techniques [48]. Using the R and B channels, the red-
blue ratios (RBR) of the pixels were determined. RBR has
been a commonly applied threshold in segmenting cloud
cover and blue sky that maintains a high resolution of the
image despite getting downsampled when saved in JPEG
format [49]. To increase contrast, the RBR pixel values were
scaled within 0 to 255 [50], [48]. A calculated threshold (T )
was applied to binarize and segment the RBR-scaled pixels
into black and white. The T was determined as follows:

T=(255× TF)/RBR_max (16)

where TF is a threshold factor of 0.56 [48] (usually between
0 to 1) andRBR_max is themaximumRBR. If the pixel values
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FIGURE 2. Flowchart describing the algorithm execution process of the
proposed automated python tool for extracting the cloud statistical
properties from the TSI440 repository-based sky images.

were greater than T , they were assigned 255 (white color) to
represent the cloud cover, else, they were assigned 0 (black
color) to represent the blue sky. The binarized pixel values of
cloud cover and blue sky were masked onto the pixels of red
and blue channels to obtain the segmented statistics of the sky
image. Finally, the Python-based tool was automated via a for
loop to perform the same operations in segmenting the entire
JPEG sky images within the suite. Our segmentation program
is an improvement of the previously reported methods [48],
which shows very close segmentation with the segmented
TSI PNG image, as illustrated in Fig. 3. Upon comparing our
image segmentation with the TSI-based image segmentation
in terms of cloud percentages, we achieve a very low cloud

FIGURE 3. Sky image segmentation and comparisons with TSI segmented
PNG image.

percent difference of 1.84%. Further comparisons showed
that the original and calculated cloud fraction data of the
segmented images had a very strong correlation of 0.991.
The cloud statistical properties are segmented as red and
blue channel pixel averages, standard deviations, ratios, dif-
ferences, TSI-based thin cloud and TSI-based opaque cloud.
The cloud chromatic properties and SZA provided 16 time-
dependent predictor inputs to validate the proposed multi-
ple input multi-step output W-O-convLSTM model for UVI
forecasts. We present the descriptions of these 16 predictor
variables and UVI (predictand) in Table 1.

C. MISSING DATA RECOVERY
After acquiring the data series, it was noted that there were
some missing values in the UVI and cloud statistical prop-
erties data. However, the SZA datasets were complete. The
cloud statistical properties were incomplete due to some
missing and corrupt images from the TSI repository. In the
case of the UVI datasets, some incomplete values were
observed because the 501 Biometer UVI used to recover
the Bentham UVI were missing occasionally. These missing
values were duly imputed with the monthly median of the
respective variable at the same daily time domain. Among the
three commonly used imputation methods of mean, median
and listwise deletion, themedian imputation approach ismore
accurate and robust [51].

D. DEVELOPMENT OF THE PROPOSED PREDICTIVE
MODEL
The scope of this research was to develop a wavelet
hybrid convLSTM model that entails 3 major phases, which
include feature selection by BorutaShap, decomposition of
the selected features using SWT and hyperparameter opti-
mization by O algorithm. In designing this AI-based UVI
forecasting model, the Python programming language (ver-
sion 3.7.9) was implemented. For hyperparameter optimiza-
tion using the O algorithm, we used Google Colab with
python programming as it provides freely available comput-
ing resources that include a graphics processing unit (GPU).
The Python tool is highly versatile, as its virtual environ-
ment provides the platform for both ML and DL-based data
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TABLE 1. Descriptions and inferential statistics of the predictor and target variables used to develop the proposed W-O-convLSTM model to forecast UVI.

analysis through its eminent packages such as Scikit-learn,
Tensorflow and Keras [52], [53], [54].

The schematic diagram in Fig. 4 provides an overview
of the stages involved in designing the proposed predic-
tive model. In accordance with the stages illustrated in the
schematic diagram, the details of the methods adopted at each
stage of the UVI forecasting framework are as follows:
Stage 1: This stage involves an assessment of the cross-
correlations (rcross) between the 10 minutes measured UVI
(i.e.UVI(t)) and each of the 16 predictor variables (i.e. X1(t−
n),X2(t−n),X3(t−n), . . . . . . ,X16(t−n), where t is time and n
is the most significant antecedent lag). Statistically, the indi-
vidual predictors exhibiting the most significant correlation
from the lagged combinations were selected to generate UVI
forecasts. Table 1 enumerates the rcross values and the infer-
ential statistics of these input variables. Once the significant
antecedent lagged inputs of UVI and the 16 attributes were
determined, the data series were reshaped for simulating the
future UVI over multi-step horizons. We describe these fore-
cast horizons in Table 2, where the 10 minutes, 20 minutes,
30minutes and hourly ahead forecasts are designated as 10M,

TABLE 2. Designation of models and forecast horizons (Note: 10M
indicates a 10-minute forecast horizon).

20M, 30M and 60M, respectively. In reshaping the datasets,
a lagged matrix was constructed for each of the four forecast
timescales.
Stage 2: This stage describes the application of a wrapper-
based BorutaShap algorithm for effective feature selection.
After feeding the UVI and 16 attributes into BorutaShap,
it robustly selected the pertinent features and captured the
significant antecedent memory of UVI behavior to deliver
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FIGURE 4. Schematic diagram detailing the construction of the proposed multiple input, multi-step output
model for solar UVI forecasts.

multi-step forecasts. In identifying the most significant input
variables, XGboost was utilized as the base model for screen-
ing each of the four forecast horizon data series. During
the process of screening, consistency was maintained in
identifying the feature importance through the aggregated
and sorted SHAP values. The outcome of feature selection
revealed that all the 16 predictor variables in each of the
four forecast horizon datasets were pertinent and BorutaShap
selected them as important features for model building. For
instance, Fig. 5(a) presents the outcome of feature selection
for 10minutes forecast horizon datasets using the BorutaShap
feature importance plot. The plot marks all the 16 predictors
as pertinent. In addition, Fig. 5(b) presents a bee-swarm
plot that illustrates the feature importance of these predictors
based on their SHAP values.

The criterion in designing the proposed W-O-convLSTM
model is to utilize the historical memories and BorutaShap
feature selection of the inputs acquired from the diversified
characteristics of UVI and cloud statistical properties data
series. If the lagged values delay the two samples (i.e. pre-
dictors and predictand), by applying this criterion, they can
be regarded as statistically independent.
Stage 3:This stage describes the segregation of input datasets
into respective seasons, followed by the train-test split.
The time-series datasets prepared for each forecast hori-
zon were initially segregated into four different seasons.
As detailed in Table 3, autumn (01-Mar-2003 to 31-May-
2003), winter (01-Jun-2003 to 31-Aug-2003), spring (01-
Sep-2003 to 30-Nov-2003) and summer (01-Dec-2003 to

29-Feb-2004) were assigned with 4784, 4784, 4732 and
4732 data points, respectively. Thereafter, each seasonal-
based data series was split into a training set (84.6% to
84.8%), a validation set (10% of training data) and a testing
set (15.2% to 15.4%). Such training and testing split were
employed because we utilized 11 weeks datasets for training
and 2 weeks datasets for testing during all four seasons.
These datasets were extracted at 10 minutes interval, so we
had a sufficient number of data points (4732 to 4784) for
each season to develop the proposed model. Some earlier
studies have also employed a similar train-test split. For
instance, the study by [55] employed a train-test split on
monthly-based datasets with a training split of 71.45% to
75.01% and a testing split of 12.59% to 14.39% for four sites.
A similar approach for the train-test split was also adopted
by [19] and [56]. Subsequently, all the model input datasets
as per Table 1 were normalized between [0 – 1] to improve
the efficiency and accuracy during training and testing
phases [7].
Stage 4: This stage employs SWT to address the issues
pertaining to non-stationarity and noise in the input data
signals. The train-test split of the input datasets was con-
ducted prior to SWT decomposition to prevent the leak-
age of training data into the testing sets, as this could
add bias into the forecast [57]. In decomposing the lagged
feature data series, SWT convolved each cloud statistical
property and SZA signal through high and low pass filters
into detailed components (DC) and approximation compo-
nents (AC) without performing any decimation. Identifying
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FIGURE 5. (a) BorutaShap-derived feature importance of the cloud segmented properties and SZA for 10 minutes forecast, (b) Beeswarm plot of feature
importance based on shapely values.

TABLE 3. Seasonality-based data segregation into training, validation and testing phases to experiment the time-series W-O-convLSTM model in
Toowoomba, Queensland.

the type of SWT scaling filter and level of decomposition
was a critical task to achieve a remarkable wavelet-coupled
model, as no specific method for such selection is confirmed
in the literature [30], [39]. In our case, a trial and error
method was adopted in selecting the best mother wavelet and
decomposition level [58]. Among the SWT mother wavelets
(that includes Daubechies (db), Haar (haar), Symlets (Sym),
Coiflets (coif), Biorthogonal (bior), Reverse biorthogonal
(rbio) and Gaussian (gaus)) and decomposition levels (that
includes 2, 3, 4, 5, 6 and 7), optimum performance was
achieved in designing the proposed model using haar wavelet
at a decomposition level of 2. These SWT parameters search
space and optimum parameters are highlighted in Table 4.
Moreover, Fig. 6 illustrates the training phase decomposition
of the attribute CBRd into its detailed coefficients (D1 and
D2) and approximation coefficient (A2) at 10 minutes fore-
cast horizon in summer. The other attributes were decom-
posed in a similar manner for all four forecast timescales.
While A2 seems to be in phase with the original undecom-
posed predictor variables, D1 and D2 turn out to replicate

greater details of the subtle but significant patterns in the
time-series inputs.
Stage 5: In this stage, we discuss the architectural design
of the proposed hybridized convLSTM model and hyperpa-
rameter optimization using the O algorithm. The architecture
of the deep learning convLSTM model consists of double
convLSTM2D layers that robustly extract the complex behav-
ior of antecedent lagged features. With RELU assigned as
the activation function for the two layers, each layer was
allocated with 100 and 44 filters, respectively. These were the
optimal number of filters tuned by employing the powerful O
algorithm. A flattening layer was integrated after each convL-
STM2D layer. Finally, a dense layer was utilized to generate
forecasts of future UVI as output. An improved performance
was achieved with O optimized hyperparameters that include
a batch size of 104 and epochs of 189. In adopting regu-
larization to reduce overfitting and to improve the training
performance, a good dropout of 0.1 was applied. To further
minimize the issue of overfitting, we adopted a 10 fold cross-
validation strategy. Table 4 presents the search space and
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TABLE 4. Search space in the model design phase with optimum
architecture of the objective model.

optimal hyperparameters of the proposed W-O-convLSTM
model (also labeled as M1). To comprehensively bench-
mark the proposed W-O-convLSTM model, we deployed
other highly competitive counterparts. These counterparts
were non-wavelet-based models that were developed using

convLSTM, convolutional neural network (CNN), support
vector regression (SVR) and passive-aggressive (PA) models.
The hyperparameters of these benchmarkedmodels were also
optimized using the O algorithm.We designated thesemodels
as O-convLSTM (also labeled as M2), O-CNN (M3), O-SVR
(M4) and O-PA (M5), respectively. In an earlier study by [7],
UVI was forecasted by developing machine learning models
using a single predictor input of SZA without considering
the cloud cover effects. In this study, we design our deep
learning UVI forecasting model (M1) using the attributes
of cloud statistical properties (that define the cloud cover
conditions) and SZA to claim that M1 will yield superior
performance in comparison with a deep learning baseline
model developed using the predictor input of SZA alone.
We designated the baseline model developed using SZA as
W-O-convLSTMsza (also labeled as M6). Though M1 and
M6 were fed with different predictor inputs, they were both
wavelet hybrid convLSTM models with similar architectural
designs. It was important to compare the performance of our
objective model (M1) with the baseline model (M6) due to a
significant dependence of UVI on SZA. It is known that when
the sun is out, we have SZA and SZA is highly correlated with
UVI. For instance, Table 1 displays the highest correlation
(0.89) between SZA and UVI in comparison with all other
predictors. Themodel designations andO-based hyperparam-
eter search space of the objective, benchmarked and baseline
models are presented in Table 2.

E. PERFORMANCE EVALUATION OF THE MODEL
To confirm the superiority of the W-O-convLSTM model in
UVI forecasting, we evaluated this model against the base-
line and benchmarked models. To validate that the use of
cloud cover effects could further improve the performance
of the objective model, we evaluated our model alongside
the baseline model. Additionally, by evaluating our objective
model (SWT-based model) alongside the benchmarked mod-
els (non-SWT-based models), we validated the superiority of
employing SWT over non-SWT model design in forecasting
UVI. Here, our focus was to evaluate SWT against non-SWT-
basedmodels, so other wavelet transforms such as DWTwere
not evaluated. While DWT is a known standard frequency
transform, it was not applied to benchmark SWT in our study
because the DWT algorithm exhibits significant problems
associated with signal decimation. Such decimation effects
induce a bias in the model that makes the signal unsuitable
for data preprocessing [30], [37]. On the other hand, SWT is
a modified version of the conventional DWT that utilizes an
a-trous algorithm to overcome the issues of signal decima-
tion [38]. This drawback of DWT confirms the superiority of
SWT during data preprocessing, thus eliminating the need for
evaluating the DWT-based models.

A number of robust statistical metrics were applied
to rigorously evaluate the hybridized W-O-convLSTM
model alongside other competing counterparts in forecasting
short-term UVI. For this study, the commonly adopted model
score metrics, such as Pearson’s Correlation Coefficient (r),
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TABLE 5. The testing phase performance of W-O-convLSTM model against competing counterparts in terms of correlation coefficient (r), root mean
squared error (rmse), mean absolute error (mae) for UVI forecast.

Root Mean Squared Error (RMSE), Mean Absolute
Error (MAE), Coefficient of Determination (R2), Legate-
McCabe’s Index (LM), Willmott’s Index (WI), Nash-
Sutcliffe Efficiency (NSE), Relative Root Mean Square Error
(RRMSE) and Relative Mean Absolute Error (RMAE) [18]
were employed.

r =

∑N
i=1 (UVI

O
i −

¯UVIO)(UVIFi −
¯UVIF )√∑N

i=1 (UVI
O
i −

¯UVIO)
2
√∑N

i=1 (UVI
F
i −

¯UVIF )
2

(17)
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√
1
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2
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RMAE =
1
N

∑N

i=1

∣∣∣∣∣UVIFi − UVIOiUVIOi

∣∣∣∣∣× 100 (24)

whereUVIOi ,UVI
F
i = observed and forecasted UVI for the ith

observation, ¯UVIO, ¯UVIF = average observed and forecasted
UVI, N = Total number.
It is to be noted that the results obtained through these

score metrics may also be due to chance or decisive. So,
to prevent rejection of an equally good parallel model due
to stochastically generated performance metrics, we further
evaluate their forecast accuracies using an efficient statistical
test, known as Diebold–Mariano (DM) test. For details of the
DM test, the readers may refer to [59].

V. RESULTS AND DISCUSSION
This section presents an account of the empirical results to
appraise and demonstrate the merits of the newly designed
W-O-convLSTM model (M1) in UVI forecasting. The fore-
casting performance and efficacy are assessed against highly
competitive counterparts of O-convLSTM (M2), O-CNN
(M3), O-SVR (M4), O-PA (M5) and W-O-convLSTMsza
(M6) at multi-step horizons using a plethora of statistical
score metrics, as described in (17) – (24).

24714 VOLUME 10, 2022

44



S. S. Prasad et al.: Cloud Affected Solar UV Prediction

Table 5 presents the testing phase performance evaluation
of the developed models for the seasons of autumn, winter,
spring and summer at different forecasting timescales (the
optimal performance is highlighted in red). For almost all the
experimentally captured modeling aptitudes having the high-
est Pearson’s correlation coefficient (r), lowest mean absolute
error (MAE) and lowest root mean square error (RMSE), the
proposed hybridized W-O-convLSTM model outperforms
the comparative models in forecasting seasonal-based UVI at
10M, 20M, 30M and 60M horizons. Overall, the proposed
model highlights its best performance against the compet-
ing counterparts in autumn-based 10M forecast horizon with
statistical scores of r = 0.961, MAE = 0.017 and RMSE
= 0.024 with respect to r = [0.873-0.958], MAE = [0.020-
0.043] and RMSE = [0.025-0.055], where [-] denote lower
and upper statistical bounds. In terms of r values, the W-
O-convLSTM model shows the best performance in all the
seasons for each forecast horizon, except for the summer-
based 10M forecast. At this instance, the non-wavelet hybrid
O-convLSTMmodel executes slightly better. Despite the sub-
tle variation, our objective model shows a very close perfor-
mance with respect to the O-convLSTMmodel, having a very
low difference in r values (≈0.004). The MAE and RMSE
values approach 0, indicating that our model is approaching
a high level of precision. Moreover, a decline in performance
accuracy is observed with increasing forecast horizons.

To completely gauge and understand the W-O-convLSTM
model, it was rigorously evaluated with Willmott’s Index
(WI), Nash-Sutcliffe efficiency (NSE) and the most strin-
gent metrics of Legate-McCabe’s index (LM). These eval-
uation statistics are presented after aggregating the initial
results of the four seasons with averages so that extensive
comparative outcomes could be delivered at multiple fore-
casting timescales. The observed trends in aggregated and
non-aggregated statistics were very similar. In Fig. 7, the
comparisons of WI, NSE and LM aided by line graphs reveal
that the W-O-convLSTMmodel performs significantly better
than other predictive models. The objective model achieved
the highestWI andNSEwithWI= 0.962 andNSE= 0.864 at
10M, WI= 0.960 and NSE= 0.851 at 20M, WI= 0.946 and
NSE = 0.801 at 30M and WI = 0.940 and NSE = 0.780 at
60M forecast horizons. Verification of the performance mea-
sure using LM consolidates superior performance by the
hybrid W-O-convLSTM model, as it yields lowest stringent
errors and highest LM statistics, where LM = 0.713 at 10M,
LM= 0.706 at 20M, LM= 0.627 at 30M and LM= 0.609 at
10M forecast horizons. Again, the model performance drops
with increasing forecast timescales.

In conjunction with the statistical metrics, the percentage
errors, such as RRMSE and RMAE were further employed
as alternative score metrics to enable the model compar-
ison during the four different seasons. For instance, the
seasonal-based performance comparison of the proposed
W-O-convLSTM model against the counterparts are pre-
sented using radar plots in Fig. 8 at 10M forecast horizon.
The objective model captured the lowest RRMSE and RMAE

FIGURE 6. SWT decomposed detailed coefficients (D1 and D2) and
approximation coefficient (A2) of CBRd (predictor input) in the training
period for summer-based 10 minutes forecast horizon.

FIGURE 7. Line graphs of seasonal aggregated Legate-McCabe’s Index
(LM), Willmott’s Index (WI) and Nash-Sutcliffe Efficiency (NSE) for
W-O-convLSTM model (M1) against its comparatives (M2 – M6) during the
testing phase.

values with RRMSE = 18.226% and RMAE = 28.426%
in autumn, RRMSE = 26.324% and RMAE = 19.318%
in winter, RRMSE = 17.697% and RMAE = 18.936% in
spring and RRMSE = 17.173% and RMAE = 16.224% in
summer. By displaying relatively better performance with
respect to the comparative models in all four seasons, our
newly designed model is highly competent for delivering
more accurate forecasts of UVI at 10M forecast horizon.
Similar performance was achieved by the objective model at
all the other forecast horizons.

A DM test was implemented to compare the forecasting
performance of the objective model with its counterparts. The
null hypothesis (HO) was set as: the observed differences
between the performances of two forecasting models are not
significant. HO was tested against the alternative hypothesis
(HA), which was set as: the observed differences between
the performances of two forecasting models are significant.
By conducting this statistical test at a 5% level of significance,
we rejected HOif |DM|> 1.96. The outcomes of DM tests are
presented in Table 6 for 10M horizon, where the calculated
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FIGURE 8. Radar plots showing the seasonal-based testing phase
performance for W-O-convLSTM model (M1) against its comparatives (M2
– M6) measured by: (a) Relative Root Mean Square Error (RRMSE %) and
(b) Relative Mean Absolute Error (RMAE %) at 10M forecast horizon.

DM statistics are mostly greater than 1.96 and less than
-1.96. In accordancewith these statistics, we conclude that the
difference in UVI forecasts from the two predictive models
is statistically significant in most cases (HO is rejected).
The test implies that our W-O-convLSTM model mostly
shows greater accuracies. The only exceptions are for com-
parisons of our objective model with O-convLSTM (M2) in
spring and summer, where the DM statistics are −0.359 and
0.161, respectively. Possibly due to stochastic interference,
the observed differences between the performances of these
two forecast models are not significant and they capture the
same accuracies. Otherwise, in most cases, our proposed
model delivers superior performance. Similar outcomes of
DM tests were yielded for other forecast horizons.

To further examine the success of the W-O-convLSTM
model in UVI forecasting, the observed and forecasted val-
ues were plotted as ordinate and abscissa (for the objective
model) in Fig. 9 and as the absolute forecasted error (for all
predictive models) in Fig. 10 for 10M horizon. The scatter-
plots presented in Fig. 9 display a least squares regression
line (UVIfor = mUVIobs+ c, where c is the ordinate intercept
and m is the gradient) between the observed and forecasted
UVI. For an optimal performing model, its R2 value is closer

FIGURE 9. Scatterplots of the observed and forecasted UVI data in the
testing phase with the optimal W-O-convLSTM model (M1) for 10M
forecast horizon. Equations of linear regression and the coefficient of
determination (R2) are shown in each panel.

FIGURE 10. Boxplots of the absolute forecasted error |FE| in the
seasonal-based testing datasets of UVI at 10M forecast horizon for
W-O-convLSTM model relative to its counterparts.

to 1, while the m and c values are very close to 1 and 0,
respectively [58]. In our case, the W-O-convLSTM model
performs very well in all seasons, having the most efficient
performance in autumn with R2

= 0.923, m = 0.918 and
forecasts with robust adaptability to seasonal and diurnal
variations, particularly for stochastic cloud cover conditions.
As enumerated in Fig. 10, the boxplots of absolute forecasted
error |FE| (i.e. |FE| = UVIfor- UVIobs) explore the precision
of the W-O-convLSTM model against comparative models
in terms of statistics of the lower quartile, upper quartile,
median, maximum, minimum and data outliers. Upon com-
parisons, the boxplots justify that the distributed errors for the
objective model acquire significantly lower statistical error
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TABLE 6. Outcomes of Diebold-Mariano (DM) tests to compare the forecast accuracy of W-O-convLSTM Model (M1) against the competing counterparts
at 10M Forecast Horizon.

criteria with smaller spread and relatively lower magnitude
of quartile and median statistics. Due to the reason that the
designed models did not achieve a correlation coefficient
of 1, some outliers were observed in |FE|. Mostly in summer
and spring, the designed models could not capture all higher
variability in cloud type, ozone column and aerosol effects
(i.e. dust and smoke). Despite the presence of some outliers
in |FE|, the proposed W-O-convLSTM model yielded high
values of r, (mostly greater than 0.9) in all four seasons and
at all the forecast timescales, as indicated in Table 5.

The newly designed W-O-convLSTM model yielded high
correlation coefficients (r values) in UVI forecasting. The
high r values were achieved because the predictor inputs
displayed a high correlation with the UVI. The study by [60]
revealed that there is a high correlation between the monthly
average SZA and UVI (≈88% or 0.88). Similarly, in our
study, Table 1 shows a high r value of 0.89 between 10 min-
utes SZA and UVI. Together with SZA, we further integrated
cloud statistical properties that were also correlated with UVI
to generate UVI forecasts. Having highly correlated features
with the target, the simulations of UVI forecasts in this study
yielded high r values. Another similar study by [61] integrated
SZA and cloud statistical properties with a CNN-LSTM
model to forecast photosynthetic photon flux density (PPFD).
The outcomes revealed that the model captured a high r
value of 0.92 in generating forecasts of PPFD. Moreover, our
study forecasted very short-term UVI at 10M, 20M, 30M and
60M. For a very short-term forecast, there would be a high
correlation of immediate past value with the current value,
and a high correlation of current value with future value.
To further justify the high r values captured by the objective
model we calculated Murphy’s skill score (SS). The work
of [62] reveals that the derived decompositions of SS yield
analytical relationships between the respective skill scores
and the coefficient of correlation between the observations
and forecasts. Table 7 presents the SS of theW-O-convLSTM
model in generating UVI forecasts at multi-step horizons for

TABLE 7. Skill score (SS) of the W-O-convLSTM model at Multi-Step
Forecast Horizon.

the four seasons. High values of SS validate high r values
captured in UVI forecasts.

Overall, the evaluation outcomes and results exemplified in
Table 5-6, as well as in Fig. 7-10 demonstrate the robustness
and efficacy of the newly proposed W-O-convLSTM model
in generating cloud-affected UVI forecasts with respect to its
counterpart models at multi-step timescale. It was essential
to apply several statistical criteria, as a single indicator may
not portray the shortcomings of each predictive model [63].
After exploring the performance against benchmarked and
baseline models, the findings reveal that our wavelet-based
hybrid W-O-convLSTM captures comparatively larger val-
ues of r, WI and ENS, smaller values of MAE and RMSE,
lower percentage errors of RRMSE and RMAE and better
values of R2, m and c. The superiority of W-O-convLSTM
is further elucidated by larger values of the most stringent
metric, i.e. LM. In terms of the forecast timescales, more
accurate and efficient forecasts of cloud-affected UVI are
achieved at a lower forecast horizon (10M). The stochastic
nature of the cloud is best captured on short time scales,
as even the slightest position change can vastly change the
available UV. While our objective model presents the most
precise performance by having lower |FE|, it demonstrates its
forecasting adaptability for all four seasons in Queensland.
Out of the four seasons, the aforementioned performance
metrics statistics indicate that our wavelet-hybridized model
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generates the best forecasts in autumn and delivers slightly
lower performance in winter at all the forecasting timescales.
However, such observed discrepancy is subtle and relative
to other counterpart models, the proposed W-O-convLSTM
model still delivers the best forecasting skills for all four
seasons. The robustness of our SWT-based objective model
over the non-SWT-based benchmarked models is an outcome
of exploiting SWT that successfully addressed the issues of
non-stationarity in the cloud statistical properties prior to
simulating UVI forecasts.

To validate the influence of cloud movements on UVI,
our cloud properties-basedW-O-convLSTMmodel is gauged
against the SZA-based W-O-convLSTMsza model (baseline
model developed with a single predictor input of SZA).
In accordance with the captured results in Table 5-6 and
Fig. 7-10, the objective model displays superior performance
over the baseline model, thus affirming the significance of
stochastic cloud effects on ground level UVR.

In this study, the development of a multiple input multi-
step output W-O-convLSTM model entails many advan-
tages. Firstly, after rigorous evaluation using robust statistical
metrics, the model displays superior and enhanced perfor-
mance in forecasting short-term UVI for Australia. Sec-
ondly, the enhancement in simulations of future UVI can
serve as a powerful clinical tool to inform more accurate
sun-protection times to the public and mitigate skin and eye
health risks under different cloud cover conditions.Moreover,
our improved image segmentation technique avers its poten-
tial applicability in modeling UVI with cloud cover condi-
tions for other temperate countries. Our image segmentation
techniques may also be applicable in designing robust pre-
dictive models to improve solar radiation forecasts. This may
benefit the energy sector for solar energy monitoring under
cloud-affected skies. Additionally, such cloud segmentation
techniques can be integrated into modeling photosynthetic
active radiation to facilitate healthy plant growth and benefit
the agricultural sector. Despite an excellent performance by
the newly proposed W-O-convLSTM model, it exhibits a
minor limitation. In model designing, we did not use the
aerosol and ozone datasets, as these were not available for
our site at 10 minutes time resolution. These are two impor-
tant atmospheric variables that also affect the ground-based
UVI through the absorption and scattering processes. How-
ever, in our study, we utilized the time-lagged Bentham UVI
datasets that already captured some ozone and aerosol effects.
For future studies, integrating ozone and aerosol datasets may
further improve the UVI forecasting framework.

VI. CONCLUSION
We proposed a novel solar UVI forecasting framework by
building a hybrid deep learning and multi-step input system,
denoted as W-O-convLSTM model, integrating antecedent
lagged memory of cloud cover properties with SZA. The
newly developed model was further validated with data
extracted for four different seasons at study sites in Queens-
land, Australia where solar UV radiation currently poses

a serious risk in terms of increasing skin cancer and eye
diseases such as Pterygium, cataracts, or other eye health
ailments. A 3-phase model design approach was employed,
which entailed an input selection process with BorutaShap,
data decomposition using the SWT and a hyperparameter
optimization stage with the Optuna algorithm. We performed
a holistic evaluation of the predictive model through statisti-
cal metrics and diagnostic plots of predicted and measured
UVI to elucidate the superior forecasting skill of the pro-
posed W-O-convLSTM model over its benchmark models.
For the forecast horizon of 10 minutes (10M), 20 minutes
(20M), half-hourly (30M) and hourly (60M) scales we noted
an accurate performance of the proposed W-O-convLSTM
model that has also captured the stochastic effects of cloud
cover. Thus, our newly proposed model is a likely tool to be
adopted in real life for benefits to the public health area such
as delivering sun protection behavior recommendations that
can help mitigate skin cancer and eye disease risk.

Our study, advancing an earlier work [7] that has used
solar zenith angle as a single input to predict the solar UV
index, was a next stage pioneering research in developing
an artificial intelligence-based predictive model particularly
by integrating cloud cover conditions. However, in a future
study, we may integrate the actual measured values of aerosol
and ozone effects together with the solar zenith angle and the
cloud cover effects to further enhance the predictive frame-
work for real-time UVI forecasting.
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 Links and implications 

The newly developed hybrid DL system, denoted as the W-O-convLSTM model 

integrated antecedent lagged memory of cloud statistical properties and SZA to 

generate more precise UVI forecasts at multi-step horizons. The applicability of the 

prescribed model is highly suitable for the regions around Toowoomba as the model 

was trained on the time-lagged Bentham UVI datasets that already captured some 

ozone and aerosol effects for this study site. However, the predictive performance may 

slightly decrease for other distant geographical locations as the proposed model did 

not train on the site-specific aerosol and ozone datasets due to their unavailability at 

10-minute time resolution for Toowoomba. It is known that to some extent, the ground-

level UVI is influenced by the absorption and scattering processes led by aerosol and 

ozone effects (Deo et al. 2017).  

To overcome the influence of aerosol and ozone effects in modelling, it is more 

practical to forecast the UV-A component of the ground-level UV radiation by training 

the predictive model on the available cloud statistical properties. The forecasts of UV 

radiation generated in terms of UVI are depicted as the combined effects of UV-A and 

UV-B wavebands. Among the two, the absorption and scattering effects of the 

stratospheric ozone are negligible on the UV-A component (Kudish et al. 2005). 

Additionally, the incident UV-A radiation at the Toowoomba experimental site is much 

less affected by aerosols as the study area is located approximately 100 km inland 

relative to the ocean and experiences limited aerosol and anthropogenic effects (Deo 

et al. 2017). So, without the aerosol and ozone datasets, it is essential to construct a 

UV-A forecasting model by integrating the available 10-minute cloud statistical 

properties extracted from the sky images and SZA datasets. Due to the reasons that 

aerosol and ozone effects exhibit much less influence on UV-A radiation, the UV-A 

forecasting model developed for the Toowoomba hotspot can further extend its 

practical utility at other geographical locations, particularly for most remote areas.  

The design of a UV-A radiation predictive model has not been examined 

extensively in the literature, though it poses detrimental exposure effects on the 

people, and the terrestrial animal and plant life on earth. So far, some previous studies 

have been conducted in exploring models for predicting UV-B radiation as this 

waveband is known to cause premature ageing and skin cancer in humans and 

animals (Sterenborg & VanDerLeun 1987; Zhao & He 2022). On the same notion, UV-

A radiation is highly abundant and its harmful exposure is also linked to greater risks 
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of skin cancer because high doses of the UV-A waveband can penetrate much deeper 

into the skin tissues to cause severe biological damage (Lavker et al. 1995). It is known 

that 95% of the UV waveband is represented by the UV-A component, which is much 

greater than the UV-B component (Courdavault et al. 2004). In plant cells, exposure 

to harmful UV-A wavelengths escalates photosynthetic damage as it minimizes the 

electron transport efficiency and enhances radical formations (White & Jahnke 2002). 

When compared with the UV-B waveband, the UV-A component can easily transmit 

through glass (Parisi et al. 2007). In this scenario, the glass-transmitted UV-A rays 

pose harmful exposure risks for people participating in recreational activities or those 

at work. Therefore, the detrimental UV-A exposure effects on people and terrestrial 

environments also need adequate monitoring and exploration. By designing robust 

decision support tools using an AI-inspired predictive framework, more accurate and 

reliable UV-A exposure risk information can be provided to the end-users, including 

the general public and UV radiation researchers.   

Additionally, the predictive performance and reliability of the AI-based DL 

systems can be further improved through model calibration. In this regard, the 

predictive model can be calibrated by adopting the uncertainty quantification approach 

that requires an ensemble of several single-point models trained on different key loss 

functions (Stevenson et al. 2022). On this notion, the first objective designed a UVI 

forecasting model but the model calibration strategy was not applied. Thus, a UV-A 

forecasting data-intelligent framework can be constructed by integrating a model 

calibration and uncertainty quantification approach with a robust DL algorithm to 

further explore the predictive performance and model reliability.  
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CHAPTER 5: PAPER 2 – VERY SHORT-TERM SOLAR 

ULTRAVIOLET-A RADIATION FORECASTING SYSTEM 

WITH CLOUD COVER IMAGES AND A BAYESIAN 

OPTIMIZED INTERPRETABLE ARTIFICIAL INTELLIGENCE 

MODEL 

 Introduction 

This chapter is an exact copy of the published article in Expert Systems with 

Applications journal, Vol. 236, Page 121273 (2023) (Scopus Impact Factor 8.665).  

 

The chapter describes the construction of a hybrid UV-A forecasting model at 

a 20-minute horizon. The vital stages of developing the hybrid ensemble N-BEATS 

model are illustrated in the schematic structure in Figure 5. In the first stage, the cross-

correlations of the input predictors with UV-A radiation were assessed and the most 

significant time-lagged predictor inputs were selected. The N-BEATS base model was 

hybridized by applying a NCA algorithm for feature selection and a Bayesian optimizer 

for hyperparameter tuning. Further hybridization was achieved by developing an 

ensemble of 15 single-point models trained on three different key loss functions. To 

attain enhanced performance capability, the model was calibrated by carrying out 

uncertainty quantification. To explore the intermittent cloud cover effects on ground-

level UV-A, the proposed model was trained on the cloud statistical properties 

extracted from sky images, along with SZA. These input datasets were only available 

for the Toowoomba experimental site at a desired time resolution, and due to this 

reason, the Toowoomba hotspot was only explored for constructing the UV-A 

forecasting model. Though this study site, which has been selected for objective 2 was 

the same as that in objective 1, the length of datasets and the target variables were 

different for both objectives. Moreover, objective 2 adopts a remarkable modelling 

strategy by implementing the concept of model calibration and uncertainty 

quantification. The newly designed hybrid ensemble model, designated as B-E-

NBEATS was rigorously assessed for its forecasting performance alongside four other 

competing counterpart models, where one of them was a hybrid ensemble model (B-

E-LSTM) and the other three were non-ensemble-based models (B-NBEATS, B-LSTM 

and B-BRR).  
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The results of the rigorous evaluation with robust statistical score metrics show 

that the proposed B-E-NBEATS model outperforms all the other benchmarked models 

in forecasting near-real-time UV-A. The model also offers seasonality and trend as 

interpretable outputs for the observed and predicted UV-A. Through model calibration, 

the stochastic effects of the cloud cover conditions on the forecasting performance are 

reduced and a better version of uncertainty estimations and model reliability was 

obtained. The robust forecasting skill of the newly developed data-intelligent model 

with interpretable outcomes affirms its practical applications in providing more 

accurate UV-A radiation information for the end-users and researchers to help mitigate 

the UV-exposure-related detrimental effects on people and terrestrial animal and plant 

life.   

 

 

Figure 5 Schematic structure of the prescribed UV-A forecasting framework with 

cloud cover images using a hybrid ensemble N-BEATS model (B-E-NBEATS). 
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 Links and implications 

A hybrid ensemble DL predictive framework, denoted as B-E-NBEATS model 

constructed to achieve objective 2 of this PhD research robustly demonstrates its 

performance superiority in forecasting short-term UV-A with interpretable outputs. In 

regards to the architecture of the DL models, these are “black-box” with highly complex 

and non-explainable hidden internal workings (Vilone & Longo 2021). Some recent 

studies have applied the xAI architecture to better understand the DL “black-box” 

generated outcomes (Joseph et al. 2022; Van der Velden et al. 2022). The model-

agnostic xAI tools generate explainable and interpretable outcomes that make the DL 

models transparent and more trustworthy for respective end-users and decision-

makers (Vilone & Longo 2021). These model-agnostic tools are capable of explaining 

the DL models locally using the LIME method (Zdravković et al. 2022) and globally 

using the SHAP and PFI approaches (Qin et al. 2022).  For the purpose of forecasting 

UV radiation with explainable outcomes, there appears to be a significant gap in the 

literature, as the xAI architectures have not been integrated previously in modelling 

UVI. Thus, it is important that the model-agnostic xAI tools are applied to the DL UVI 

forecasting framework so that the feature interactions and the predictive behaviour of 

this “black-box” system is clearly explained. 

 In objectives 1 and 2, cloud cover effects were applied as input predictors for 

establishing the UVI and UV-A radiation predictive models, respectively using the sky 

image-based cloud statistical properties extracted from the Toowoomba experimental 

sites. However, it is important that other geographical sites are also explored to 

validate the merits of a DL-based UV radiation forecasting model. Some other 

Australian hotspots having high UV radiation exposure include Darwin, Alice Springs, 

Townsville and Emerald and these regions have not been explored for designing an 

explainable UVI forecasting framework in previous research. Unfortunately, the sky 

images are not available for these sites, so the satellite-derived predictor variables, 

including cloud cover effects, can be implemented to establish a UVI forecasting 

framework integrated with the xAI tools. Among the satellite-derived products, the 

cloud cover conditions, atmospheric aerosol column, ozone effects, dust 

concentrations and water vapour content are highly interconnected with the solar UV 

radiation and it is vital that these atmospheric variables are applied in modelling UVI. 
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The short-term UVI forecasting model constructed using the satellite-derived 

atmospheric variables and SZA can be implemented as an early warning decision 

support tool for the Australian hotspots that receive high UV exposure. In particular, 

the DL UVI forecasting model trained on several important atmospheric variables can 

be applicable to many different sites and other temperate countries, including most 

remote locations. Through integrating the UVI predictive model with the xAI tools, the 

influence of respective predictor variables on the model outcome can be explained 

locally and globally to further aid the end-users and UV researchers in better decision-

making. In this respect, the design of a DL xAI framework tailored for short-term 

forecasting of UVI can provide more accurate and explainable sun-protection 

behaviour recommendations to the general public and help mitigate UV-exposure-

related eye and skin diseases, including skin cancers. 
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CHAPTER 6: PAPER 3 – ENHANCED JOINT HYBRID DEEP 

NEURAL NETWORK EXPLAINABLE ARTIFICIAL 

INTELLIGENCE MODEL FOR 1-HR AHEAD SOLAR 

ULTRAVIOLET INDEX PREDICTION MODEL 

 Introduction 

This chapter is an exact copy of the published article in Computer Methods and 

Programs in Biomedicine journal, Vol. 241, Page 107737 (2023) (Scopus Impact 

Factor 7.027). 

 

The chapter describes the development of a joint hybrid explainable model for 

forecasting hourly ahead UVI using a DNN as a base model. It explores the influence 

of satellite-derived atmospheric variables, such as cloud cover conditions, 

atmospheric aerosol column, ozone effects, dust concentrations and water vapour 

content on ground-level UV radiation using xAI tools. Along with these predictors, SZA 

is also utilized as an input in modelling UVI for the four Australia hotspots of Darwin, 

Alice Springs, Townsville and Emerald. 

The schematic diagram presented in Figure 6 describes the important phases 

in designing the proposed enhanced joint hybrid explainable DNN model. It entails the 

selection of the most significant time-lagged inputs by assessing the CCF in terms of 

rcross and PACF. Consequently, the DNN model was hybridized by applying model-

specific and filter-based algorithms for dual-phase feature selection, a Bayesian 

optimizer algorithm for hyperparameter optimization and the xAI-based model-

agnostic tools for providing model explanations. To affirm the model transparency and 

trustworthiness, the local and global explainable outcomes of this “black-box” model 

were extracted using the LIME, SHAP and PFI algorithms. The proposed enhanced 

joint hybrid explainable model, designated as EJH-X-DNN was stringently evaluated 

against six skilful comparative models (EJH-FCN, EJH-ANN, EJH-MLP, EJH-AB, EJH-

SGD and EJH-DT) using a plethora of performance metrics for forecasting the UVI. 

Model evaluation outcomes indicate that the prescribed EJH-X-DNN framework 

demonstrates optimal performance in forecasting short-term UVI. The combined xAI-

based explainable outcomes of the local and global model-agnostic approaches reveal 

that the major contributing predictor variables in forecasting short-term UVI were the 

antecedent lagged memory of UVI (at a lag of t – 1) and SZA. The feature attributes 
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associated with cloud cover conditions, ozone effects and precipitation also showed 

some significant impact on model predictions. The performance superiority and 

trustworthiness of this explainable forecasting system avers its practicality as an early 

warning tool for UV exposure through an online or mobile mode for most temperate 

countries, including remote locations. The explainable forecasted outcomes of UVI 

can aid the expert end-users as a decision support tool to provide more accurate sun 

protection information and help mitigate the deleterious UV radiation exposure effects 

that can cause skin diseases (including skin cancers) and eye health ailments. 

 

     

Figure 6 Schematic diagram of the proposed enhanced joint hybrid explainable 

UVI forecasting framework (EJH-X-DNN) integrated with satellite-derived predictors. 
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Background and Objective: Exposure to solar ultraviolet (UV) radiation can cause malignant keratinocyte cancer 
and eye disease. Developing a user-friendly, portable, real-time solar UV alert system especially or wearable 
electronic mobile devices can help reduce the exposure to UV as a key measure for personal and occupational 
management of the UV risks. This research aims to design artificial intelligence-inspired early warning tool 
tailored for short-term forecasting of UV index (UVI) integrating satellite-derived and ground-based predictors 
for Australian hotspots receiving high UV exposures. The study further improves the trustworthiness of the newly 
designed tool using an explainable artificial intelligence approach.
Methods: An enhanced joint hybrid explainable deep neural network model (called EJH-X-DNN) is constructed 
involving two phases of feature selection and hyperparameter tuning using Bayesian optimization. A compre-
hensive assessment of EJH-X- DNN is conducted with six other competing benchmarked models. The proposed 
model is explained locally and globally using robust model-agnostic explainable artificial intelligence frame-
works such as Local Interpretable Model-Agnostic Explanations (LIME), Shapley additive explanations (SHAP), 
and permutation feature importance (PFI).
Results: The newly proposed model outperformed all benchmarked models for forecasting hourly horizons 
UVI, with correlation coefficients of 0.900, 0.960, 0.897, and 0.913, respectively, for Darwin, Alice Springs, 
Townsville, and Emerald hotspots. According to the combined local and global explainable model outcomes, the 
site-based results indicate that antecedent lagged memory of UVI and solar zenith angle are influential features. 
Predictions made by EJH-X-DNN model are strongly influenced by factors such as ozone effect, cloud conditions, 
and precipitation.
Conclusion: With its superiority and skillful interpretation, the UVI prediction system reaffirms its benefits for 
providing real-time UV alerts to mitigate risks of skin and eye health complications, reducing healthcare costs 
and contributing to outdoor exposure policy.

1. Introduction

Exposure to solar ultraviolet (UV) radiation (290-400 nm) poses 
both beneficial and harmful effects on people, as well as terrestrial ani-
mal and plant life. In terms of benefits, exposure to UV radiation enables 
the human body to produce a sufficient amount of vitamin D that helps 
strengthen muscles, bones and the overall immune system [1]. The abil-
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E-mail addresses: salvin.prasad@usq.edu.au (S.S. Prasad), ravinesh.deo@usq.edu.au (R.C. Deo), sancho.salcedo@uah.es (S. Salcedo-Sanz), 

nathan.downs@usq.edu.au (N.J. Downs), david.casillas@urjc.es (D. Casillas-Pérez), alfio.parisi@usq.edu.au (A.V. Parisi).

ity of UV radiation to inactivate potentially harmful micro-organisms 
(such as protozoa) has led to its application as a disinfectant in the wa-
ter and food industry [2]. Recently, UV light was increasingly utilized as 
a significant disinfectant for coronavirus-contaminated surfaces during 
the COVID-19 pandemic [3]. Contrary to the benefits, elevated expo-
sure to UV light radiation causes temporary or irreversible damage to 
the process of photosynthesis in plants [4]. Above all, the most pressing 
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concern for the health sector is the detrimental effects of erythemally-
effective UV irradiance at the short end of the spectrum (290 to 315 
nm) that poses high exposure risks for human skin and eyes [5,6]. Pro-
longed UV exposure may result in skin-based malignant keratinocyte 
cancers and eye diseases that include cataracts and pterygium [7].

UV radiation-induced skin cancers have led to an increased mortal-
ity rate in most temperate countries. In 2018, there was a significant 
mortality of 126,000 for skin cancer on a global basis, which imposes 
a profound economic burden on healthcare services [8]. Having a high 
ambient UV irradiance and prevalence of fair skin types in the Aus-
tralian and New Zealand population, the two countries recorded the 
highest incidence of melanoma and keratinocyte carcinoma on a global 
basis in 2021 [9]. In Australia, such skin-related public health problems 
are more severe and they impose a huge burden on the Australian health 
sector with an annual estimated expenditure of $1.7 billion (AUD) on 
skin cancer treatment [10].

In order to develop engineering-based solutions for wearable elec-
tronics and other personal protection tools that can implement sun 
protection and mitigate the impacts of sun-exposure-related skin and 
eye health risks, the World Health Organization (WHO), International 
Commission on Non-Ionizing Radiation Protection (ICNIRP), World Me-
teorological Organization (WMO) and United Nations Environment Pro-
gramme (UNEP) have developed the global solar UV index (UVI). This is 
a numeric-scale indicator of the public health risk of UV, ranging from 
0 to 11+ [11]. With a high UVI, the associated UV exposure severity 
and potential damage to the skin and eye is expected to rise. Preven-
tative interventions with innovative decision support tools capable of 
providing sun exposure information to individuals can help mitigate the 
detrimental effects of UV exposure, as well as reduce healthcare costs. 
For some decades, ground-based [5] and satellite-based [6] instrumen-
tations have been commonly employed to estimate the incoming solar 
UV irradiance. Though the two approaches can deliver accurate sun-
exposure information, the major drawback of their practical utility is 
the high costs of installation, maintenance and operation [12].

Predictive frameworks designed through the application of artifi-
cial intelligence (AI) modeling can pragmatically deliver more accurate 
forecasts of UV exposure metrics that are adaptable to changing phys-
ical conditions in the atmosphere and useful to users of mobile tech-
nology. Machine learning (ML) and deep learning (DL) algorithms are 
widely used AI-based forecasting systems that are cost-effective, robust 
and user-friendly for time-dependent forecasting [13]. Recent studies 
reveal that the DL technology is gaining more prominence in its appli-
cation, particularly in the UVI forecasting framework where simulations 
of UVI forecasts have captured high predictive accuracy [14,15]. How-
ever, the DL models have a black-box architecture with hidden internal 
workings that are highly complex and non-explainable. To better under-
stand the DL black-box-generated outcomes, most recent studies have 
utilized explainable artificial intelligence (xAI) architecture [16,17]. 
The xAI architectures enable the DL models to become transparent, as 
the outcomes are interpretable and more trustworthy for the end users 
and decision-makers [16]. A plethora of innovative research methodolo-
gies has applied the model-agnostic tools in the xAI domain that include 
the local and global model explainability. At the local level, the local 
interpretable model-agnostic explanations (LIME) technique robustly 
explains the individual prediction of the black-box model [18]. In re-
gards to global explanations, the Shapley additive explanations (SHAP) 
and permutation feature importance (PFI) frameworks are capable of 
explaining the entire decision of the black-box predictive model [19]. 
The applications of xAI technique further allow the layperson to clar-
ify the logic underlying the process of decision-making by a black-box 
model. Currently, there appears to be a significant gap in the literature 
on integrating xAI in modeling UVI, as no previous studies have applied 
the xAI architecture in the UVI forecasting framework.

This paper focuses on designing an xAI-based enhanced UVI fore-
casting system using DL technology to offer local and global explain-
ability regarding the influence of the predictor variables on model 

outcomes. Solar zenith angle (SZA) is one important attribute that influ-
ences the level of solar UV radiation on the earth’s surface. This variable 
is known to govern the optical path length while the incident radiation 
traverses through the earth’s atmosphere [5]. At any given SZA, the un-
broken cloud cover condition is another meteorological variable that 
significantly reduces the solar UVI by 50 to 60% and even more dur-
ing precipitation [20]. However, the scattering of solar irradiation by 
partial intermittent cloud cover can cause an escalated spike in ground-
level UV radiation, thus exceeding the nominal cloud-free surface UV 
radiation [5]. In this scenario, the general public can be subjected to 
more severe UV exposure, which poses even greater damaging effects on 
the skin and eyes. Aerosols are another important atmospheric variable 
that impacts the surface-level UVI [15]. Furthermore, the UVI is also 
affected by absorption and scattering due to stratospheric ozone [21].

The objective of the current study is to design an enhanced joint 
hybrid explainable deep neural network (DNN) to deliver more accu-
rate short-term forecasts of solar UVI using satellite-derived variables 
(including SZA as a ground-based variable) and the partial autocorrela-
tion function (PACF) of the UVI data generated at the most significant 
lags. Our model is an enhanced joint hybrid (EJH) for the reason that 
a dual-phase feature selection is carried out, followed by an application 
of Bayesian optimization to enhance the model performance. A remark-
able xAI framework (denoted as X) is further utilized to offer local and 
global model explanations.

Thus, this objective model is denoted as EJH-X-DNN. The primary 
contributions of this paper are summarized as follows:

• A robust DL architecture, known as DNN is proposed and applied 
to a UVI forecasting domain using satellite-derived and ground-
based datasets for four Australian hotspots (Darwin, Alice Springs, 
Townsville and Emerald) with high solar UV radiation.

• Dual-phase feature selection is employed for dimensionality reduc-
tion. In the first phase, the informative attributes are selected us-
ing model-specific feature importance by integrating random forest 
(RF) as the base model. In the second phase, the redundant predic-
tors are identified and eliminated with respect to high correlation 
(r).

• Further enhancement of the predictive performance is achieved 
through efficient tuning of the model hyperparameters using a 
Bayesian optimizer (BO).

• Model-agnostic xAI is applied to interpret the predictive behavior 
of the model, where LIME is used to explain the model outcomes 
at the local level, while SHAP and PFI are used for explanations at 
the global level.

• The accurate and interpretable forecasts of short-term UVI by the 
predictive framework can facilitate the end-users to deliver more 
precise sun protection behavior recommendations to the general 
public and mitigate UV-exposure-related skin and eye health risks.

The remainder of the paper is organized as follows: Section 2 reviews 
the background and related literature; Section 3 discusses the theoreti-
cal overview of the focused concepts; Section 4 describes the different 
methods adopted in designing an explainable UVI forecasting system; 
Section 5 presents the results and deliberates related discussions; Sec-
tion 6 discourses the concluding remarks of this study and future re-
search directions.

2. Related works

Conventional mechanistic methods with instruments such as spec-
troradiometers and radiometers have been commonly utilized by most 
health sectors to extract UV exposure information and deliver timely 
sun protection advice to the general public [22]. However, the real-
time application of these devices can be constrained by the high costs 
of equipment, installation, calibration and maintenance [5]. With such 
flaws and the issue of accessibility for most remote locations, an alter-

79



Computer Methods and Programs in Biomedicine 241 (2023) 107737

3

S.S. Prasad, R.C. Deo, S. Salcedo-Sanz et al.

native deterministic method has been applied in developing the UVI

forecasting framework. Though the deterministic approach seems to 
be promising, limitations caused by the use of estimated and assumed 
fixed initial conditions continue to affect the overall prediction accu-
racy [5,23].

The advent of AI-inspired expert predictive systems can robustly 
address the drawbacks of mechanistic and deterministic methods, par-
ticularly in forecasting solar UVI. The AI-based ML and DL forecasting 
platforms are known to exhibit immense computational efficiency and 
these algorithms are highly skillful in handling the non-linearity in in-
put datasets [14]. The potential of the ML technique has been explored 
by [24] in forecasting long-term UVI on a global scale using a feed-
forward multi-layered artificial neural network (ANN). Additionally, 
an extreme learning machine integrated with SZA was applied by [5]
to forecast short-term UVI for a study site in Toowoomba, Australia. 
However, other studies have opted to employ DL technology over the 
ML approach, as the former employs a non-linear model of multiple 
hidden layer architecture that enables the framework to learn the com-
plex relationship between outputs and inputs [25]. The ML technique 
also entails some overfitting issues [26]. In a recent work, three days 
ahead UVI was forecasted in a global context by exploiting a DL long 
short-term memory (LSTM) network [27]. Similarly, the daily UVI was 
forecasted for the state of Western Australia using a hybrid DL convo-
lution long short-term memory (CNN-LSTM) network [14]. In another 
study, a wavelet hybrid convolutional LSTM (convLSTM) network was 
integrated with sky images and SZA in forecasting multi-step UVI for a 
Toowoomba-based study site in Australia [15].

In terms of model interpretability, none of the aforementioned pre-
dictive systems have applied xAI to extract model-agnostic local and 
global explanations that are instrumental in understanding the influ-
ences of different attributes on UVI predictions. Some relevance may be 
drawn from a recent study where an xAI-inspired model-agnostic SHAP 
and PFI explainers were integrated with a RF model to offer global in-
terpretations based on interactions of the feature variables in predicting 
solar radiation [28]. Another similar research applied the LIME model-
agnostic tool to extract local explanations for heat demand forecasting 
using different configurations of the LSTM networks [18]. SHAP expla-
nation technique was also integrated with LSTM networks to analyze 
the global influence of input variables on energy consumption forecast-
ing [29]. A recent survey highlighted that the SHAP explainer displays 
powerful performance in generating global post-hoc explanations based 
on the input perturbations using DNN [30].

The model-agnostic LIME, SHAP and PFI explainers have their sepa-
rate strengths and shortcomings. The LIME technique is highly effective 
in delivering local post-hoc explanations by exploiting surrogate inter-
pretable and reliable representations that best approximate the refer-
ence predictive model [31]. In comparison with SHAP, LIME is faster 
in execution as the latter algorithm generates instance-based interpre-
tations [32]. On the positive side, the SHAP method efficiently offers 
explanations for the entire decision of the reference model at a global 
level. Although the SHAP tool can elegantly offer global explanations, 
the execution time of the algorithm is a bit high [17]. Keeping in mind 
the benefits of LIME and SHAP explainers, most researchers have opted 
to implement these methods simultaneously to extract more rigorous 
and faithful black-box model interpretations both at local and global 
levels for better decision-making [16,17]. Furthermore, PFI is another 
remarkable algorithm that provides black-box model explanations at 
the global level. However, like the SHAP tool, the PFI method also takes 
a slightly higher execution time to generate effective model explainabil-
ity [33].

As mentioned earlier, a knowledge gap has been identified as the 
model-agnostic xAI architectures are not yet integrated with any DL 
black-box model to offer local and global explanations. Henceforth, the 
current study advocates a more comprehensive combination of LIME, 
SHAP and PFI explainers to provide model transparency, as well as to 
overcome any embedded biases of the UVI simulating black-box model 

for better decision-making. Through xAI decision support tools, more 
reliable and credible sun-exposure behavior recommendations can be 
delivered to the public in the risk zone.

3. Methodology

In this study, the design phase of DL hybrid explainable UVI fore-
casting framework entails multiple modeling stages. The flowchart pre-
sented in Fig. 1 summarizes the significant stages affiliated with the 
modeling of UVI forecasts. In accordance with the flow chart summary, 
the first stage involves retrieval of satellite-derived and ground-based 
predictors plus the target variable for the four Australian hotspots with 
high UV radiation exposure. The second stage involves pre-processing 
and imputation of extracted datasets. In the third stage, the cross-
correlation and partial auto-correlation of the features and the label are 
determined at the most significant hourly lag. The fourth stage entails 
dual-phase feature selection, where the first phase involves an applica-
tion of a model-specific feature selection technique with RF and in the 
second phase the redundant features are eliminated on the basis of hav-
ing higher r. In stage five, a DL hybrid explainable EJH-X-DNN model 
is designed and benchmarked with competing counterparts to forecast 
hourly ahead UVI. A BO is further applied to fine-tune the model hy-
perparameters. To assess the performance of the proposed EJH-X-DNN 
model against the benchmarked models, robust statistical score metrics 
are used. In the final stage, we exploit xAI-based model-agnostic tools 
(LIME, SHAP and PFI) to offer local and global explanations based on 
the black-box EJH-X-DNN model predictions.

Hereafter, the sub-sections provide a detailed methodology of the 
aforementioned stages involved in constructing the DL hybrid explain-
able UVI forecasting system.

3.1. Study site and data extraction

To establish and validate the merits of the proposed hybrid ex-
plainable EJH-X-DNN model in generating hourly forecasts of UVI, four 
Australian hotspots that are at high risk of harmful exposure to solar 
UV radiation are selected.

Table 1 shows the geographical description of the study sites and 
the inferential statistics of UVI. Two of these study sites are Darwin 
and Alice Springs from the Northern Territory (NT) while the other 
two are Townsville and Emerald from the State of Queensland (QLD). 
These hotspots are known to be subtropical regions that receive a large 
number of sunshine hours on an annual basis [5]. The health sector 
within these hotspots is significantly burdened by UV-exposure-related 
impacts on skin and eye health. Table 1 (a) details the geographical 
description of the four selected research hotspots.

In constructing the proposed model pipeline to forecast hourly hori-
zon UVI, the first stage involves data extraction. The Australian Radi-
ation Protection and Nuclear Safety Agency (ARPANSA) provided the 
ground data for the target variable UVI, which has been accessed from 
https://www .arpansa .gov .au and for all four Australian hotspots. Con-
sidering that one unit of UVI is equivalent to 25 mWm−2 of erythemally 
effective irradiance [20,5], UVI is mathematically represented as:

𝑈𝑉 𝐼 = 1
25 mWm−2

400

∫
290

𝑆(𝜆) ⋅𝐸𝑈𝑉 (𝜆) ⋅ 𝑑𝜆, (1)

where 𝐸𝑈𝑉 is the spectral energy in Wm−2 nm−1 measured over the ter-
restrial wavelengths of 290 to 400 nm, and 𝑆(𝜆) is the relative erythema 
effectiveness at each discrete wavelength. To ensure cost-effectiveness 
and accurate procedure, the ARPANSA data is closely monitored by 
regular data assessment and quality checks. For each selected site, Ta-
ble 1 (b) presents the inferential statistics of ARPANSA-sourced UVI in 
terms of mean, standard deviation, median, maximum value, minimum 
value, skewness and kurtosis. All the statistical descriptions are very 
significant. For instance, the UVI values showing low kurtosis indicate 
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Fig. 1. Flowchart highlighting the major stages in the design phase of proposed hybrid EJH-X-DNN model for generating hourly ahead forecasts of UVI with 
model-agnostic explanations.

Table 1

(a) The geographical description of the study sites, (b) Inferential statistics of UVI.

(a) Site Name, State Location

Latitude (°E) Longitude (°E) Elevation (m)

Darwin, NT 12.43 130.89 28
Alice Springs, NT 23.80 133.89 576
Townsville, QLD 23.53 148.16 15
Emerald, QLD 19.33 146.76 189

(b) Target Variable Location Mean St. Dev. Median Max. Min. Skewness Kurtosis

UVI Darwin 4.99 3.72 4.45 16.63 0.01 0.53 -0.62
Alice Springs 4.72 3.67 3.97 16.72 0.01 0.71 -0.45
Townsville 4.69 3.57 3.89 16.65 0.03 0.80 -0.17
Emerald 4.50 3.45 3.86 16.20 0.01 0.78 -0.20

that the datasets are light-tailed relative to a normal distribution. Hav-
ing light-tailed distribution implies a lack of outliers in the overall UVI

dataset.
In selecting the model inputs, satellite-derived predictors have 

been sourced from the National Aeronautics and Space Administra-
tion (NASA) database, particularly the Goddard Online Interactive Vi-
sualization and Analysis Infrastructure (GIOVANNI) geoscience data 
repository from https://giovanni .gsfc .nasa .gov /giovanni/. GIOVANNI 
acquires data for over 2000 satellite variables, for which it eminently 
provides online-based visualizations and analytical platforms [34]. Due 
to the inadequacy of ground-based datasets, most meteorological prob-
lems have been alternatively addressed using satellite-based remote 
sensing data [35].

For the purpose of this study, we preferably adopted the satellite-
derived products captured by the Modern-Era Retrospective Analysis 
for Research and Applications (MERRA) satellite to simulate forecasts 
of hourly horizon UVI. Considering that the variations in incident UV 
radiation are significantly interconnected with cloud cover conditions, 

ozone effects, atmospheric aerosol column, dust concentrations and 
content of water vapor [5,36], eight relative predictor variables were 
extracted from the MERRA satellite for fusion with the proposed DL 
UVI simulating framework.

Additionally, the ground-based SZA that is known to highly affect 
the intensity of solar UV-radiation was acquired by integrating a deter-
ministic Pro6UV method [5]. Table 2 details the eight MERRA-derived 
predictors and the ground-based SZA with corresponding acronyms, 
data extraction source, units, instrument/model for data acquisition and 
spatial resolution in degrees.

To construct the hybrid explainable EJH-X-DNN model, two years 
of datasets for the aforementioned ground-based and satellite-derived 
meteorological variables were extracted from 1st January 2020 to 31st

December 2021, as indicated in Table 3. These datasets were extracted 
at a time resolution of 1 hour from 7.30 am to 4.30 pm on a daily basis. 
After having extracted these important meteorological parameters, the 
UVI (target input) and the nine predictors (feature inputs) datasets were 
ready for further preprocessing toward modeling UVI.
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Table 2

Description of the input features (ground-based and satellite-derived) used to construct the proposed hybrid 
explainable EJH-X-DNN model.

Attribute Name Acronym Source Units Instrument/Model Spatial 
Resolution

Solar zenith angle SZA Ground ° Pro6UV -
Cloud area fraction for high clouds CAFHC MERRA-2 - M2T1NXRAD v5.12.4 0.5°×0.625°
Cloud area fraction for middle clouds CAFMC MERRA-2 - M2T1NXRAD v5.12.4 0.5°×0.625°
Cloud area fraction for low clouds CAFLC MERRA-2 - M2T1NXRAD v5.12.4 0.5°×0.625°
Total aerosol angstrom parameter TAAP MERRA-2 - M2T1NXAER v5.12.4 0.5°×0.625°
Total aerosol scattering AOT TAS MERRA-2 - M2T1NXAER v5.12.4 0.5°×0.625°
Dust scattering AOT DS MERRA-2 - M2T1NXADG v5.12.4 0.5°×0.625°
Total column ozone TCO MERRA-2 Dobsons M2T1NXSLV v5.12.4 0.5°×0.625°
Total precipitable water vapor TPWV MERRA-2 kg m−2 M2T1NXSLV v5.12.4 0.5°×0.625°

Table 3

Site-based segregation of input datasets into training, validation and testing during the model design 
phase.

Sites Period Data 
Points

Training 
Points (≈80%)

Validation 
Points

Testing
Points (≈20%)

Darwin 01-Jan-2020 to 31-Dec-2021 7265 5815 1450
Alice Springs 01-Jan-2020 to 31-Dec-2021 7267 5815 10% of 1452
Townsville 01-Jan-2020 to 31-Dec-2021 7276 5817 Training 1459
Emerald 01-Jan-2020 to 31-Dec-2021 7273 5815 1458

3.2. Data preprocessing

The second stage of UVI modeling for the four sites in Australia en-
tails data preprocessing. It was important to carefully scrutinize the 
extracted datasets to locate any missing data. There were very few 
instances when some datasets were missing and these were duly recov-
ered by imputing with the monthly median of the respective variable 
at the same daily time domain. For this study, the median imputation 
technique among the three imputation methods of mean, median and 
listwise deletion was adopted. Imputation using the median approach 
is robust and generates more accurate imputed values in comparison 
with the mean and listwise deletion methods [37]. Once the complete 
sets of data were obtained through imputation, the stationarity in these 
datasets was further tested by applying the augmented Dickey-Fuller 
Test [38]. The test outcome disclosed that all the input datasets were 
stationary for the four hotspots.

In the third stage, the cross-correlation coefficient (𝑟𝑐𝑟𝑜𝑠𝑠) and partial 
autocorrelation function (PACF) were assessed with the aid of correl-
ogram plots to obtain time-lagged inputs at the most significant lag 
for modeling UVI. For instance, Fig. 2 (a) illustrates the 𝑟𝑐𝑟𝑜𝑠𝑠 plots 
to investigate the co-variances between UVI and feature variables for 
the Darwin hotspot. A 95% confidence band was used as a reference 
where the lags of any variable within this boundary were considered 
insignificant. After evaluating 𝑟𝑐𝑟𝑜𝑠𝑠 of each feature with UVI, the most 
significant historically preceding values of the predictor variables were 
selected as inputs to construct the proposed hourly ahead UVI forecast-
ing system for all four sites.

Fig. 2 (b) presents the PACF plot of the UVI time series that displays 
the antecedent behavior in terms of hourly lags of UVI for the Darwin 
hotspot. After analyzing the PACF of UVI time series, the four most 
significant antecedent lagged UVI were considered as model inputs. For 
the purpose of this study, the four antecedent lags of UVI at 𝑡 - 1, 𝑡
- 2, 𝑡 - 3 and 𝑡 - 4 are denoted as PACF1, PACF2, PACF3 and PACF4, 
respectively, where 𝑡 represents real-time. The time-lagged inputs for 
the other three sites of Alice Springs, Townsville and Emerald were 
also extracted via assessment of 𝑟𝑐𝑟𝑜𝑠𝑠 and PACF in a similar manner. 
Thereafter, a historical lagged matrix was created for the ground-based 
and satellite-derived predictors at a lag of (𝑡 - 1) as inputs toward feature 
selection for each site.

3.3. Feature selection

The fourth stage of model building involves dual-phase feature se-
lection of the ground and satellite-acquired predictor variables. In the 
first phase, a wrapper-based model-specific approach was exploited to 
select the most pertinent attributes. The feature datasets were first sub-
jected to a base ML model to search the space of all possible subsets of 
the feature inputs in terms of their importance. In this study, a RF model 
is applied as the base ML model to fit the attribute datasets and assess 
all possible combinations with respect to the evaluation criterion in se-
lecting the most informative features. After evaluation, the base model 
ranked the input predictor variables in accordance with their overall 
importance to the model.

Fig. 3 shows the model-specific feature importance generated by the 
base model for the four selected sites. With respect to the displayed 
ranked attributes, the base model has considered SZA as the most per-
tinent feature with the highest importance score for each selected site. 
The criterion was to eliminate any inapt predictor variable that captures 
zero feature importance scores. As per the feature selection outcomes 
described in Fig. 3, it is observed that none of the attributes within 
the feature space yielded zero feature importance scores for all four 
sites. Consequently, all the features were considered important using 
the model-specific feature selection approach.

Having none of the attributes eliminated from the feature set in the 
first phase, the study adopted a second phase of filter-based feature 
selection by assessing the degree of correlation between the attributes 
within the feature space. The correlations among the nine predictor 
variables of the four sites are described with an aid of a color-coded 
heatmap in Fig. 4.

The criterion was to drop one of the attributes having a high cor-
relation, preferably r > 0.8 or r < -0.8 for this study. Any two predictor 
variables displaying high correlation become redundant as they con-
tribute very similar information towards model training and eliminating 
one of them improves the computational efficiency. In conformity with 
Fig. 4, none of the features were observed to be redundant for all four 
sites. No two attributes among the feature space captured high corre-
lations as per the selection criteria and for this reason, all the features 
were considered pertinent inputs for the model construction phase. To-
gether with the selected feature variables, the four historical lagged 
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Fig. 2. Hourly lagged correlograms showing (a) cross-correlation coefficient (𝑟𝑐𝑟𝑜𝑠𝑠) for UVI versus the nine predictor variables (acronyms described in Table 2) for 
the Darwin site, (b) Partial autocorrelation function (PACF) of the UVI series showing the four most significant lags for the Darwin site.

Fig. 3. First phase of feature selection using model-specific feature importance with the base model of random forest for (a) Darwin, (b) Alice Springs, (c) Townsville 
and (d) Emerald; where any predictor variable having feature importance scores equal to zero is eliminated from the design phase of the hybrid EJH-X-DNN model.
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Fig. 4. Second phase of feature selection using a color-coded heat map highlighting a visual overview of low, average and high correlation (r) of the predictor inputs 
considered for (a) Darwin, (b) Alice Springs, (c) Townsville and (d) Emerald; where any two variables having high r (preferably r > 0.8 or r < -0.8 for this study) are 
regarded redundant and one of them is eliminated from the design phase of the hybrid explainable EJH-X-DNN model.

memories of UVI (PACF1, PACF2, PACF3 and PACF4) were applied as 
overall inputs towards simulating the next hourly UVI series.

3.4. Design of the UVI predictive model

In the fifth stage, the actual hybrid explainable EJH-X-DNN model 
is designed. For developing the model pipeline, an eminent Python 
programming language was implemented via a Google Colab platform 
with a freely available Jupyiter Notebook interface supported by a ten-
sor processing unit (TPU) and graphical processing unit (GPU). The 
virtual environment of the powerful python tool provides remarkable 
packages for the execution of ML and DL algorithms, which include 
Scikit-learn [39], Keras [40] and TensorFlow [41]. Additionally, the 
MATLAB programming tool was employed for plotting the correlograms 
of the predictand and predictors [42].

Prior to feeding the target and predictor inputs to the model, the 
datasets were normalized in the range of [0-1] so that each variable 
would exhibit the same order of magnitude. This was achieved by ap-
plying a min-max normalization [43], defined as follows:

𝑋𝑁𝑂𝑅𝑀 =
𝑋𝐴𝐶𝑇 −𝑋𝑀𝐼𝑁

𝑋𝑀𝐴𝑋 −𝑋𝑀𝐼𝑁

, (2)

where 𝑋𝑁𝑂𝑅𝑀 is normalized input data, 𝑋𝐴𝐶𝑇 is actual input data, 
𝑋𝑀𝐼𝑁 is the minimum value and 𝑋𝑀𝐴𝑋 is the maximum value. 
Through the normalization process, stable convergence of biases and 

weights is guaranteed for efficient training and testing of the predictive 
model [44].

Consequently, a train-test split was carried out by partitioning the 
input datasets into training, validation and testing, as shown in Table 3. 
Data segregation is a critical phase of model building as the forecast-

ing capability and overall feasibility of the predictive model are largely 
dependent on the partitioning ratio. Since there is no standard rule for 
data partitioning, this study adopts an earlier research strategy [45,46]

to segregate 80% of the site-based input datasets for training and 20% 
for testing. Additionally, 10% of the training data was utilized for model 
validation, primarily to overcome the issues regarding model biases via 
a 10-fold cross-validation approach. On the same notion, the modeling 
constraints led by over-fitting can also be addressed using the cross-

validation process [47]. While partitioning, the training and testing 
datasets were cut-off using date-time to ensure that the future patterns 
of the training set do not leak into the testing set.

The scope of this study was to design a hybrid explainable EJH-

X-DNN model that could simulate more accurate forecasts of hourly 
horizon UVI with local and global model-agnostic interpretability based 
on the influences of the input features on predicted outcomes. For com-

prehensive benchmarking of the newly proposed model, we further 
designed some skillful competing models, which include EJH-FCN, EJH-

ANN, EJH-MLP, EJH-AB, EJH-SGD and EJH-DT. The designations of the 
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Table 4

Designations of the enhanced joint hybrid deep learning and machine learning models 
developed to simulate hourly ahead forecasts of UVI.

Model Type Model Designation

Proposed xAI Model: Enhanced Joint Hybrid Explainable DNN EJH-X-DNN

Benchmarked Models: Enhanced Joint Hybrid FCN EJH-FCN
Enhanced Joint Hybrid ANN EJH-ANN
Enhanced Joint Hybrid MLP EJH-MLP
Enhanced Joint Hybrid AdaBoost EJH-AB
Enhanced Joint Hybrid SGD EJH-SGD
Enhanced Joint Hybrid DT EJH-DT

objective model along with the benchmarked models are distinctly de-
scribed in Table 4.

In constructing the EJH-X-DNN model, a robust DL DNN was inte-
grated as a suitable base model. The DL-based models are less explored 
in UVI forecasting and their supremacy over conventional ML-based 
models is well known [15]. A DNN is an extension of an ANN that is 
constructed by concatenating three principle layers in the architecture: 
an input layer, one or more fully connected hidden layers and an out-
put layer [48]. The depth of DNN architecture is defined by the number 
of hidden layers and each layer of the network has available one or 
more interconnected artificial neurons. By having networks of multi-
ple hidden layers and nodes in the design architecture, the DNN model 
automatically extracts relevant features or information from the input 
datasets [49]. For generating time-series predictions, the most suitable 
number of neurons in the output layer is one. A feed-forward mode is 
utilized for information processing, which begins from the input layer, 
goes through the hidden layers, and finally arrives at the output lay-
ers. For each layer, the inputs are multiplied by weights, followed by 
the addition of a bias to the sum of the resulting product. Mathemati-
cally, the neural network forward propagation model [45] can be best 
described as:

𝑎𝑙
𝑖
= 𝑓

⎛⎜⎜⎝
𝑁𝑙−1∑
𝑗=1

𝑤𝑙
𝑖𝑗
𝑎𝑙−1
𝑗

+ 𝑏𝑙
𝑖

⎞⎟⎟⎠ , (3)

where 𝑎𝑙
𝑖

is the output value from the 𝑖𝑡ℎ neurons in the 𝑙𝑡ℎ layer neural 
network, 𝑎𝑙−1

𝑗
is the output value from the 𝑖𝑡ℎ neurons in the (𝑙 − 1)𝑡ℎ

layer neural network, 𝑤𝑙
𝑖𝑗

is the weight from the 𝑗𝑡ℎ neurons in the 
(𝑙 − 1)𝑡ℎ layer to the 𝑖𝑡ℎ neurons in the 𝑙𝑡ℎ layer, 𝑏𝑙

𝑖
is the bias term from 

the 𝑖𝑡ℎ neurons in the 𝑙𝑡ℎ layer neural network, 𝑁𝑙−1 is the number of 
neurons in the (𝑙 − 1)𝑡ℎ layer and 𝑓 (⋅) is the activation function of the 
neurons.

A common DL DNN architecture comprising a feed-forward back 
propagation network (FFBPN) is applied in this study. Generally, the 
FFBPN in the architecture enables the model to efficiently learn and 
map the input-output relationships. Through the processes of learning 
and mapping, the model’s weight and threshold values are adjusted so 
that the predictive error is minimized and the overall performance is op-
timized. Selection of an optimal number of hidden layers, neurons, ac-
tivation functions (such as sigmoid function, hyperbolic tangent (tanh) 
function, rectified linear unit (ReLU) function and exponential linear 
unit (ELU) function) further optimizes the model performance [48]. Ad-
ditionally, the issue of overfitting in DNN is significantly reduced by 
exploiting a regularization approach that includes a weight penalty and 
early stopping (or dropout) during model training [45]. In construct-
ing the enhanced joint hybrid benchmarked models, the architecture 
of base models includes a fully convolutional network (FCN), artificial 
neural network (ANN), multilayer perceptrons (MLP), AdaBoost (AB), 
stochastic gradient descent (SGD) and decision tree (DT), respectively. 
The conceptual and architectural details of the benchmarked models 
are elucidated elsewhere, as these are well-known methods [50–55].

3.5. Hyperparameter tuning using Bayesian optimizer

While the DNNs exhibit superior performance capability, the fore-
casting accuracy can be affected by improper tuning of model hyper-
parameters during training and validation. To enhance the predictive 
performance, a powerful BO was applied with a Gaussian process surro-
gate algorithm for optimizing the hyperparameters of the DNN architec-
ture. BO is an elegant hyperparameter tuning algorithm that directs the 
search for a global optimization problem based on Bayes’ rule of condi-
tional probability [56]. The Bayes’ rule of conditional probability [57]
is given as:

𝑝(𝑤|𝐷) = 𝑝(𝐷|𝑤) 𝑝(𝑤)
𝑝(𝐷)

, (4)

where 𝑝(𝑤|𝐷) is the posterior distribution, 𝑝(𝐷|𝑤) is the likelihood, 𝑝(𝑤)
is the prior distribution, 𝑝(𝐷) is the marginal, 𝑤 is an unobserved quan-
tity and 𝐷 is the input dataset.

The BO approaches the optimal point more efficiently than ran-
dom sampling because the optimization process selects the values of 
the next iteration by considering the outcomes of prior iterations [56]. 
In comparison with other common optimization techniques such as 
grid search and random search, BO has higher hyperparameter tun-
ing efficiency [58]. For grid and random search, each evaluation in 
its iterations is independent of prior iterations. In such cases, the hy-
perparameter search space regions with unsatisfactory performance are 
unavoidably assessed, which finally leads to high computational costs.

During optimization, the BO fits a surrogate function over an un-
known objective function using randomly selected data points. A highly 
robust and flexible Gaussian process [59], which is also utilized for 
the purpose of this study, forms the posterior distribution over the ob-
jective function to consequently update the surrogate function. In this 
instance, an acquisition function is generated using the posterior dis-
tribution to explore new regions within the search space, as well as 
to make use of the regions captured with optimal results [60]. These 
processes continue to feed the surrogate model with updated outcomes 
and terminate just after meeting a pre-defined stopping criterion. In 
this case, the acquisition function, known as the expected improvement 
(EI) [58] is applied where the criterion is to maximize this function to 
locate the next sampling point. The EI is given as:

EI(𝜃) =
𝑃𝑔𝑜𝑜𝑑 (𝜃)
𝑃𝑏𝑎𝑑 (𝜃)

, (5)

where 𝑃𝑔𝑜𝑜𝑑 is the probability that 𝜃 is in the good group, 𝑃𝑏𝑎𝑑 is the 
probability that 𝜃 is in the bad group and 𝜃 represents the hyperparam-
eter set.

Table 5 details the search space and the optimal architecture of the 
proposed model that includes the number of neurons in the input layer 
and hidden layers, batch size, number of epochs, activation function, 
optimizer, learning rate and the parameters of the backpropagation al-
gorithm (𝛽1, 𝛽2 and Epsilon) for the four selected sites. The input layer 
of DNN architecture was selected using the dual-phase feature selection 
approach. To achieve a deep architecture of DNN, four hidden layers 
were utilized. The output layer was assigned a single neuron to gener-
ate the predicted UVI. While we selected a good learning rate of 0.001, 
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Table 5

Optimal architecture of the hybrid explainable EJH-X-DNN model and the competing counterparts designed to generate 
hourly ahead UVI forecasts.

Predictive 
Models

Hyperparameters Search Space Optimal Hyperparameters

Darwin Alice Springs Townsville Emerald

EJH-X-DNN Input neurons [100, 110, 120] 100 120 100 110
Hidden neurons 1 [70, 80, 90] 70 70 90 90
Hidden neurons 2 [40, 50, 60] 60 60 40 40
Hidden neurons 3 [20, 25, 30] 20 25 30 20
Hidden neurons 4 [5, 10, 15] 10 10 15 15
Batch size, Epochs [200, 300], [150, 200] 200, 150 200, 150 200, 200 200, 200
Activation function [ReLU] ReLU
Optimizer, Learning rate [Adam], [0.001] Adam, 0.001
𝛽1, 𝛽1, Epsilon [0.9], [0.999], [1×10−10] 0.9, 0.999, 1×10−10

EJH-FCN Filters 1 [50, 80, 100] 80 100 80 50
Filters 2 [40, 50, 60] 50 40 60 50
Filters 3 [20, 30, 40] 30 40 30 40
Batch size, Epochs [200, 300], [150, 200] 300, 150 200, 150 200, 200 200, 150
Activation function [ReLU] ReLU
Optimizer, Learning rate [Adam], [0.001] Adam, 0.001
𝛽1, 𝛽1, Epsilon [0.9], [0.999], [1×10−10] 0.9, 0.999, 1×10−10

EJH-ANN Input neurons [100, 110, 120] 100 110 110 100
Hidden neurons [30, 40, 50] 40 50 50 40
Batch size, Epochs [200, 300], [150, 200] 200, 200 300, 200 200, 200 300, 200
Activation function [ReLU] ReLU
Optimizer, Learning rate [Adam], [0.001] Adam, 0.001
𝛽1, 𝛽1, Epsilon [0.9], [0.999], [1×10−10] 0.9, 0.999, 1×10−10

EJH-MLP Hidden layer sizes [30, 50, 80] 50 80 80 80
Learning rate init [1×10−5, 1.5×10−5] 1.5×10−5 1.5×10−5 1.5×10−5 1.5×10−5

Maximum iteration [1000, 2000, 3000] 3000 3000 3000 3000
Tol [1×10−8, 1.5×10−8, 2×10−8] 1×10−8 1.5×10−8 1.5×10−8 2×10−8

Activation function [ReLU] ReLU
Solver, Alpha [Adam] , [0.0001] Adam, 0.0001
𝛽1, 𝛽1, Epsilon [0.9], [0.999], [1×10−10] 0.9, 0.999, 1×10−10

EJH-AB n estimators [100, 200, 300] 100 100 200 200
Learning rate [1.0, 1.5, 2.0] 1.0 1.0 1.0 1.0
Loss [linear] linear

EJH-SGD Eta0 [0.01, 0.02, 0.03] 0.03 0.03 0.02 0.03
Power_t [0.25, 0.30, 0.35] 0.25 0.25 0.25 0.25
Maximum iteration [500, 1000, 1500] 1000 1500 1500 1000
Tol [0.001, 0.002, 0.003] 0.002 0.001 0.001 0.001
Alpha [0.0001] 0.0001

EJH-DT Minimum samples split [2, 4, 6] 6 6 4 6
Maximum depth [5, 10, 15] 5 15 5 10
Minimum samples leaf [1, 5, 10] 5 10 10 10
Maximum features [‘auto’, ‘sqrt’, ‘log2’] ‘auto’

the activation function was selected as ReLU. To further handle the is-
sue of over-fitting, an early stopping technique was employed through 
monitoring the model performance during the validation phase. The 
BO algorithm was also implemented to tune the hyperparameters of the 
counterpart models, for which the search details and optimized archi-
tectures are described in Table 5.

3.6. Model performance criteria

The study applied a range of performance metrics for rigorous eval-
uation of the newly constructed EJH-X-DNN model against the bench-
marked models in forecasting hourly ahead UVI for the four Australian 
sites. The set of these statistical metrics includes Pearson’s Correlation 
Coefficient (r), Mean Absolute Error (MAE), Root Mean Squared Error 
(RMSE) and the Legate-McCabe Efficiency Index (LME) [23,61]. Math-
ematically, these metrics can be represented as:

𝑟 =

∑𝑁

𝑖=1

(
𝑈𝑉 𝐼𝑂

𝑖
−𝑈𝑉 𝐼

𝑂
)(

𝑈𝑉 𝐼𝐹
𝑖
−𝑈𝑉 𝐼

𝐹
)

√∑𝑁

𝑖=1

(
𝑈𝑉 𝐼𝑂

𝑖
−𝑈𝑉 𝐼

𝑂
)2

√∑𝑁

𝑖=1

(
𝑈𝑉 𝐼𝐹

𝑖
−𝑈𝑉 𝐼

𝐹
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, (6)

𝑅𝑀𝑆𝐸 =
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𝑁
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𝑖=1

(𝑈𝑉 𝐼𝑂
𝑖
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𝑖
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and

𝐿𝑀𝐸 = 1 −

∑𝑁

𝑖=1
|||𝑈𝑉 𝐼𝑂

𝑖
−𝑈𝑉 𝐼𝐹

𝑖

|||∑𝑁

𝑖=1
||||𝑈𝑉 𝐼𝑂

𝑖
−𝑈𝑉 𝐼

𝑂||||
, (9)

where 𝑁 is the total number, 𝑈𝑉 𝐼𝑂
𝑖

and 𝑈𝑉 𝐼𝐹
𝑖

are observed and fore-

casted UVI for the 𝑖𝑡ℎ observation, 𝑈𝑉 𝐼
𝑂

and 𝑈𝑉 𝐼
𝐹

are average 
observed and average forecasted UVI. The values of r range between 
-1 to +1, where the two extremes are ideal values. The error values of 
MAE and RMSE range from 0 to ∞, where 0 and ∞ imply a perfect fit 
and worst fit, respectively. The LME can robustly address the predictive 
limitations and it ranges between 0 to 1, where 1 is an ideal value.
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3.7. Explainability of model outcomes

In the next stage, xAI-based model-agnostic tools were exploited to 
explain the predictions of the newly designed EJH-X-DNN model for the 
four hotspots. To extract local explainability, the LIME algorithm was 
applied to reveal the instance-based local impact of respective predictor 
variables fed in the UVI simulating system. To obtain global explainabil-
ity, the SHAP and PFI tools were applied.

3.8. xAI-based local interpretable model-agnostic explanations (LIME)

The LIME algorithm is an eminent xAI tool that efficiently explains 
the predictions of a regression or classification “black-box” model by 
approximating it locally with a surrogate interpretable model [62]. 
To generate model explanations, LIME supports three formats of input 
datasets that include image, text and tabular data [63]. For the current 
study, LIME is applied with a tabular data format to derive local inter-
pretability. The model explanations offered by LIME allow the end users 
to understand and interpret the predictive decisions. The LIME-defined 
explanation [64] is given as:

𝜉(𝑥) = argmin
𝑔∈𝐺

(𝑓, 𝑔, 𝜋𝑥) + Ω(𝑔), (10)

where 𝑓 denotes the explained black-box model, 𝜋𝑥 is the proximity 
measure defining the neighborhood size around instance 𝑥, 𝐺 represents 
the set of interpretable models, (𝑓, 𝑔, 𝜋𝑥) is the measurement of the un-
faithfulness of explanation model 𝑔 in approximating prediction of the 
original black-box model 𝑓 , and Ω(𝑔) component measures the com-
plexity of the explanation for all 𝑔 ∈ 𝐺. The first goal is to have a low 
Ω(𝑔) component so that the model is simple enough to offer better in-
terpretability. The second and major goal is to minimize the (𝑓, 𝑔, 𝜋𝑥)
component to achieve an interpretable approximation of the original 
reference model.

LIME enumerates local explanations that highlight the contribution 
of individual feature variables toward the black-box prediction of a sam-
ple data [16]. In accomplishing this, LIME replicates the feature data by 
perturbing the input observations several times, thereafter generating a 
prediction with the black-box model based on the perturbed data. By 
benchmarking the perturbed data with the original data point, LIME de-
termines the Euclidean distance between them. Finally, LIME uses the 
calculated distance of the original observation from the perturbed data 
point and indicates which input features are useful for the black-box 
model in generating predictions.

3.9. xAI-based Shapley additive explanations (SHAP)

SHAP algorithm robustly extracts global explanations in terms of 
interactions and influences of the feature variables on decisions of a 
black-box model in delivering predictions [65]. For this purpose, the 
SHAP tool is deployed to enhance the global interpretability of the 
UVI predictive framework. The foundation of SHAP is derived from the 
concept of Shapley value in game theory, which has a major goal of 
fairly distributing the players’ contributions in achieving a particular 
outcome collectively [66,67]. Similarly, Shapely values can be applied 
in black-box models, to quantify the contribution of individual predic-
tor variables for generating predictions. For a given predictor, 𝑋𝑗 in a 
black-box model, the SHAP value [66,65] is given as:

𝑆ℎ𝑎𝑝𝑒𝑙𝑦(𝑋𝑗 ) =
∑

𝑆⊆𝑁∖{𝑗}

𝑘! (𝑝− 𝑘− 1)!
𝑝!

(𝑓 (𝑆 ∪ {𝑗}) − 𝑓 (𝑆)) , (11)

where 𝑁∖{𝑗} defines the set of all possible combinations of feature vari-
ables excluding 𝑋𝑗 , 𝑆 represents a feature set in 𝑁∖{𝑗}, 𝑝 denotes the 
total number of features, 𝑓 (𝑆) represents the black-box model predic-
tion with features in 𝑆 and 𝑓 (𝑆 ∪ {𝑗}) represents the black-box model 
prediction with both features in 𝑆 and feature 𝑋𝑗 . The 𝑆ℎ𝑎𝑝𝑒𝑙𝑦(𝑋𝑗 )

represents the SHAP value of a feature, which is the weighted aver-
age of the marginal contribution over all possible models with different 
combinations of feature variables [66]. Though SHAP takes up some 
computational time in executing, the process utilizes all the subsets 
of the input data to deliver consistent, transparent and more accurate 
global interpretations. For the purpose of this study, a skillful kernel 
explainer was utilized while implementing the SHAP algorithm to re-
veal the impact of the predictor variables on the overall decisions and 
predictions of the proposed hybrid explainable model.

3.10. Permutation feature importance (PFI)

PFI is another effective xAI tool that is model-agnostic and offers 
global explanations for the black-box processes in generating predic-
tions. Basically, the PFI is determined by permuting the values of a 
predictor variable 𝑖, followed by the calculation of the increment in 
prediction error due to this permutation [28]. The PFI score (PFI𝑠) is 
given as:

𝑃𝐹𝐼𝑠 = 𝑒𝑝 − 𝑒𝑜, (12)

where 𝑒𝑜 is the estimated original model error and 𝑒𝑝 is the calculated 
new error after permuting the values of the feature variable 𝑖. A feature 
with a large PFI score has a higher influence on the model’s predictions. 
PFI can be executed with different error functions, yet the common ones 
are mean absolute error (MAE) and root mean square error (RMSE) [28,
68]. For this study, PFI is applied with an error function of MAE to 
globally explain the decisions of the DL UVI predictive system.

4. Results

This section consolidates the extensive performance evaluation and 
model-agnostic explanations of the prescribed EJH-X-DNN model to 
demonstrate the superiority of the proposed UVI forecasting tool against 
six benchmarked models that include EJH-FCN, EJH-ANN, EJH-MLP, 
EJH-AB, EJH-SGD and EJH-DT. To appraise the merits of the proposed 
model based on the statistical score metrics described in (6)-(9) and vi-
sual plots, all models were meticulously assessed for generating hourly 
horizon forecasts using the testing datasets for four solar-rich hotspots 
in Australia. Table 6 enumerates the testing phase performance of the 
EJH-X-DNN model against the comparative counterparts for all four 
sites. Almost all the experimentally captured modeling statistics reveal 
that the objective model outperforms the competing counterpart mod-
els in forecasting UVI with the highest Pearson’s correlation coefficient 
(r), lowest root mean square error (RMSE) and lowest mean absolute 
error (MAE) for all four hotspots. The proposed model demonstrates 
superior forecasting capability for each of site by yielding the highest 
accuracies (i.e. r = 0.897 - 0.960; RMSE = 1.071 - 1.638; MAE = 0.633 
- 1.081) against its counterparts (i.e. r = 0.842 - 0.954; RMSE = 1.139 -
2.025; MAE = 0.682 - 1.641). We aver that our hybrid explainable EJH-
X-DNN model approaches the best predictive precision by capturing r
values that approach 1, RMSE values that approach 0 and MAE values 
that approach 0 as well.

The assessment of the newly constructed EJH-X-DNN model using 
the most stringent performance indicator of the Legate-McCabe Effi-
ciency Index (LME) further revealed its outstanding performance in 
Fig. 5. For almost all the hotspots, the objective model yields the highest 
values of LME (i.e. LME = 0.652 - 0.804) and outshines the compara-
tive models (i.e. LME = 0.466 - 0.789). Having captured the highest 
LME statistics indicates that the proposed model exhibits the lowest 
stringent errors in forecasting short-term UVI.

Consequently, the xAI-inspired model-agnostic tools were applied to 
robustly offer explanations on the predictive contributions of the input 
variables that included satellite-derived predictors, ground-based pre-
dictors and the antecedent lagged memory of UVI. The satellite-derived 
xAI inputs for this research include cloud cover effects (i.e. CAFHC, 
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Table 6

Testing phase performance of the newly designed EJH-X-DNN model against the counterpart models in terms of correlation 
coefficient (r), root mean square error (RMSE) and mean absolute error (MAE) in forecasting hourly ahead UVI for the four sites.

UVI Forecast 
Model

Darwin Alice Springs Townsville Emerald

r 𝑀𝐴𝐸 𝑅𝑀𝑆𝐸 r 𝑀𝐴𝐸 𝑅𝑀𝑆𝐸 r 𝑀𝐴𝐸 𝑅𝑀𝑆𝐸 r 𝑀𝐴𝐸 𝑅𝑀𝑆𝐸

EJH-X-DNN 0.900 1.638 1.081 0.960 1.071 0.633 0.897 1.601 1.068 0.913 1.359 0.883
EJH-FCN 0.889 1.865 1.239 0.950 1.273 0.809 0.872 1.840 1.342 0.906 1.462 1.036
EJH-ANN 0.898 1.659 1.069 0.954 1.139 0.682 0.891 1.675 1.114 0.903 1.473 0.930
EJH-MLP 0.888 1.729 1.133 0.950 1.179 0.704 0.871 1.777 1.271 0.878 1.631 1.112
EJH-AB 0.871 1.966 1.598 0.910 1.872 1.569 0.842 2.025 1.641 0.864 1.771 1.410
EJH-SGD 0.889 1.713 1.138 0.947 1.214 0.757 0.866 1.798 1.315 0.870 1.658 1.170
EJH-DT 0.882 1.776 1.177 0.946 1.228 0.708 0.869 1.793 1.262 0.875 1.701 1.040

Fig. 5. Rader plot of the Legate-McCabe Efficiency Index (LME) elucidating 
the performance of the newly designed EJH-X-DNN model (M1) alongside the 
competing benchmarked models of EJH-FCN (M2), EJH-ANN (M3), EJH-MLP 
(M4), EJH-SGD (M5), EJH-AB (M6) and EJH-DT (M7) in forecasting UVI for the 
four selected sites.

CAFMC and CAFLC), aerosol scattering (i.e. TAS and TAAP), ozone ef-
fect (i.e. TCO), dust particles (i.e. DS) and water vapor (i.e. TPWV). 
Other xAI inputs include the ground-based predictor of solar zenith an-
gle (i.e. SZA) and the antecedent lagged memory of UVI at lags of 𝑡 -
1, 𝑡 - 2, 𝑡 - 3 and 𝑡 - 4 (i.e. PACF1, PACF2, PACF3 and PACF4) for all the 
selected sites.

To retrieve the local explanations on the predictions of the hybrid 
explainable model, the study applied an elegant LIME model-agnostic 
framework. In this study, the number of LIME-explainable instances 
was equal to the number of hourly UVI datum points in the testing 
data series that ranged from instance 0 to instance 5815. For the pur-
pose of visualization, the LIME-generated local explainability analysis 
on instance-based prediction is displayed in Fig. 6 for instance 25 and 
instance 175. The local interpretability presented with the aid of bar 
graphs reflects individual feature contributions towards the forecast-
ing of these instances for the four Australian hotspots that have high 
ground-level UV exposures. On the bar graphs, the y-axis displays the 
features with corresponding feature values, while the x-axis shows the 
relative strengths of individual features in terms of their numerical con-
tributions. The attributes that have increased or supported the predicted 
value of the UVI forecast are emphasized in green. Conversely, the 
attributes that have decreased or negatively impacted the predicted in-
stance are highlighted in red. Additionally, the predicted value of UVI

is represented on a bar in orange color.
The comparisons of LIME outputs at instance 25 and instance 175 

for the Darwin, Alice Springs and Townsville sites in Fig. 6 (a)-(c) reveal 
that the feature attributes of PACF1 and SZA are the major contributors 

towards the outcome of UVI forecasting. However, for the Emerald site 
in Fig. 6 (d), PACF1 is the major contributor in predicting UVI for both 
instances. Moreover, SZA shows a positive effect on UVI predictions for 
all four hotspots. It is also observed that PACF1 has contributed pos-
itively for most instances, except for instance 175 of the Darwin site 
and instance 25 of the Emerald site, where the predictive contribu-
tions were negative. As per the LIME values presented on the x-axis, 
PACF1 is the largest predictive contributor at instance 175 for the Al-
ice Springs and Emerald site where PACF1 > 6.38 strongly envisages the 
outcome of the UVI forecast. However, as per instance 25 of Emerald 
site where 1.52 < PACF1 < 3.71, it has the highest negative effect on this 
predictive outcome. SZA is shown to be largely responsible for the pre-
diction outcomes for both instances at the Darwin site. At this site, SZA 
> 30.21° highly favors the prediction outcome. Other predictors that 
include TCO, PACF3, TPWV, CAFMC and CAFHC also displayed sig-
nificant predictive contributions at different sites. The overall outputs 
of the LIME tool offer substantial instance-based local interpretations 
that can boost the trustworthiness of the hybrid explainable EJH-X-DNN 
model.

For extracting the global explanations on the entire predictions of 
the hybrid explainable model, the study applied a classic SHAP model-
agnostic framework. The SHAP feature importance bar plots presented 
on the left-hand side in Fig. 7 illustrate the mean absolute Shapley val-
ues of individual features on the x-axis and the ranked input features 
on the y-axis. These attributes are ranked by prioritizing the features 
with larger absolute Shapley values. The SHAP summary violin plots 
presented on the right-hand side in Fig. 7 display the feature effects 
of the ranked attributes based on the feature importance. In outlining 
the violin plot, each instance equal to the number of hourly UVI datum 
points in the testing data series is plotted with the corresponding Shap-
ley value for each feature attribute on the x-axis against ranked input 
features on the y-axis. The feature value at each instance is denoted by 
different colors with pink and light blue representing high and low fea-
ture values, respectively. The higher feature values of all the predictor 
variables denoted in pink imply positive Shapley values that highly con-
tribute towards the outcome of UVI prediction. In contrast, the lower 
feature values shown in light blue have negative Shapley values that do 
not favor the outcome of predicted UVI.

The inforgraphics presented in Fig. 7 reveals that PACF1 and SZA 
have the most impact on the outcome of the UVI forecast for all four 
Australian hotspots. For the Darwin site in Fig. 7 (a), SZA contributes 
more than PACF1 towards the predictive outcome on the Shapley scale. 
However, PACF1 is more dominant in impacting the outcome of pre-
dicted UVI for the Alice Springs, Townsville and Emerald hotspots in 
Fig. 7 (b)-(d). For these highly impactful predictors, the higher fea-
ture values in pink favor the outcomes of UVI predictions, while those 
in light blue with lower values of features do not favor the predicted 
outcomes. Together with PACF1 and SZA, other influential attributes 
on UVI predictions include TCO, PACF3, TPWV, PACF2, CAFMC and 
CAFLC for most sites. It is further observed that the importance of 
the DS attribute is negligible on the SHAP summary plots for all four 
hotspots. Further descriptions of the variations in model predictions 
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Fig. 6. LIME explanation bar plots at (i) instance 25 and (ii) instance 175 for the sites (a) Darwin, (b) Alice Springs, (c) Townsville and (d) Emerald, where the green 
bars indicate that the features have a positive impact on the model (increase the model score) and the red bars indicate that the features have a negative impact on 
the model (decrease the model score).

with respect to the feature importance values and respective feature in-
teractions can be obtained using a SHAP dependence plot.

The SHAP dependence plots shown in Fig. 8 can help understand 
the marginal effect of two attributes on the predicted outcome of the hy-
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Fig. 7. SHAP feature importance bar plots and SHAP summary violin plots for the sites (a) Darwin, (b) Alice Springs, (c) Townsville and (d) Emerald.

brid explainable EJH-X-DNN model. For the purpose of this study, these 
plots were utilized to explore the testing phase interactions between 
the most influential predictor variables i.e. PACF1 and SZA towards the 
model prediction outcomes. For the Darwin hotspot, the SHAP depen-
dence plot in Fig. 8 (a) reveals that the predicted values of UVI are 
more likely to be favored when SZA < 47° and PACF1 values are high. 
In the case of the Alice Springs site, the SHAP dependence plot in Fig. 8
(b) indicates that with SZA < 52° and high values of PACF1, it is more 
likely that the predicted UVI values are favored. Similarly, interactions 
between these two features in Fig. 8 (c) show that the predicted UVI

values are more likely to be favored at high values of PACF1 and SZA 
< 36° for the Townsville site. Moreover, the predicted UVI values for 
the Emerald hotspot in Fig. 8 (d) are more likely to be favored when 
SZA < 46° and PACF1 values are high. For all the sites, it is observed 
that the feature interactions between the two most influential predictor 
variables of SZA and PACF1 highly favor the prediction outcomes of the 

proposed EJH-X-DNN model at lower values of SZA and higher values 
of PACF1.

For further veracity and comparisons of the global interpretable re-
sults generated by SHAP, a prominent PFI model-agnostic framework 
was applied. The PFI bar plots presented in Fig. 9 rank the predictor 
variables with respect to their PFI values and illustrate that SZA and 
PACF1 are the most influential attributes in impacting the prediction 
outcomes of the newly developed EJH-X-DNN model. It is observed that 
the results of the PFI bar plots and the SHAP summary plots (Fig. 7) are 
almost in conformity. According to the PFI plots, Fig. 9 (a) and Fig. 9 (c) 
reveal that the most impactful features for the Darwin and Townsville 
site are SZA and PACF1, while TAS and DS have very less impact on 
the prediction outcome. Fig. 9 (b) shows that PACF1 and SZA are the 
most influential predictor variables, while TAAP has the least influence 
in predicting UVI for the Alice Springs hotspot. For the Emerald hotspot 
in Fig. 9 (d), PACF1 and SZA are the most important attributes in gen-
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Fig. 7. (continued)

erating UVI prediction outcomes, while TAAP and DS show the lowest 
importance. The implementation of the PFI model-agnostic tool along 
with the SHAP framework offers more reliable and in-depth global ex-
planations of the UVI prediction outcome by the proposed model for 
the usefulness of the end-users.

5. Discussion

The artificial intelligence predictive system designed in this study ro-
bustly forecasts short-term UVI to demonstrate its efficacy as a decision 
support tool that can deliver more accurate sun-exposure information 
to the public and help mitigate UV radiation-associated skin diseases 
and eye health ailments. The performance evaluation aptitudes, such 
as those illustrated in Table 6 and Fig. 5 offer compelling evidence to 
establish the hybrid explainable EJH-X-DNN model as a credible UVI

forecasting system for all four Australian hotspots that are exposed 
to high ground-level UV radiation. Alongside the comparative mod-

els, the proposed model is the most superior forecasting framework 
as its assessment demonstrates high-performance efficiencies with all 
the performance measurement criteria. After testing on four different 
datasets of Darwin, Alice Springs, Townsville and Emerald hotspots, we 
further assert that the prescribed model exhibits remarkable forecast-
ing stability as it captured the lowest error values of RMSE and MAE on 
almost all four datasets. Though the proposed model outperformed the 
benchmarked models for all four sites, it delivered the best site-based 
performance for the Alice Springs hotspot. The site-to-site variations in 
performance are largely led by the intermittent and stochastic nature 
of the cloud cover effects. For instance, the evaluation outcomes of the 
Darwin site have recorded slightly better MAE and LME values by the 
EJH-ANN model while the r and RMSE values are dominated by the 
proposed EJH-X-DNN model. Despite these subtle variations in perfor-
mance, all other captured aptitudes affirm the prescribed model as the 
best overall performer in forecasting hourly ahead UVI for the four sites.
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Fig. 8. SHAP dependence plots for interaction between SZA and PACF1, which are the most important features in the UVI forecasting framework for (a) Darwin, (b) 
Alice Springs, (c) Townsville and (d) Emerad.

Though the outcomes of the newly designed EJH-X-DNN model are 
promising, this study employed the xAI tool to further expand the mod-
el’s transparency and reliability for its practical applications. According 
to the literature, some previous studies have developed AI-based ML 
and DL models to forecast solar UVI for different sites [14,5,27,15]. 
However, it is evident that none of the previous studies have designed a 
UVI forecasting system by integrating the xAI tool to explain the predic-
tive outcomes of their models. Thus, by applying a model-agnostic xAI 
approach to offer the predictive explanations of the proposed DL “black-
box” model, the current research fills this gap in the literature. Through 
the applications of xAI in this study, the “black-box” model interpreta-
tions of the decisions taken in simulating UVI forecasts were obtained 
both in terms of local and global explanations. [69] proposed the ap-
plications of the fascinating LIME, SHAP and PFI algorithms to extract 
local and global post-hoc explanations based on the input perturbations 
using a classification-based predictive model to classify oropharyngeal 
cancer. The current study also applied the xAI frameworks of LIME, 
SHAP and PFI, but with a major focus on explaining a forecasting-based 
model in predicting hourly horizon UVI.

The advantage of applying LIME is its ability to offer instance-based 
model explanations for the time-series UVI forecasting system devel-
oped in this study. LIME has the capacity to obtain better coverage 
values in terms of weighted sums so that the end users could easily 
comprehend how the predictions are made for each instance [17,64]. 
The applications of SHAP and PFI framework are also highly beneficial 
as these tools provide global explanations of the newly designed UVI

forecasting system. The SHAP values based on coalitional game theory 

capture the mean marginal contribution of individual feature attributes 
to the single prediction made by a “black-box” model [69]. Here, the 
motivation for the approach is that the SHAP-extracted explainable out-
comes are statistically more reliable. For the purpose of this study, the 
SHAP xAI algorithm offers a complete explanation between the global 
average and the model output as the overall interpretation of the pre-
dicted UVI. Considering the PFI algorithm [28], this tool presents global 
explanations of the “black-box” model predictions by using the aggre-
gated importance scores to account for the impact of feature attributes 
on the entire performance of the prescribed UVI simulating system. 
The study applied both the SHAP and PFI frameworks, to generate re-
markable comparisons of the global explanations for the proposed UVI

predictive system for the four Australian hotspots.
The overall instance-based model explanations acquired using LIME 

indicate that PACF1 and SZA are the two major contributors towards 
predicting short-term UVI for all four Australian hotspots. Similarly, 
the outcomes of SHAP and PFI tools have revealed PACF1 and SZA 
as the most impactful predictor variables in generating UVI predictions 
for these four hotspots. Further model explainability extracted using the 
LIME, SHAP and PFI xAI frameworks show that the contribution of the 
DS feature variable towards UVI predictions is very low. This indicates 
that the scattering of solar UV radiation by the atmospheric dust par-
ticles has very less impact on ground-level UV radiation. The analysis 
of the SHAP summary and feature importance plots highlight that the 
effect of the TAS attribute is also significantly low on the model pre-
dictions for almost all the sites. In terms of the cloud cover effects, the 
attributes of CAFMC and CAFLC show some significant influence on the 
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Fig. 9. Permutation feature importance (PFI) bar plots for (a) Darwin, (b) Alice Springs, (c) Townsville and (d) Emerald.

forecasted UVI. It is known that the scattering by partial cloud cover 
may cause a sudden escalated spike in the stochastic UV, which can 
exceed nominal cloud-free surface solar UV radiation [5]. The SHAP 
summary and feature importance plots offer vivid global explanations 
of how each attribute impacts the model decisions in generating the 
predictive outcomes of the UVI forecasts. The global explainability out-
comes of the SHAP summary plots, together with the PFI results offer 
a generic overview of the ranked impacts that each feature has on the 
model forecasts.

The findings of forecasting performance and model explainability 
outcomes presented in this research have indicated remarkable practical 
applications of the newly designed EJH-X-DNN model to forecast short-
term UVI by replacing the previously used mechanistic measurement 
and deterministic modeling techniques. It is known that the traditional 
mechanistic method is highly constrained by the issue of accessibility 
for most remote regions, along with high installation, operation and 
maintenance costs [15]. The proposed hybrid explainable EJH-X-DNN 
model can robustly substitute the mechanistic approach as it is poten-
tially portable, cost-effective and user-friendly for the benefit of the 
end-users. Our proposed model can also substitute the conventional de-
terministic method that is constrained by the applications of assumed 
fixed initial conditions [5]. There are no assumed initial conditions be-
ing integrated into the architectural design of this hybrid explainable 
UVI forecasting framework.

The prescribed DL model trained with atmospheric variable datasets 
avers its practical utility in forecasting short-term UVI for most temper-
ate countries, particularly for remote regions. For instance, our model 
trained with cloud cover conditions datasets can overcome the com-
plex intermittency issue to successfully predict the cloud-affected UVI. 
It is known that the unbroken cloud cover condition attenuates the 
ground-level UVI by 50 to 60% and even more during precipitation [5]. 
However, under partial cloud cover conditions, the sudden spikes of 
scattered intermittent UV radiation are escalated above the nominal 
cloud-free surface solar UV radiation. Due to the significant influence 

of stochastic cloud cover effects on the ground-level UVI, this study 
adopted a short-term forecasting horizon instead of a long-term to en-
sure that the escalated spikes of UV radiation are effectively captured. 
The proposed model is also trained with aerosol, ozone, dust scatter-
ing and precipitation datasets to enhance the forecasting capability and 
applicability of the hybrid explainable model for most geographical lo-
cations outside the range of the current ARPANSA network in Australia, 
as well as other temperate countries where the general public is at high 
risk of harmful UV exposure effects.

Considering the enhanced performance and ability to offer explain-
able outcomes, we have further exemplified the potential real-life appli-
cation of the proposed UVI forecasting system in Fig. 10. The predictive 
system works on online and offline modes to deliver short-term fore-
casted sun exposure information to the public at risk of UV exposure. 
The online system is a pre-trained EJH-X-DNN model that can integrate 
the new unlabeled datasets as inputs to forecast hourly ahead UVI. This 
early warning UV exposure tool can deliver the predictions in terms of 
low, moderate and high UVI, together with the evaluated aptitudes that 
present the predictive correctness in terms of r, MAE, RMSE and LME

on the user interface. The user interface can also offer local and global 
model-agnostic explanations to increase the reliability and trustworthi-
ness of model predictions. Through the offline framework, the proposed 
model can be continuously trained, fine-tuned and updated with the 
newly labeled datasets derived from the databases. The updated model 
via the offline framework can replace the pre-trained online model on a 
periodic basis to maintain robust and credible forecasting performance. 
Through further analysis of the user interface outputs, an expert end-
user (preferably a UV specialist or a forecaster) can provide real-time 
sun-protection behavior recommendations to the general public to miti-
gate UV-exposure-related eye and skin diseases, including skin cancers.

Most of the powerful AI-inspired technologies suffer from the fact 
that it becomes difficult to explain why a certain outcome was pre-
dicted. The robustness of the “black-box” models is affected by even 
the smallest perturbations in the input data that induce dramatic effects 
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Fig. 10. Flowchart with real-life application of the online and offline hybrid explainable EJH-X-DNN framework in generating short-term UVI forecasts.

on the output and lead to completely different results. This is relevant in 
virtually all critical domains that are constrained by poor data quality 
due to a lack of expected independent and identically distributed (i.i.d.) 
datasets [70,71]. These limitations also affect the sensitive medical do-
main where AI-based predictive models suffer from low data quality. 
Consequently, the demand for trustworthy medical AI capable of ex-
plaining the “black-box” model outcomes has escalated considerably. 
In this regard, the regulatory requirements for AI applications in the 
medical domain that impacts human life have now made it mandatory 
to provide model explainability through traceability, transparency and 
interpretability capabilities [70]. On the same notion, it is imperative 
to include the ethical and legal aspects in the context of future trust-
worthy medical AI, so that all future AI-derived solutions are ethically 
responsible and legally compliant [71]. Explainability and robustness 
can promote reliability and confidence in results and enable human 
experts to remain in control. It ensures that human intelligence is com-
plemented by artificial intelligence. For this purpose, the current study 
integrated remarkable xAI tools that enable the predictions of the newly 
designed DL “black-box” model to become more interpretable and trust-
worthy.

Though the newly constructed EJH-X-DNN model with satellite-
derived predictors, ground-based SZA and lagged memory of UVI de-
livers promising forecasting capability and model explanations, future 
research can further boost its performance by incorporating real-time 
sky images as features that depict the stochastic cloud movements. Us-
ing the sky images, the temporal intermittent cloud cover effects can 
be extracted by integrating the merits of convolutional neural networks 
(CNNs) in some future research. Moreover, this research is contextu-
alized primarily on short-term forecasting to successfully capture and 
predict the sudden escalated spikes of UV radiation. These spikes are 
led by partial cloud cover conditions that do not obscure the sun and 
can cause more severe skin damage with high risks of malignant ker-
atinocyte cancer. If an investigation in the context of long-term fore-
casting is deemed important, future research could consider re-training 
the EJH-X-DNN model on long-term datasets.

6. Conclusions

Erythemally-effective UV radiation poses harmful exposure risks 
that can cause severe skin diseases such as malignant keratinocyte can-
cers and eye health ailments in humans. The engineering solutions pro-

vided by this study, in respect to developing an expert system that can 
deliver an accurate, reliable and trustworthy sun protection behaviour 
recommendations could be classified as an effective way to mitigate 
UV-exposure-related risks and provide benefits for the general public.

To address this serious issue, a hybrid explainable EJH-X-DNN 
model was constructed to forecast hourly ahead UVI for the four Aus-
tralian hotspots that included Darwin, Alice Springs, Townsville and 
Emerald. The model was successfully trained and tested on satellite-
derived and ground-based disparate datasets of the four sites. Through 
robust evaluation metrics and visual infographics, it was found that the 
prescribed model outperformed all the six benchmarked models in fore-
casting hourly UVI. The objective model displayed superior predictive 
performance for all four hotspots by capturing high values of r and LME

with lower error values (i.e. MAE and RMSE). Through dual-phase fea-
ture selection and hyperparameter optimization by BO, the prediction 
capability of the newly designed UVI forecasting system was further 
enhanced. The model-agnostic LIME tool successfully offered instance-
based local interpretations, while the SHAP and PFI frameworks were 
highly effective in delivering global explainability of UVI forecasts. In 
accordance with the combined interpretable outcomes of the local and 
global model-agnostic approaches, PACF1 (i.e. antecedent lagged mem-
ory of UVI at a lag of 𝑡 - 1) and solar zenith angle were found to be the 
major contributing predictor variables in forecasting short-term UVI for 
all four sites. It was also found that the feature attributes associated 
with ozone effects, cloud cover conditions and precipitation showed 
some significant impact on model predictions.

The newly designed hybrid explainable EJH-X-DNN model in this 
research can aid the end-users in decision-making to provide more ac-
curate, transparent and credible UVI exposure risk information to the 
general public. The performance superiority and trustworthiness of this 
intelligent framework can potentially extend its practical utility as an 
early warning tool for UV exposure through an online or mobile mode 
for most temperate countries. This may also be advantageous for users 
situated in remote locations outside the range of the current ARPANSA 
network.
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Appendix A. List of acronyms (Table A.1)

Table A.1

List of acronyms.

Acronym Definition

AB AdaBoost

AI Artificial Intelligence

ANN Artificial Neural Network

ARPANSA Australian Radiation Protection and Nuclear Safety Agency

AUD Australian Dollars

BO Bayesian Optimizer

CNN Convolution Neural Network

DL Deep Learning

DNN Deep Neural Network

DT Decision Tree

ELU Exponential Linear Unit

FCN Fully Convolutional Network

FFBPN Feed-Forward Back Propagation Network

GIOVANNI Goddard Online Interactive Visualization and Analysis Infrastructure

GPU Graphical Processing Unit

ICNIRP International Commission on Non-Ionizing Radiation Protection

LIME Local Interpretable Model-Agnostic Explanations

LME Legate-Mccabe Efficiency Index

LSTM Long Short-Term Memory

MAE Mean Absolute Error

MERRA Modern-Era Retrospective Analysis for Research and Applications

ML Machine Learning

MLP Multilayer Perceptrons

NT Northern Territory

PACF Partial Autocorrelation Function

PFI Permutation Feature Importance

QLD Queensland

r Correlation

r Pearson’s Correlation Coefficient

r𝑐𝑟𝑜𝑠𝑠 Cross-Correlation Coefficient

ReLU Rectified Linear Unit

RF Random Forest

RMSE Root Mean Squared Error

SGD Stochastic Gradient Descent

SHAP Shapley Additive Explanations

SZA Solar Zenith Angle

TPU Tensor Processing Unit

UNEP United Nations Environment Programme

UV Solar Ultraviolet

UVI Ultraviolet Index

WHO World Health Organization

WMO World Meteorological Organization

xAI Explainable Artificial Intelligence
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 Implications 

The newly constructed enhanced joint hybrid explainable model, denoted as 

EJH-X-DNN demonstrates remarkable performance in forecasting hourly ahead UVI.  

Alongside the competing counterpart models, the prescribed predictive model is the 

most superior forecasting system as its evaluation validates high-performance 

efficiencies with all the performance measurement criteria for each of the four 

Australian hotspots of Darwin, Alice Springs, Townsville and Emerald. The integration 

of xAI tools robustly offers explanations on the predictive contributions of the input 

predictor variables. The collective interpretable outcomes using the model-agnostic 

tools reveal that the antecedent memory of UVI behaviour (at a lag of t - 1) and SZA 

had the most influence in predicting the hourly UVI for all four sites. The variables of 

cloud cover conditions and precipitation also showed some significant contributions 

towards the model predictions.  

The explainable outcomes and robust forecasting performance of the data-

intelligent model ascertain its practical utility as an early warning tool in forecasting 

UVI for most temperate countries, including remote regions. The proposed model is 

trained on some important atmospheric variables, including cloud cover conditions 

with aerosol and ozone effects, which further affirms its applicability to other 

geographical locations that receive high solar UV radiation. Thus, the newly developed 

model is a likely tool to be adopted in real-life applications for benefiting the end-users 

(including UV researchers), by delivering more accurate and explainable UV radiation 

exposure information. The implementation of this robust UV radiation monitoring 

framework can help mitigate the subsequent harmful UV exposure risks for the general 

public, and terrestrial animal and plant life. Moreover, the highly accurate UV radiation 

forecasts and explainable outcomes generated by this novel predictive model can 

guide policymakers in the health sector to mitigate skin-based malignant keratinocyte 

cancers and eye health ailments that include cataracts and pterygium. 
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CHAPTER 7:  CONCLUSIONS AND FUTURE SCOPE 

 Synthesis and important findings 

This study attempts to advance the technology of solar UV radiation prediction 

by constructing an accurate and high-precision AI-inspired forecasting framework 

using the hybridized approach. In this regard, UV radiation is predicted in terms of the 

UVI and the UV-A waveband at short-term forecast horizons for selected hotspots in 

the state of Queensland and the Northern Territory receiving high UV exposure. For 

the two regions, the specifically focused hotspots for validating the newly developed 

UV radiation forecasting systems include the Toowoomba experiment site, Townsville, 

Emerald, Darwin and Alice Springs. Given the complexity and intermittency of ground-

level UV radiation phenomena, a diverse range of hybridized ML and DL algorithms 

were implemented by integrating several ground-based and satellite-derived 

atmospheric variables. Fundamentally, the predictive framework constructed using the 

hybridized approach is highly beneficial to the end-users, as the hybrid models would 

be self-adaptive and require minimal human interaction to generate accurate forecasts 

of UV radiation. The findings of this study can offer new decision support tools 

designed through a hybridized approach to provide more accurate, reliable and 

explainable UV-exposure information to expert end-users, including the general public 

and UV researchers. 

The research study addresses some important modelling issues in designing 

hybridized UV radiation forecasting systems. The first concern was regarding the 

selection of pertinent predictors from sets of multivariate inputs in UV radiation 

forecasting. To resolve this problem, the study applied remarkable feature selection 

algorithms, such as BorutaShap, NCA, model-specific RF model and filter-based 

methods. Secondly, the issue of non-stationarity and non-linearity in the UV-radiation 

predictor variables was another important concern. This modelling constraint was 

addressed by implementing an effective data decomposition approach using SWT. 

Moreover, the complex and non-linear relationships between the feature variables with 

large datasets could lead to overfitting issues during the training phase of the UV 

radiation forecasting framework. To overcome this modelling limitation, the DL 

technologies were employed in constructing the proposed models for the different 

objectives. Another important modelling component was the calibration of the DL 

model and quantifying the uncertainty to enhance model performance and reliability. 
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For this purpose, the study adopted an ensemble modelling strategy by training 

several single-point DL models on three different key loss functions to enable model 

calibration. Additionally, the DL models have a “black-box” architecture and the 

predictive outcomes are generated through highly complex and non-explainable 

hidden internal workings. To overcome the model explainability issues, the DL models 

were integrated with model-agnostic xAI tools. 

 The findings of this research revealed that hybridized DL models showed 

improved performance against the competing counterpart models in forecasting short-

term UV radiation. The outcomes from objective 1 (Chapter 4) demonstrate the 

capability of a wavelet hybrid convLSTM predictive system (designated as W-O-

convLSTM) to emulate UVI forecasting under the influence of intermittent cloud cover 

conditions. In accordance with the results, the improved performance was achieved 

by implementing the BorutaShap algorithm, which was an important feature selection 

tool that efficiently identified the most informative predictor variables from the set of 

the sky image-based cloud statistical properties and SZA to model UVI. The high-

frequency and low-frequency components of the input variables extracted through the 

SWT data decomposition tool also enhanced the performance of the predictive model, 

as the results reveal superior forecasting performance by the wavelet-based models 

against the non-wavelet-based counterparts. The incorporation of the Optuna 

hyperparameter algorithm indicated further improvement in the predicted outcomes of 

UVI at multistep horizons (i.e., 10-minute, 20-minute, 30-minute and hourly time 

scales). In this respect, forecasts generated at shorter time spans were more precise, 

as the longer forecast horizons captured slightly lower accuracies. The newly 

prescribed multiple input multi-step output model can robustly be applied to forecast 

cloud-affected UVI for regions close to the Toowoomba-based experimental site. 

The study from objective 2 (Chapter 5) exemplified the performance superiority 

of the hybrid ensemble N-BEATS predictive framework (designated as B-E-NBEATS) 

in forecasting short-term UV-A radiation at a 20-minute horizon. The outcomes from 

this study served as a milestone for the future influence of harmful UV-A exposure on 

people and terrestrial plant and animal life. By embedding the NCA algorithm for 

feature selection, the proposed high-performing model registered superior forecasting 

accuracies with respect to the benchmarked models. The results of the findings further 

reveal that the successful hyperparameter optimization using a remarkable Bayesian 

optimizer enabled the prescribed data-intelligent model to deliver the best forecasting 
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capability in all four seasons of spring, summer, autumn and winter. Additionally, the 

proposed ensemble model with hybridized architecture also generated interpretable 

outcomes in terms of seasonality and trend components by integrating N-BEATS as 

the base model. The overall performance enhancement and more reliable forecasts 

were achieved through the calibration and uncertainty quantification of the proposed 

ensemble model trained on different key loss functions. Therefore, the newly 

developed UV-A forecasting model through its robust performance capability 

consolidates its future applications for Toowoomba, as well as in other regions 

including tropical and sub-tropical countries.  

 The findings of the study conducted in objective 3 reveal the robustness and 

trustworthiness of an enhanced joint hybrid explainable DNN model (designated as 

EJH-X-DNN) as an early warning tool to forecast ground-level UVI at the hourly 

horizon. The outcomes of precise forecasts and model explainability can aid expert 

end-users in making better decisions to implement sun protection. High forecasting 

accuracies were captured by the proposed model by incorporating a dual-phase 

feature selection approach, which included model-agnostic random forest and filter-

based techniques. Further enhancement in the accuracies of the model predictions 

was achieved by coupling the model architecture with a powerful Bayesian optimizer 

that fine-tuned the model hyperparameters. To promote reliability and confidence in 

the results, the study further integrated the model-agnostic xAI tools that offered the 

explainability of the model outcomes along with robustness. By deploying trustworthy 

AI using the xAI tools of LIME, SHAP and PFI, the study ensured that human 

intelligence is effectively complemented by artificial intelligence. The prescribed model 

constructed using satellite-derived variables, significant antecedent memory of UVI 

behaviour and ground-based SZA demonstrated superior performance for all the four 

Australian hotspots of Darwin, Alice Springs, Townsville and Emerald that receive high 

UV radiation exposure. For all four hotspots, the aggregated local and global model-

agnostic explanations indicate that the antecedent lagged memory of UVI (at a lag of 

t - 1) and SZA are impactful features in generating the predictive outcomes. In addition, 

the model outcomes are also influenced by the atmospheric factors of the ozone effect, 

cloud cover conditions, and precipitation. The explainability and robustness of the 

newly designed UVI forecasting framework integrated with trustworthy AI can 

potentially extend its practical utility as an early warning system to provide more 

accurate sun protection information to the general public and UV radiation researchers 
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to help mitigate UV-exposure-related skin cancers and eye health ailments. On this 

notion, the performance superiority and trustworthiness of this intelligent predictive 

model trained on important atmospheric variables (including cloud cover conditions 

with aerosol and ozone effects) further consolidate its applications in different 

Australian domains, as well as in other tropical and sub-tropical countries. Additionally, 

the newly designed hybridized predictive models can also be integrated into advanced 

forecasting software for mobile devices, such as smartphones to offer real-time UV 

radiation exposure information to the general public at different geographical locations. 

In summary, the construction of intelligent predictive models for forecasting 

ground-level UV radiation offered some novel contributions. The findings of the study 

through the results reveal that the hybridized versions of various prescribed models 

delivered relatively better forecasting performance alongside the comparative 

counterparts. Thus, after exploring the new innovative approaches, the major 

contributions of this research are summarized as follows: 

 The study investigated some previously unexplored methodologies using 

hybridized DL technologies in forecasting ground-level UVI for the Toowoomba 

experimental site, as well as for other Australian hotspots of Darwin, Alice 

Springs, Townsville and Emerald that receive high solar UV radiation exposure. 

 An efficient image segmentation algorithm developed in this study robustly 

extracted the cloud statistical properties (that depicted cloud cover effects) from 

sky images. 

 In developing the predictive model, the study integrated the sky image-derived 

cloud statistical properties to forecast UV radiation for the Toowoomba study 

site. For the other Australian hotspots, the study applied important atmospheric 

variables derived from next-generation satellite platforms. 

 The newly developed hybrid DL models incorporated SWT and augmented the 

Dickey-Fuller test to address the modelling flaws led by non-stationarity in the 

input data. 

 The general goal of improving the forecasting performance was accomplished 

by integrating powerful feature selection algorithms that include BorutaShap, 

NCA, model-specific random forest method and filter-based techniques. 
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 Remarkable hyperparameter fine-tuning algorithms, such as Optuna and 

Bayesian optimizer embedded into the design architecture of the DL predictive 

models optimized the forecasting efficiency. 

 The calibration and uncertainty quantification of the newly constructed hybrid 

ensemble model further enhanced the forecasting performance and model 

reliability.  

 The predictive behaviour of the hybridized DL model in forecasting UV radiation 

was explained for the first time by integrating model-agnostic xAI tools, where 

LIME was used to explain the model outcomes at the local level, while SHAP 

and PFI were used for explanations at the global level. 

 The application of remarkable xAI tools aided the predictions of UV radiation by 

the newly designed DL “black-box” model to become more interpretable and 

trustworthy.  

 The accurate and interpretable forecasts of short-term UV radiation by the 

newly constructed DL models can facilitate the end-users to offer more accurate 

sun protection information to the general public and UV radiation researchers.  

 Finally, the novel hybrid UV radiation forecasting system constructed in this 

study can be applied as an early warning tool to help mitigate UV-exposure-

related skin and eye diseases, consequently minimizing the growing economic 

burden on healthcare services. 

 

 Limitations of the current study and recommendations for future 

research  

The robustness and promising outcomes of the hybrid UV radiation forecasting 

models constructed using innovative technological approaches can offer the scientific 

pathway for integrated on-site decision-support framework to facilitate the health care 

systems with UV-exposure risk information for the people and to monitor the UV-

exposure effects on terrestrial life. However, the study elucidates some minor 

limitations of these data-intelligent models, which can slightly influence their practical 

applications.  

 Due to the unavailability of actual ozone and aerosol datasets at 10-minute time 

resolution, the Toowoomba-based UVI and UV-A forecasting models designed 

using sky image-derived cloud statistical properties used time-lagged Bentham 
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UVI datasets that already captured some ozone and aerosol effects. However, 

future studies can integrate the actual measured values of aerosol and ozone 

effects together with sky image-derived cloud cover effects to forecast ground-

level UV radiation. 

 This study is contextualized primarily to the short-term forecast horizon for 

efficient capturing and prediction of the suddenly escalated spikes in UV 

radiation led by partial cloud cover conditions that do not obscure the sun. 

Future research could consider re-training the newly constructed hybrid DL 

models on long-term datasets should an investigation in the context of long-

term prediction of UV radiation be deemed important.   

 The study integrated cloud statistical properties extracted from the sky images 

as predictor inputs during the model designing phase. To further boost the 

forecasting performance, the technique of transfer learning with pre-trained 

models having CNN-based architecture can be applied to extract the important 

features from the time-dependent sky images.  

 In designing the UV radiation predictive models as early warning UV-exposure 

tools, the study explored forecasts of UVI and UV-A radiation. In some future 

research, both UV-A and UV-B radiation forecasting tools can be constructed 

side-by-side by integrating the xAI tools to explain the contributions of different 

atmospheric variables towards predicting the UV-A and UV-B radiation, 

respectively. 

 Future studies can also address the spatiotemporal dependency of stations and 

atmospheric variables in modelling UV radiation, as the nearby stations can 

contribute pertinent information towards extracting important features. 

 

In closing, this PhD research has made some novel contributions towards 

addressing the challenges confronted in forecasting ground-level solar UV radiation 

using DL data-intelligent technologies. These newly constructed predictive 

frameworks implemented using a hybridized approach are easy to apply and display 

high computational efficiency with low latency in forecasting UV radiation at short-term 

horizons. The performance robustness and capability to provide explainable model 

outcomes affirm that the hybrid UV radiation predicting system developed in this study 

can serve as an early warning tool to deliver more accurate sun protection behaviour 
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recommendations to the general public and help mitigate skin-based cancers and eye 

diseases in humans. Concurrently, this newly developed predictive system can also 

aid UV radiation researchers as an important decision-support instrument to explore 

the detrimental UV exposure risks on terrestrial animals and plants to benefit the 

agricultural sector. 
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APPENDIX A 

 

Table A1 Designations of the ultraviolet radiation forecasting models constructed 

in the three objectives. 

 Model Type Model Designation 

Objective 1 

Proposed 

Model 
Hybrid wavelet-Optuna convLSTM W-O-convLSTM 

Benchmarked 

Models 

Non-wavelet-Optuna convLSTM O-convLSTM 

Non-wavelet-Optuna CNN O-CNN 

Non-wavelet-Optuna SVR O-SVR 

Non-wavelet-Optuna PA O-PA 

Baseline 

Model 

Hybrid wavelet-Optuna convLSTM trained 

on SZA only 
W-O-convLSTMsza 

Objective 2  

Proposed 

Model 
Hybrid Bayesian ensemble N-BEATS B-E-NBEATS 

Benchmarked 

Models 

Hybrid ensemble LSTM B-E-LSTM 

Non-ensemble N-BEATS B-NBEATS 

Non-ensemble LSTM B-LSTM 

Non-ensemble BRR B-BRR 

Objective 3 

Proposed 

Model 
Enhanced Joint Hybrid Explainable DNN EJH-X-DNN 

Benchmarked 

Models 

Enhanced Joint Hybrid FCN EJH-FCN 

Enhanced Joint Hybrid ANN EJH-ANN 

Enhanced Joint Hybrid MLP EJH-MLP 

Enhanced Joint Hybrid AB EJH-AB 

Enhanced Joint Hybrid SGD EJH-SGD 

Enhanced Joint Hybrid DT EJH-DT 
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APPENDIX B 

 

 

Figure B1 Samples of sky image extracted from the total sky imager showing (a) 

total cloud cover, (b) partial cloud cover, and (c) no cloud cover. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a) (b) (c) 




